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Welcome to the second annual NASA Symposium on VLSI Design. This symposium
is organized by the NASA Space Engineering Research Center at the University of Idaho
and is held in conjunction with a quarterly meeting of the NASA Data System Technology
Working Group (DSTWG). One task of the DSTWG is to develop new electronic technolo-
gies that will meet next generation data system handling needs. The symposium provides
insights into developments in VLSI which can be used to increase the performance of data
systems.

The NASA SERC is proud to offer, at its second symposium on VLSI design, presen-
tations by an outstanding set of individuals from national laboratories and the electronics
industry. These featured speakers share insights into next generation advances that will
serve as a basis for future VLSI design. Questions of reliability in the space environment
along with new directions in CAD and design are addressed by the featured speakers.

Interest in the conference has increased with 36 papers included in this year’s proceed-
ings. In addition to the 11 featured papers, 25 others have been accepted in 6 categories
for inclusion in the proceedings and for presentation at the symposium. National Lab-
oratories agencies are represented by Langley Research Center, Goddard Space Flight
Center and the Jet Propulsion Laboratory. Private industry is represented by Hewlett
Packard-CTG, Hewlett Packard-DMD, Bonneville Microelectronics, Gould AMI, Boeing
Electronics, Mentor Graphics, The Mathworks Inc., Advanced Hardware Architectures
and International Microelectronic Products. Education is represented by Montana State
University, Washington State University, Duke, Moscow High School and the University
of Idaho.

There are individuals whose assistance was critical to the success of this symposium.
Barbara Martin worked long hours to assemble the conference proceedings. Judy Wood and
Kelli Grosse did an excellent job of coordinating the many conference activities. Sterling
Whitaker played a key role of organizing the symposium digest and and many other related
activities. The efforts of these professionals were vital and are greatly appreciated.

I am encouraged by the growth we have experienced in this year’s symposium and look
for suggestions that will allow a better symposium next year. I hope you enjoy your stay
in Moscow, Idaho and I extend an invitation to visit MRC research laboratories during
the symposium.

Gary K. Maki
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‘Space Qualified Microprocessors

H. Benz, and P. Hayes
NASA Langley Research Center
Information Systems Division
Hampton, Virginia 23665

Absiract- A general review of the current state of the art of spacecraft em-
bedded microprocessors is presented. The system requirements placed on em-
bedded processor hardware are discussed, including the importance of size,
weight, power, performance, reliability, fault-tolerance and the Earth’s natural
radiation environment. The capabilities of currently used spaceborne micro-
processors and directions and enhancements of known developmental programs
are discussed. '
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Reliability in CMOS IC Processing

R. Shreeve, S. Ferrier, D. Hall and J. Wang
Hewlett Packard
Circuit Technology Group
Corvallis, Oregon 973330

Abstract - Critical CMOS IC processing reliability monitors are defined in this
paper. These monitors are divided into three categories: process qualifications,
ongoing production workcell monitors, and ongoing reliability monitors. The
key measures in each of these categories are identified and prioritized based
on their importance.

1 Introduction

IC process reliability starts with a clear description of the entire IC process from IC design
- through final shipment (Figure 1). In this flow the original development of the IC process,
packaging process, test process, and shipping process are shown to the left of the main
manufacturing process flow. New processes are expected to meet minimum reliability
requirements. These requirements are typically referred to as new process qualification

requirements.

Qualify
Design
alif;
?i;;cony Silicon
FAB
Process

Quit | [ Fucagi |
Packaging Packaging

Process
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Testing —’E@

Requirements

Qualify
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Process
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Figure 1: IC process flow

Each of the manufacturing processes like wafer fabrication can be broken down into
several smaller processing steps. These steps will be referred to as workcells throughout
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Figure 2: Workcell Description

this paper. Figure 2 shows a general process description of the workcell. The workcell is
composed of three major parts: the process operation, internal workcell process control,
and external feedback to the workcell. This paper carefully reviews both internal and
external process control feedback for key CMOS IC workcells. This feedback is critical to
the continuous improvement of the workcell process. These improvements directly affect
the material consistency.

Ongoing reliability strife testing plays a key role in continuously improving the reliabil-
ity of current and future IC processes. Strife testing unlike qualification testing is designed
to produce IC failures through excessive environmental stress. Ongoing reliability strife
testing is performed at least quarterly on material from released manufacturing processes.
This testing has two purposes. First, it is intended to provide feedback so that the overall
IC strength can be improved. Second, this testing provides a larger statistical basis for
evaluating the consistency of the process (cumulative sample sizes for a single strife test
are typically in the thousands).

This paper reviews each of these three areas in much greater detail. A commitment
to continuous process improvement is assumed to be a basic operational methodology.
IC reliability relies on two key components: material strength, and material consistency.
Material strength refers to the ICs capability to resist degradation over time. Typically
this degradation results from temperature, humidity, current flow, high voltage gradients,
or mechanical stress. Material consistency refers to the ability to make each part exactly
the same. IC consistency varies because of normal process variations or unexpected process
exceptions (particles typically fall into this category).
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Figure 3: Process Qualification Tests

2 Qualifications

Qualifications are designed to set minimum expectations on the initial IC process. As a
result, inherently weak processes are prevented from moving into manufacturing by these
qualification standards. Qualification tests can be classified as either intrinsic or integrated.
Intrinsic tests directly measure the intrinsic strength of specific films on the silicon die.
Integrated tests measure the reliability of the entire packaged IC. Integrated tests typically
verify acceptable interactions between different materials. Figure 3 shows the purpose of
different qualification tests.

Integrated testing is usually given the greatest importance since it evaluates the re-
liability of the entire IC rather than one or two elements. However, intrinsic testing is
required to supplement integrated testing because of limitations on the stress which can
be applied to an integrated system.

High temperature operating life is an example of an integrated qualification test. High
temperature operating life testing operates the part at junction temperatures significantly
above maximum operating temperatures for extended periods (6 weeks). These higher
temperatures will cause defective parts to fail in one tenth to one hundredth the time
required under normal operating conditions.

Four key factors define the potential value of integrated qualification tests. These
factors are listed in order of importance below:

1. Electrical Testing
2. IC Vehicle
3. Sample Sizes

4. Environmental Conditions

Specifications of qualification tests normally focus on the environmental conditions.
However, our experience has shown that this factor is actually less significant that the other
three factors. In other words it is typically easy to pass harsh environmental conditions if
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the test program is compromised, the IC vehicle incompletely designed, or sample sizes of
10 to 50 parts are used.

2.1 Electrical Testing

Electrical Testing is designed to detect when the part stops functioning. Functional testing
has been used for many years to detect these failures. The creation of functional vectors
is typically based on a stuck-at-fault model. This model assumes that a failure is char-
acterized by a node stuck at either 0 volts or 5 volts on the IC. In practice this type of
failure mechanism is extremely rare. Typical failure mechanisms exhibit leakage current
to the supplies or to an adjacent line. In both cases huge leakage currents are required to
actually induce a stuck-at-fault failure. Long before the leakage induces a stuck-at-fault
failure it will create reliability degradation which is the real failure mechanism in the field.
Hence, it is extremely desirable to detect these low level leakages directly on the IC. This
is accomplished by implementing a static current test. This test places all nodes on the
IC at alternating states (0 volts, 5 volts) and then measures the leakage currents on the
supply lines. All nodes on a CMOS IC are connected to either ground or Vdd through
a transistor that is turned on. Hence, the leakage current between adjacent nodes can
be directly detected at the supply. Useful static current measurements can be made at
any level below 10 pA. Typical measurements should be in the 1uA range to produce the
appropriate sensitivity to defects. Measurements in the 100nA range are limited not by
CMOS process capabilities but rather by electrical test hardware capability. For assessing
silicon process reliability this single measurement is far more important than the other
qualification criteria discussed.

Packaging process qualifications rely heavily on detecting defects in the silicon to pack-
age connection. As a result, I/O leakage current testing is a key measurement for detecting
shorts. In addition, I/O conductivity measurements should be made to detect discontinu-
ities at the silicon-package interface.

2.2 IC Vehicle

The IC vehicle is the part on which qualification testing is performed. Usually two different
IC vehicles are required to qualify a new process. One vehicle is designed to optimize the
sensitivity of the part to silicon degradation. While the other vehicle is designed to optimize
the package to silicon thermal mechanical mismatch.

The silicon vehicle is intended to optimize the sensitivity of the IC layout to processing
deviations (variations & exceptions). As a result, this device should be as dense as possible
using minimal spacings between devices. The vehicle as a whole should dissipate extremely
low standby currents so that the maximum defect sensitivity can be achieved. The design
of the I/O pads should possess good ESD immunity to prevent unrealistic defects caused
by electrical noise in the environmental system. Finally, it is critical that all nodes on
the vehicle can be tested, exercised by the environmental test system, and failures can be
mapped to the physical site of the defect. At HP we typically use an SRAM part for this
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vehicle.

The silicon vehicle is used for high temperature operating life tests and moisture re-
sistance testing. Life testing is designed to accelerate silicon defects. Moisture resistance
testing accelerates both silicon and package corrosion. Silicon corrosion is directly related
to the layout of the die. Layouts with tight geometries create the most difficult topolo-
gies for passivation cbverage. Particulate on the die further complicate the difficulty of
passivation coverage. Hence, this is the most sensitive vehicle for these two tests.

The package test vehicle is intended to optimize the mechanical stresses induced as the
temperature is increased. This is the key vehicle used to qualify new packaging processes.
The mechanical stresses result from differences in the coefficient of expansion between
packaging and silicon materials. These stresses are optimized by creating large die and
placing them in the largest package within a packaging family (i.e. package family= PDIPs,
PLCCs). The package test vehicle should also be designed to incorporate direct measure-
ments of the mechanical stress. This increases the sensitivity of the part to failure induced
by stress. Corrosion structures should be incorporated to detect failures induced by the
combination of moisture and ionic contaminants. Finally, the IC should be designed with
a large number of I/O pads. Both the number of bonds on a part and spacing between
bonds can be optimized to provide the worst case environment for reliability testing.

The package test vehicle is used for temperature cycling tests and pressure pot testing.
Thermal shock, temperature cycling, and solder resistance tests are examples of different
temperature cycling tests. The large size of the package test vehicle and the built in
mechanical stress monitors optimize the sensitivity of this part to temperature cycling
induced failures. The corrosion structures and die size optimize its sensitivity to corrosion
during pressure pot testing.

2.3 Sample Sizes

Significant sample sizes are critical to detecting failures during integrated qualification
tests. Parts with the same defect can degrade at varying rates. In addition, much of the
electrical testing is designed to identify parts that have failed but not all of the parts that
have degraded. As a result, in a few cases not all of the defective parts result in failure.
This drives the need for significant sample sizes. At the vary least these tests should start
with sample sizes of more than a hundred parts for each environmental test.

2.4 Environmental Conditions

Most environmental tests can be classified into one of three categories:
o Life tests
e Moisture tests

e Thermal cycling tests
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Figure 4: CMOS Inverters

Each of these tests are characterized by the environmental conditions and the opera-
tional state of the part. These parameters are consistently less important than the other
issues already discussed.

High temperature and low temperature life tests are intended to primarily accelerate
silicon defects. The acceleration in high temperature life testing is determined by the
junction temperature of the device. Higher temperatures produce higher stresses on the
part. Typical CMOS junction temperatures during high temperature life testing are 150C.
During life testing the part should be exercised with a set of vectors that simulate normal
IC operation. This simulation should satisfy two objectives:

1; Exercise all areas of the IC

2. Exercise the most sensitive portion of the circuit 90% of the time

vdd

? Ron

In>
. L

Cload Ron

Out

v

Figure 5: CMOS inverters equivalent circuit

Exercising all areas of the IC optimizes the chances of detecting unexpected problems
on the IC. Figure 4 shows a typical CMOS inverter driving another inverter. Figure 5 shows
the idealistic equivalent of this circuit. It is obvious from Figure 5 that current flows only
when the inverter switches from one state to another. In many cases the cumulative current
flow is what causes defects to become failures. The implication for reliability testing is
that a circuit must be continuously exercised to identify reliability weaknesses. This is
very difficult if the only objective is to exercise the entire IC. As a result, it is necessary
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Test Electrical | Pressure | Humidity | Temperature | Time Sample
Name Bias (Atm) %RH (C) (Hours) | Size
65/90 Yes 1 <90% 65 240 105
85/85 Yes 1 85% 85 1000 105
Pressure 2 95% 125 240 50

Pot

HAST | Yes 2 95% 125 168 105

Table 1: Summary of Moisture Resistance Tests

to select one small area of the IC that can be continuously exercised a high proportion of
the time.

Several different types of moisture resistance tests are summarized in Table 1. Each of
these tests use a combination of moisture and temperature to activate reliability failures.
65/90 is the only test designed to cycle the temperature and relative humidity. The purpose
of this cycling was to drive moisture into cavity packages. Qur experience with this test has
demonstrated that it is unlikely to accelerate defects to failure. As a result, HP prefers to
use 85/85 testing. Relative humidity is typically used to describe these tests. However, a
much better measure is the partial pressure of water. This measure directly describes how
much moisture is present in the chamber. Figure 6 shows a graph of partial pressure (for
water) at various temperatures when the air is fully saturated (100% RH). Reviewing the
65/90 and 85/85 operational points on this curve illustrate that relative humidity values
are quite misleading. The 85/85 test contains twice as much moisture as 65/90 even though
the relative humidity is lower.

2.0

Pressure (Atm)

©85/85

. 65/90
30 40 50 60 70 80 90 100 110 120

Temperature (C)

Figure 6:

Thermal cycling tests are designed to detect mechanical stress induced failures. The
mechanical stress is a direct result of the differences in the coefficient of expansion for
different materials. Figure 7 summarizes several different types of thermal cycling tests.
All of these tests should be performed using the largest possible die and package size.
Since this produces the worst case internal stress. HP generally considers thermal shock
to be the worst case test because the fluorocarbon liquid forces the most rapid tempera-
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ture change in the part. The soldering process tests were originally designed to confirm
part compatibility with the board assembly processes. However, solderability tests offer a
different temperature profile which can result in different failure mechanisms. '

Name Phase of Low High Number | Dwell

Medium | Temperature | Temperature | of Cycles | Time

Thermal Shock Liquid - 55 deg + 125 deg 200 | 5 Min.
Temperature Cycling | Air - 55 deg 150 deg 500 | 5 Min.
Wave Solder Air 25 deg 260 deg 1 | 10 Min.
Vapor Wave Solder Air 25 deg 215 deg 4| 1 Min.
IR Soldering Air 25 deg 215 deg 4| 1 Min.

Table 2: Summary of Thermal Cycling Test

2.5 Intrinsic

Intrinsic tests are designed to measure the intrinsic film strengths on the silicon die. Two
types of films exist on a silicon wafer:

e Conductive

¢ Insulating

Metal layers are typical conductive films. Gate oxides, intermetal dielectrics, and pas-
sivation films are common insulators. Two special intrinsic tests are performed on these
films to assure that they will continue to operate throughout the rated lifetime of the
product:

o Electromigration
¢ Oxide Integrity

The verification of these film properties is rarely possible during integrated testing
because sufficient stresses can not be applied to the part. In electromigration testing the
stress is increased by applying high current densities. Oxide integrity increases the stress
on nonconductive films by rapidly ramping the voltage across the film.

Electromigration testing is designed to accelerate metal migration failures. However,
it can also be a useful test for accelerating failures from stress migration. In addition,
this test can be used to accelerate the failure of intermetal connections (vias) or metal to
substrate connections (contacts).

Oxide integrity tests are designed to measure the potential breakdown voltage of oxide
films. These breakdown voltages are directly affected by weak film quality or particle con-
tamination of the films. In addition, to normal gate oxide testing the intermetal dielectrics
also need to be tested.
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3 Workcell Processes

Individual work cells are the building blocks of the production process. Figure 2 shows a
general description of a workcell. This section of the paper focuses on the process control
monitors for each of the major workcells. This control is necessary to assure consistency
from lot to lot. The process operation consists of operational personnel, equipment, in-
flow, and outflow material. This paper assumes that operational specifications, operator
training, equipment maintenance, specifications, equipment maintenance rate tracking,
and process change training are parts of the process operation in each workcell.

Figure 1 shows the overall IC process flow. This flow consists of five production pro-
cesses:

1. Layout
Silicon Fabrication

IC Packaging

S

. Electrical Testing
5. Shipping

This section reviews the major workcells for each of these production processes.

3.1 Layout

The layout of the IC will ultimately determine the reliability of a specific IC de51gn Three
key reliability issues must be considered in the layout:

1. Compliance to process layout rules
2. Electromigration
3. I/0 pad protection

Layout rules should be clearly documented. In many cases layout programs and libraries
already exist that prevent potential violations of these rules. In addition, a design rule
check program is usually run to verify that the physical layout does meet the design rule
requirements.

Electromigration is typically handled by providing margin in the initial electromigra-
tion rules. Libraries of verified designs provide additional protection from electromigration
violations. Some electromigration checkers do currently exist but most are still in the de-
velopment phase. As a result, it is crucial that the designer identify where potential elec-
tromigration violations could exist. This in usually a short list because of the availability
of verified libraries and autorouters.

The I/O pads interface to the external world. As a result, they need to protect the IC
from transient high voltage or current abuse. This is accomplished by incorporating ESD
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protection circuitry and appropriate guardrings for latchup. All pads should be reviewed
before the IC artwork is released for mask production. HP also performs ESD and Latchup
testing on the first parts fabricated in a new design to verify their protection capabilities.
Different ESD test equipment can produce significant differences in the measured ESD
protection of an I/O pad. This is especially true with machines that conform to older
versions of MIL-STD 883C [1].

3.2 Silicon Fabrication

The following silicon fabrication workcells are reviewed in this section:
¢ Diffusions

o Gate oxides

o Metalization
e Intermetal dielectrics

o Passivation

Table 3 summarizes the key reliability process monitors for each of these process steps.

Process Step Process Controls
Diffusions CD’s, dose, temperature, resistivity
Metalization Thicjness, width, grain structure, sheet resistivity
Gate Oxide Mobile ion concentration, surface charge density, thickness
Intermetal Dielectric | Leakage currents, thickness, topography, alignment
Passivation Coverage

Table 3: Silicon process controls for reliability

Island and well diffusion are required to produce the correct dopant concentrations and
depth profiles. These issues are typically monitored by measuring the dimensional accuracy
of the diffusion openings, monitoring the dose, controlling the drive in temperature, and
measuring the final diffusion resistivity.

Metalized films are required to conduct electrical current from one node to another
without variations in resistivity over their life. Resistivity variations could result from
differences in metal width, thickness, grain structure, or sheet resistivity. As a result, it is
desirable to have each of these parameters monitored as part of the metalization workcell.

Gate oxides should block current flow from the gate to the channel without degrading
the electrical field. Mobile ion concentration, surface charge density, and thickness need to
be monitored to assure consistency from part to part and over the lifetime of the product.

Intermetal dielectrics prevent leakage paths between adjacent metal conductors (both
vertical and horizontal). Leakage currents, and thickness are two key monitors of the insu-
lating characteristics of these materials. In addition, the film topography, and alignment
to underlying layers must be monitored.
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Passivation is usually the final layer deposited onto the silicon wafer. It is designed
to protect the metalized layers from chemical corrosion and the transistors from chemical
contamination. To provide this protection the passivation must uniformly cover all struc-
tures on the IC. Variations in the thickness of the film need to be monitored to assure film
reliability.

-

3.3 IC Packaging

Table 4 summarizes the process steps and process controls for IC packaging. These controls
are designed to assure IC packaging consistency.

Process Step Process Controls

Leadframe Platting uniformity,frame quality

Die Attach Backside coverage, excess material

Bonding Temperature, pressure, tip wear, wire quality
Molding Temperature, pressure, injection rate

Lead forming | Tool accuracy,tool wear

Table 4: Packaging process controls for reliability

The leadframe is usually considered an incoming material. The leadframe is plated
so that a wire can be bonded to the inner lead fingers. This plating must have uniform
thickness and consistent purity. The leadframe is stamped or etched to create separate
leads. Each of these leads need to be correctly formed and free of contamination.

The die attach step is designed to hold the silicon die to the metal leadframe for the
entire life of the product. The attachment method should provide complete attachment
across the entire back surface of the die. Any excessive attachment material should be
carefully controlled so that it does not come in contact with the top side of the die.

Bonding is designed to make electrical connection between the die and the leadframe.
Several different bonding processes exist. The bonding temperature, bonding pressure,
bonding tip quality, and wire quality must be carefully controlled to assure consistency.
Wire quality is defined by the wire diameter and the wire purity.

Molding is designed to protect the part from chemical and mechanical degradation.
To accomplish these objectives the molding material must be uniform and dimensionally
accurate. The molding temperature, pressure, and injection rate must be carefully con-
trolled.

The final step in the packaging process is lead forming. In surface mount applications
the lead alignment and planarity are critical for creating a good electrical connection to
the board. The forming tool determines the results of this operation. The tool needs to
meet original specification and stay within specified wear requirements.
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3.4 Electrical Testing

Electrical testing is performed at both the raw wafer level and at the final packaged part
level. The wafer level testing is usually critical to assuring overall wafer reliability. While
package testing is designed to detect packaging induced defects.

Three different types of tests are performed at the wafer level. The first test verifies
the appropriate device characteristics by measuring structures like individual transistors,
contact strings, or diffusion resistances. These structures are located in the center of the
scribe lines on the wafer. A few wafers are tested from each lot. If a wafer does not meet
the device specifications then the entire lot is rejected.

The second wafer test is a full functional test. HP typically breaks this test into several
parts:

Open/Short 1/0 pin testing
e Functional testing

I/0 leakage current testing

Supply current testing

Functional testing is usually performed at full device operational frequencies with the
voltage levels adjusted to compensate for maximum temperature sensitivities. Typical
functional vectors sets are expected to meet at least 95% fault coverage. A static current
test is one of the supply current tests. This test is a critical element in assuring that the
part is free of defects. The Qualification section of this paper explains in detail why this

test is critical. One additional screen for wafer testing is called below ship limit wafer
“scrapping. In cases where the number of good die is less than 25% of the standard wafer
yield the entire wafer should be scrapped. This prevents potentially marginal die from
being shipped to the field.

The third wafer test is a visual inspection of the wafer. This screen is designed to
detect gross visual defects that would affect metal or passivation quality.

Package testing consists of a full functional test of each part. In addition, lead planarity
and alignment testing is performed on surface mount devices.

3.5 Shipping

The shipping process packages parts so that they will not be damaged during shipment.
Three potential reliability problems must be prevented during this process:

e Electrostatic discharge damage (ESD)
e Pin planarity or alignment damage

e Excessive moisture absorption.
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ESD damage can be prevented by using appropriate ESD grounding procedures while
packaging and preparing parts for shipment. In addition, the internal protection structures
on the part also provide protection. Regular ESD audits on the shipping area assure that
the intent of ESD prevention procedures are understood and that the procedures are
followed on a regular basis.

Pin planarity or alignment damage can result from poor part handling techniques. This
damage can be prevented by correctly selecting shipping containers for the parts, and using
appropriate part handling techniques. Workcell process control and therefore consistency
are typically supported by both audits of the actual procedures used and sampling audits
of the outgoing material.

Parts that absorb excessive moisture before shipment may suffer internal cracking or
delaminations (popcorning) during soldering to pc boards. The best way to control this
mechanismsis to place parts into inventory in moisture tight packaging. Placing a moisture
absorption card in each package is another step that can be taken to guarantee that material
soldered onto boards does not popcorn.

4 Ongoing Strife Testing

One purpose of this testing is to identify the weakest element in the IC. Once this element
is identified process improvements are developed to further increase the strength of the
process. Ideally strife testing should not be a static set of tests but rather a set of tests
that continuously evolve to create higher and higher part stresses. Another purpose of this
testing is to increase the statistical data available on the process reliability. Running these
tests on a regular basis assures that sufficient data is available to make realistic assessments
of the actual product reliability. New processes should be tested on a more frequent basis
than old processes to develop the statistical data base. At HP we perform strife testing
every month for newer processes. After a couple years this testing is reduced to a quarterly
basis.
As in qualification testing three major types of integrated tests exist:

¢ Operating life tests
o Moisture resistance tests
o Temperature cycling tests

To increase the part stress these tests are usually performed sequentially. The stress
in operating life tests are increased by using higher supply voltages. Moisture resistance
testing is almost always performed using HAST conditions (summarized in Figure 6).
Thermal shock is used to induce thermal mechanical stress. These stresses are increased
by cycling the parts for at least 1000 cycles.
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5 Conclusions

CMOS IC reliability is determined by a combination of material strength and product
consistency. Weak materials clearly result in a weak product. Inconsistent product quality
will result in inherent product weaknesses that cause field failures. Qualification testing
is designed to set minimum intrinsic and integrated material strength standards. Process
controls are designed to assure product consistency. Products that do not meet these con-
sistency requirements must be scrapped because they contain defects that will cause early
life failures. Finally both material strength and product consistency should improve over
the process life. Ongoing strife testing is designed to identify which materials possess the
lowest strength and any variations in process consistency. Based on this data appropriate
process improvements can be developed and implemented.
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A High Speed CCSDS Encoder
for Space Applications

S. Whitaker and K. Liu
NASA Space Engineering Research Center
for VLSI System Design
University of Idaho
Moscow, Idaho 83843

Abstract - This paper reports a VLSI implementation of the CCSDS standard
Reed Solomon encoder circuit for the Space Station. The 1.0um double metal
CMOS chip is 5.9mm by 3.6mm, contains 48,000 transistors, operates at a sus-
tained data rate of 320 Mbits/s and executes 2,560 Mops. The chip features a
pin selectable interleave depth of from 1 to 8. Block lengths up to 255 bytes
as well as shortened codes are supported. Control circuitry uses register cells
which are immune to Single Event Upset. In addition, the CMOS process used
is reported to be tolerant of over 1 Mrad total dose radiation.

1 General Description

This chip implements an encoder for the CCSDS standard (255,223) Reed Solomon (RS)
code [1]. An RS code is a cyclic symbol error correcting code for correcting errors in-
troduced into data during transmission through a communication channel. The CCSDS
standard is a 16 symbol error correction code. The code block consists of 223 information
symbols and 32 parity symbols. Each symbol is an 8 bit word. Due to the flexible nature
of the algorithms being implemented, the circuit will support the encoding of shortened,
as well as full length RS codes. Specifically, the codes which are supported are of the form:
(255 — 1,223 — 1), where ¢ can be any integer from 0 to 222.

The code is defined over the finite field GF(28). The field defining primitive polynomial
is:

p(z) =2 +2" +2* +2' +2° (1)
The generator polynomial is given by:

143

9(z) = ]] (= - 5) (2)

=112

where 3 = a'l.
The encoder represents data in the dual basis such that

[z.o,zl,...,z-,] = [u-,,ue,...,uo] T (3)
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where [z, z1, ..., 27] is the symbol represented by the dual basis, [uz,us,...,uo} is the
symbol represented by the normal basis and T is the following transform matrix:

(4)
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Normal data can be derived from data represented in the dual basis using the following
inverse transform.

[u-;,us,...,‘uo] = [Zo, 21,...,27} T'_1 (5)

where

T = (6)
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A dual field is simply a different representation of the original field. The coefficients of
g(z) are linear operators. An operator O in the original representation of the field can be
used in the dual representation by applying the following transform.

Odual = TOoriginaIT—l (7)

Additional details of the mathmatics can be found in [2].

The coder circuit has data input and output ports. Data is input in a byte serial
fashion at a constant rate, and is output in a byte serial fashion with a fixed one clock
cycle latency. After the information bytes have been output, the 32 bytes of RS parity are
appended to the data stream. The data rate for the chip is 40 Mbytes/sec when clocked
at a rate of 40 MHz.

The encoder can be programmed to interleave the data at depths of one, two, ... or
eight. Interleaving of two or more encoded messages allows higher burst error correction
capabilities. The interleaving depth, I, is controlled by external pins, Sy, S; and S,.
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2 Chip Operation

2.1 Initialization

Before proper circuit operation can begin, the encoder sections must be initialized and the
interleave depth chosen. This is accomplished by bringing the reset input (RST) high for
at least two clock pulses and setting the interleave depth control lines, Sy, S; and S;, to
the appropriate state.

S2 S1 So|I
0 0 01
0 0 12
0 1 03
0 1 1 (4
1 0 0]5
1 0 116
1 1 0}7
1 1 18

At this time, it is also necessary to bring the input control (INC) inactive low to ensure
no spurious messages are processed. Two clock pulses after RST is brought low, circuit
operation may commence. The circuit may be re-initialized at any time but any messages
being processed by the encoder section at that time will be lost. Zeros are clocked into the
parity generator whenever INC is low. ‘

2.2 Encoder Operation

Assuming the initialization sequence has been performed, encoding is performed in the
following manner. INC is brought high coincidentally with the first message symbol to be
encoded. It remains high while successive message symbols are clocked into the encoder
on the data input bus (DI). Symbols are clocked in and out of the circuit on the rising
edge of the symbol clock (CK).

INC is brought low again when the last message symbol has been clocked into the
circuit. It must remain low at least 32I clock cycles, during which time the parity symbols
will be clocked out of the circuit. This operation also fills the parity generator with zeros.
If INC is held low longer than 32T clock cycles, zeros will appear on the the data output
bus (DO). Bringing INC high after it has been low for 32I or more clock cycles starts the

processing of the next message.

2.3 Bypass Operation

After a reset operation or after a block has been encoded and the parity read from the
chip, a data bypass operation can occur. Data can flow through the encoder without being
encoded by bringing the bypass input control (BIC) high coincidentally with the first byte
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of data to be passed unprocessed by the chip. After the one clock cycle latency, the data
entering on DI appears on DO and continues to pass through the chip as long as BIC
remains high. While BIC is high, INC should be held low to keep the registers in the

parity generator held reset.

2.4 Space Enhancement Features

The CMOS fabrication process used is reported to be tolerant of total dose radiation
levels exceeding 1 Mrad [3]. In addition, the chip is designed to provide protection against
Single Event Upset (SEU) in two ways. First, control memory cells are designed to be
electronically tolerant of SEU’s. Second, the control structure and data path are configured
to completely reset after each message insuring that an SEU of the data registers will effect
at most one encoded message.

A 16 bit shift register has been included on the chip with the input driven by the test
input pin (TT) and the output driving the test output pin (TO). This test structure will
enable the SEU immune memory cell to easily be tested under conditions of irradiation to
verify the immunity.

3 VLSI Implementation

Full custom VLSI was used to achieve both circuit density and speed. The basic VLSI
architecture implemented here is similar to a previous full custom design [4]. The additional
features include interleaving, high speed operation (320 Mbits/sec), radiation hardened
processing and SEU protection.

3.1 General Organization

Figure 1 shows a top level logic diagram. The chip consists of an encoder section and a
test shift register. The encoder contains 32 multipliers and 32 adders which operate in
parallel so that the mathematics required for the parity generation can be performed at
the data input clock rate. The encoder also contains the 2048 registers (32x8x8) required
to interleave the data to a maximum depth of 8. The 16 bit shift register is a test structure
that will be used to verify the SEU immunity of the registers used for the control circuitry.

_ Data is input on the DI0-7 pins and output on the DOO0-7 pins. Input data is framed
by the INC control signal. Output data is framed by OUTC which is a delay of INC.
When data is input to the chip, it is presented to the parity generator and also passed
out the output port DOO0-7. At the end of the data block, INC transitions low and the
output of the parity generator passes out DO0-7. With INC low, 0’s are input to the
parity generator clearing out the registers. With BIC high and INC low, data flows from
the DIO-7 to DOO0-7 without being input to the parity generator providing a bypass mode.

3.2 Parity Generator
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Figure 1: Top level logic diagram.
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Figure 2: Parity generator block diagram.

Figure 3: Layout of constant multiplier.

The parity generator was organized as a set of 32 slices. Each slice consisting of a multi-
ply/add structure and a register stack for interleaving. Figure 2 shows a block diagram of
the logic for the parity generator. Each register is a 1 to 8 bit shift register depending on
the interleave depth set up during circuit initialization. The multiplier cell is a precharged
exclusive or (XOR) chain. 8 of these chains form a constant multiplier. The input data
word is multiplied by a constant, g., programmed into the multiplier as XOR cells or
interconnect (ZERO) cells. The XOR cell consists of 4 NMOS transistors. The ZERO
cell is a modified XOR cell which acts as an interconnect block. The layout of a constant
multiplier is shown in Figure 3. The multiplication constant can be programmed with a
single mask layer defining the pattern of XOR and ZERO cells in the XOR chains. For
maximum speed the XOR chain is precharged from both ends. The addition function is
folded into the evaluate structure for the multiplier. The XOR cell was designed in layout
to consume minimum area and the registers were designed to match the pitch of two XOR
cells. Half the registers were placed above the multiplier and half below.

Since the registers are twice as wide as the XOR chain, the outputs of the columns in
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Figure 4: Layout of two adjacent slice details.

the multiplier alternate between top and bottom. The higher order nibble is output on
one end of the constant multiplier and the lower order nibble on the opposite end. This
requires the columns of the multiplier matrix to be rearranged such that the columns in the
matrix are [CoCyC1C5C,CeC3C4]. Also, in order to avoid long interconnect runs between
registers on the top and bottom to drive the adder inputs in the multiply/add structure,
a second slice detail was drawn such that the top and bottom sections were reversed.
These two slice details were then alternated in the parity core allowing connection of the
adjacent slices by abutment. Figure 4 shows the layout of two adjacent slices. There is no
interconnect required between any of the leaf cells. The entire structure is connected by
abutment. This maximizes the speed of operation since the interconnect capacitance has
been minimized.

A natural layout would place all 32 slices in a row. This would maximize the speed of
operation and minimize the area required for the parity generator, but would result in a die
size of approximately 10mm by 2mm. This aspect ratio would be hard to accommodate
in packaging and the reliability of the bond wires would be in question, especially under
the stresses expected during launch. The speed was therefore compromised by folding the
array in half. The control was duplicated and an interconnect bank was run from the
output of Slice 15 to the input of Slice 16. The final chip layout is shown in Figure 5.
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Figure 5: Chip layout.

4 Summary

A Rad Hard, SEU tolerant implementation of the CCSDS standard RS16 encoder has
designed for Goddard Space Flight Center. The chip was drawn in a 1.0pm CMOS process
and is being fabricated at Hewlett Packard’s Circuit Technology Group. The encoder

operates at a 320 Mbit/sec data rate.
Acknowledgement: This research was supported in part by NASA under grant

NAGW-1406. The authors wish to acknowledge the support from Warner Miller at God-
dard Space Flight Center. This chip will be commercially available as AHA 4611 from

Advanced Hardware Architectures.
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SEU Hardening of
CMOS Memory Circuits

S. Whitaker, J. Canaris and K. Liu
NASA Space Engineering Research Center
for VLSI System Design
University of Idaho
Moscow, Idaho 83843

Abstract - This paper reports a design technique to harden CMOS memory
circuits against Single Event Upset (SEU) in the space environment. A RAM
cell and Flip Flop design are presented to demonstrate the method. The Flip
Flop was used in the control circuitry for a Reed Solomon encoder designed
for the Space Station.

1 Introduction

In the environment of outer space, electronic circuitry is exposed to a flux of ionized
particles. If the energy level of a charged particle is high enough and that particle passes
through the diffusion of a susceptible node then the contents of a MOS memory cell can
be changed [1]. This is a Single Event Upset (SEU) of the integrated circuit containing the
memory cell. The consequences of the SEU depend on the system function of the memory
cell. Circuit design techniques which are independent of processing and which are without
serious performance degradation have been reported [2]. This paper also reports a circuit
design method which is process independent and maintains the performance level. With
the techniques presented here, loading on the clock signal is reduced when compared with

[2]-

2 RAM Design

There are three fundamental concepts that can be used to design SEU immune circuitry.
First, information must be stored in two different places. This provides a redundancy
and maintains a source of uncorrupted data after an SEU. Second, feedback from the
noncorrupted location of stored data must cause the lost data to recover after a particle
strike. Finally, current induced by a particle hit flows from the n-type diffusion to the
p-type diffusion. If a single type of transistor is used to create a memory cell then p-
transistors storing a 1 cannot be upset and n-transistors storing a 0 cannot be upset.
These observations lead to the design of the RAM cell as shown in Figure 1.

The RAM cell consists of two storage structures, The top half is constructed from
p-channel devices while the bottom half consists solely of n-channel devices. Transistors
M2 and M4 are sized to be weak compared to M3 and M5 while M13 and M15 are sized
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Figure 1: SEU Hardened RAM cell.

to be weak compared to M12 and M14. The other transistors are sized using the normal
design considerations for a RAM cell to allow the cell to be written and read to meet the
performance required.

Nodes N1 and N2 can store 0’s that cannot be upset while N11 and N12 can store 1’s
that cannot be upset. If N11 is storing a 0 and is hit driving the node to a 1, M14 turns off
but node N12 remains at a 1. M2 turns on but is weak and cannot over drive N1 keeping
M13 on and restoring N11 to a 0. If N1 is storing a 1 and is hit driving the node to a 0,
MS5 turns off leaving node N2 at a 0. M13 turns on but is weak and cannot over drive N11
keeping M2 on and restoring N1 to a 1.

The memory cell was then designed for the desired write time and read time resulting
in the device sizes shown in Table 1. The layout was drawn and is shown in Figure 2.
Parasitics were extracted and SPICE simulations run to verify functionality and perfor-
mance. SPICE simulations were also performed depositing 5pC on N11 and removing 5pC
from node N1 verifying the cell recovery. Figure 3 shows the response of N11 during the
recovery from a particle strike. The simulations were performed under worst case speed
conditions (Vdd = 4.3V, T; = 140C° and 30 parameters). Figure 4 shows the response
of N1 during the recovery from an SEU. Both SPICE simulations show a recovery time
of only a few nsec. The hardness of the cell design is independent of processing and pa-
rameters. The logical feedback and ratioing of transistor strengths provides the recovery
mechanism. The zero level of N11 is degraded because of the p-MOS device threshold
voltage and body effect on the threshold voltage. At N1 the one level is similarly degraded
in the n-MOS section. These levels are acceptable and pose no design problems internal
to the cell. When reading the RAM cell, the p-MOS section will drive the data line, D,
to VDD when a 1 is stored and the n-MOS section will drive DN to VSS providing rail to
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Transistor | W, | L, | Transistor | W, | L,
M1 6.41.0 | M11 6.4]1.0
M2 24 (1.0 | M12 69110
M3 6.9]1.0 | M13 2411.0
M4 24|1.0 | M14 6.91]1.0
M5 6.91.0 | M15 24110
Mé 6.4 1.0 | M16 64110

Table 1: RAM cell device sizes.

rail operation on the cell output.

The circuitry added for SEU immunity doubles the number of transistors required by
a RAM cell. The layout requires an increase of about 75% in area over the traditional 6
transistor RAM cell. The method described in [2] also doubled the transistor count, but
will result in a more compact layout (only a 40% increase in area). The cell described in
this paper does, however, have an advantage in the loading seen by the clock signal and
the loading seen by the data drivers during a write cycle is less than that of [2]. This
should result in an increase in performance. Cells implemented with these two methods
using the same CMOS process need to be analyzed to verify this claim.

3 Flip Flop Design

The memory cells required by the control circuitry of the RS16 encoder [3] are D flip flops.
A flip flop contains a master and a slave section. Each flip flop section is basically a RAM
cell. Figure 5 shows the schematic for a flip flop section. The RAM cell outputs have
been buffered using M8/M18 and M7/M17. The buffers allow Q and QN to have rail to
rail operation and isolates the memory portion from potentially high capacitive loads. On
the RS16 encoder, the control lines present capacitive loads of about 3pF and need to be
driven by the output of the flip flop with relatively short delay times when operating at
40MHz. Table 2 lists the required device sizes to meet the internal cell load and speed
requirements.

Two of the RAM sections were joined to form the flip flop of Figure 6. The control
flip flops were designed to have a single clock and data input. This required inverters CK
and DN. The large capacitive load seen by the output required the Q buffer. In many
applications, these additional devices would not be necessary. Table 3 lists the device sizes
for this additional logic. Figure 7 shows the layout of the D flip flop used on the RS16
encoder.

A shift register consisting of a string of these flip flops was added as a test circuit to
the RS16 encoder to allow the SEU immunity of these cells to be easily verified. The input
of the 16 bit shift register is driven by an input pad and the output of the shift register
drives an output pad.
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Figure 2: RAM cell layout.
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Figure 3: RAM cell N11 recovery from an SEU.
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Figure 4: RAM cell N1 recovery from an SEU.
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Figure 5: SEU hardened Flip Flop section.
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Transistor | W, | L, | Transistor | W, | L,
M1 7.2 (1.0 | M11 7211.0
M2 2411.0 | M12 7.2 1.0
M3 72]1.0 | M13 24|1.0
M4 24)1.0 | M14 72 1.0
M5 7.211.0 | M15 24 (1.0
Mé6 7.2 1.0 | M16 72110
M7 12.0 | 1.0 | M17 12.0 | 1.0
M8 12.0 | 1.0 | M18 12.0 [ 1.0

Table 2: Flip Flop section devices sizes.

CKN
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CKN CK CKN CK
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Figure 6: SEU hardened Flip Flop cell.

Node | W, | W,
CK 144 | 9.6
DN |12.0| 6.0
Q 48.0 | 24.0

Table 3: Flip Flop cell device sizes.
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Figure 7: Flip Flop cell layout.

4 Summary

An SEU immune RAM cell has been presented which compares favorably with others in
the literature. This RAM cell design was implemented as a D flip flop in the controller for
a Reed Solomon encoder to be used in the Space Station. This is a preliminary report.
Work needs to be performed to produce a comparison of previously reported SEU immune
logic with this cell. Also when the chip fabrication is complete, the shift register will be
subjected to cyclotron tests to verify the SEU immunity of this cell and results will be
submitted for publication.
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Assessing the SEU Resistance of

CMOS Latches Using Alpha-Particle
Sensitive Test Circuits:

M. Buehler, B. Blaes, and R. Nixon
Jet Propulsion Laboratory

California Institute of Technology
Pasadena, California 91109

1 Introduction

The importance of Cosmic Rays on the performance of integrated circuits (ICs) in a space
environment is evident in the upset rate of the Tracking and Data Relay Satellite (TDRS)
launched in April 1983. This satellite experiences a single-event-upset per day [1] which
must be corrected from the ground. Such experience caused a redesign of the Galileo
spacecraft [2] with SEU resistant ICs. The solution to the SEU problem continues to be
important as the complexity of spacecraft grows, the feature size of ICs decreases, and as
space systems are designed with circuits fabricated at non-radiation hardened foundries.

This paper describes an approach for verifying the susceptibility of CMOS latches
to heavy-ion induced state changes. The approach utilizes alpha particles to induce the
upsets in test circuits. These test circuits are standard cells that have offset voltages which
sensitize the circuits to upsets. These results are then used to calculate the upsetability
at operating voltages. In this study results are presented for the alpha particle upset of a
six-transistor static random access memory (SRAM) cell. Then a methodology is described
for the analysis of a standard-cell inverter latch.

The characterization of the single-event-upset (SEU) resistance of a latch requires four
parameters: (a) the sensitive-diode critical upset charge, Q., (b) the sensitive-diode area,
A, (c) the particle collection depth, D., and (d) the particle Linear Energy Transfer,
LET. These parameters come from SPICE simulation, device layout, experimental results
from particle testing, and atomic physics, respectively. The upset rate for a latch can be
calculated from the Petersen Equation [3] which was developed for the 10 percent worst
case Cosmic Ray environment at geosynchronous orbit:

R (525) =1 (iagoyp.mr) M

In the above equation, the most difficult parameter to obtain is the particle collection
depth, D.. In the methodology presented here, the collection depth is determined from
heavy ion testing of a specially designed test SRAM [4]. The SRAMs are designed to be
sensitive to low LET particles such as alpha particles. This allows the immediate, low cost

1Sponsored by the National Aeronautics and Space Administration and the Defense Advanced Research




Figure 1: Electron-hole pair tracks from an alpha particle strike through (a) an n+ in
p-substrate junction, and through (b) a p+ in n-well junction where truncation of the
collected charge occurs

characterization of SEU susceptibility and replaces the time delayed and costly cyclotron
testing. :

The upset of CMOS circuits depends on the presence of reverse biased junctions. As
seen in Figure la, n-junctions formed in the p-substrate have a large collection depth. As
seen in Figure 1b, the collection depth for p-junctions formed in the n-well is truncated
by the well-substrate junction. Such junctions can collect much less charge and are much
more difficult to upset. In this study, we will consider the upset of only reverse-biased
n-junctions formed in the p-substrate.

2 SRAM Design

For the test SRAM shown in Figure 2, the alpha sensitivity is achieved by imbalancing
the cell using an offset voltage, VP2, and by bloating the drain area of the pull-down
MOSFET, MN2. The offset voltage, VP2, is placed on the source of the pull-up MOSFET
connected to the bloated drain. The SRAM is biased in a sensitive state as seen in Figure 2
where MP2 is ON and MN2 is OFF. As seen in Figure 3, the offset voltage controls the
critical charge needed to upset the cell. These curves were obtained from a SPICE analysis
of the circuit shown in Figure 2 using a triangle wave with a 200 ps pulse width. This pulse
width is typical of an alpha particle strike in silicon and is much less than the response
time of the circuit [4].
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Figure 2: SRAM cell in the zero state with SEU-sensitive drain diodes DP1 and DN2
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Figure 3: Critical charge characteristics of the SRAM cell using SPICE
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Figure 4: SRAM upset rate characteristics induced by Po-208 alpha particles 32.5 mm
above the chip in a vacuum. The cross section observed by extrapolating the peripheral
hit and tail regions agrees with the designed cross section of 117um?

As seen in Figure 4, the test SRAM offset voltage, VP2, varied from 5.0 V to 1.9 V
before the cells spontaneously flipped to the other state. Measurements on 2-um CMOS
n-well 4k SRAMs, indicated that a Po-208 5.1-MeV alpha particle source was able to flip
the memory cells for offset voltages between 1.9 and 2.5 V. As seen in Figure 4, the offset
voltage shift,AVorr was 0.5 V which corresponds to the critical charge induced by the
alpha particle in flipping the cell. For AVorr of 0.5 V, the critical charge was determined
from Figure 3 to be 58 fC. Finally the collection depth was determined from the charge
deposition profile as shown in Figure 5 to be 8 pm.

For a bloated drain area of ADN2 = 117um?, Qc = 58 {C, and D, = 8um, the calculated
upset rate is 1.1 x 103 upsets/bit-day and the LET is 0.71 MeV-cm?/mg. The upset rate
can now be calculated for a “normal” cell with a minimum drain area of ADN2 = 28 ym?
and no offset voltage (ie. 5.0 V). Under these conditions the critical charge is 255 {C as
seen in Figure 3. Assuming a collection depth of 8 um as determined above, the calculated
upset rate is 1.38 x 10~% upsets/bit-day and the LET is 3.08 MeV-cm?/mg.
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Figure 5: Deposited charge profile of a 5-Me V alpha particle in silicon

3 Standard-Cell Inverter Latch

The above scenario represents the proposed methodology for calculating the SEU resistance
of latches used in ASIC designs. This methodology calls for test latches to be designed
with selected nodes disconnected from the power lines and connected to offset voltage lines.
Currently the latches used in JPL’s standard cell library are being designed into a test
latch array so their upsetability can be evaluated using alpha particles.

A schematic diagram of a test D-latch obtained from JPL’s standard cell library is
shown in Figure 6. This latch is shown with the D-input disabled. R is a polysilicon
interconnect resistance and is about 200 ohms in the unhardened version of the latch
considered here. C1 and C2 are fixed interconnect capacitances. To sensitize the latch
to alpha particle induced upsets, a voltage source VP2 is placed on the source of MP2 as
shownin Figure 6. The nodes that are most sensitive to upset are nodes 2 and 3 due to their
reverse biased p-substrate diodes. The SPICE generated critical charge characteristics of
nodes 2 and 3 are shown in Figure 7. The slope of the curves in this figure as well as those
of Figure 3 have dimensional units of capacitance. This upset capacitance is a function of
the physical capacitance on the node and the “on” MOSFET (restoring path) connected
to the node. The upset capacitance increases when the physical capacitance is increased
and decreases as the width/length ratio of the restoring MOSFET is increased. Node 3
is the most sensitive node to upset, having the smallest critical charge, primarily because
the restoring path is weaker (smaller effective width/length) than that of node 2 due to
the series connection of MP2 and MP4.

Using the SRAM result for the collection depth, D, = 8 pm, the minimum LET of
a particle that upsets node 2 with no offset voltage (ie. 5.0 V) where Q. = 2400 fC is
29.0 MeV-cm?/mg. Likewise the minimum LET of a particle that upsets node 3 where
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Figure 6: D-latch in the zero state showing reverse biased SEU-sensitive drain diodes
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Q. = 1800 {C is 21.7 MeV-cm?/mg. Again, assuming a collection depth of 8 um and using
the node 2 sensitive area of 100 um? and the node 3 sensitive area of 64 um?, the calculated
upset rate using the Petersen Equation is 1.27 x 10~® upsets/bit-day.

4 Conclusion

An approach has been presented for verifying the susceptibility of CMOS latches to heavy-
ion induced state changes that uses alpha particles to induce upsets in test circuits using
inexpensive bench-level equipment. In this method, the experimental data is linked to
alpha particle interaction physics and to SPICE circuit simulations through the alpha
particle collection depth. JPL’s standard cell latch array, currently in fabrication, will be
used to validate this methodology by comparing the results obtained with alpha particles
to that obtained with high LET heavy ions at a cyclotron.
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Costs of Becoming a Commodity

What does low cost electronics imply ?

R. Foote ! Hewlett Packard Disk Mechanisms
Boise, Idaho

Abstract - The disk drive business is rapidly becoming a commodity market-
place at higher and higher disk capacities. In order to remain in the business
your development tactics must change to address the cost requirements and
constraints of a commodity marketplace. This is a look at the electronics por-
tion of the cost equation and what it implies on Integrated Circuit technology
and potential types of companies and processes that can meet the challenges
of this market.

The Disk drive industry in the last few years has undergone some dramatic changes.
The size of a 10 megabyte disk drive has decreased from washing machine size to shirt
pocket size and the price has dropped from tens of thousands of dollars to only a few
hundred dollars. ' ‘

This change has brought a whole new set of pressures on the disk drive industry. In the
next few years, the usage of disk drives will move more and more into consumer products.
Disk drives costs must become competitive with consumer or commodity products. The
computer industry demand for more and more storage on systems and higher and higher
performance places the mid range to high end disk drive developers in positions they area
unfamiliar with.

To obtain and idea of the magnitude of the problem we first need to pick a capacity
point and investigate what requirements this places on the components within a disk drive.
Choosing 100 megabytes and the 3 1/2 industry standard form factor and a delivery of
the drive to the marketplace in the late 1993 to early 1994 time frame we can make some
assumptions about the price and the manufacturing cost of the disk drive itself.

In this time frame disks of this size will be selling for about $2.00 per megabyte this
implies around a $200.00 price tag for the disk drive itself. In order to produce this product
profitably we will assume that a 26% gross margin is necessary. This yields a factory cost
of roughly $159. On the averagein this size of disk drive the electronics is about 32% of the
total drive cost. This leaves about $50.00 for electronics cost in a 1994 100 megabyte disk
drive. This 100 megabyte disk drive will be required to have performance and functionality
characteristics as good as or better than the 760 megabyte to 1 gigabyte 5 1/4” drives of
today.

There exists at least two paths to achieve this cost and performance point for the
electronics. One being to take the low cost 20 megabyte electronics we have today and

1Roy Foote is a Research and Development Section Manager for Hewlett-Packards Disk Mechanisms
Division in Boise Idaho. He received a Masters Degree in Electrical Engineering from the University of Idaho
in 1975 and has been with HP for the last 15 years. He has worked as a designer of printers, tapedrives, and
disk drives. His major focus in the last few years has been in disk drive controllers. These controllers have
contained significant custom IC work and contain some cells designed by the MRC.
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somehow add features and speed while reducing costs. The other being to take the higher
performance electronics of today and integrate and cost reduce by volume production in
order to meet the $50.00 magic number. The next step is to look at what individual
functions are in this black box called disk drive electronics.

The following block diagram shows the functional bocks in a disk drive and the relative
performance criteria for this class of disk drive.

Typical Disk Drive Electronics Block Diagram
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Figure 1: SCSI port 5 to 10 megabytes/second Disk Data Rate 24 to 40 megabits/second
Two Track Buffer

In the previous diagram the functions on the left side of the drawing are digital in
nature. The functions on the right are mainly analog. The electronic parts included in
the $50.00 cost are those from the left side of the drawing moving to the right up to but
not including the data heads, servo head, actuator coil, and spindle motor. These
parts are covered by the budget for the mechanism portion of the disk drive.

Disk drive electronics has traditionally been partitioned by a low level interface which
is serial in nature. A typical interface of this type is ESDI, (Enhanced Small Device
Interface). Today there is also a higher level interface which bridges the ESDI interface to
the host (in this example SCSI (Small Computer Systems Interface)).

The ESDI portion of the disk electronics includes the servo system, the read and
write preamp, and the compensation systems. This portion of the controller contains
its own microprocessor and firmware to which performs the ESDI interface function. The
rest of the electronics, the SCSI chip, microprocessor, RAM, ROM buffer and some disk
data formatting circuitry make up the ESDI to SCSI bridge portion of the electronics.

In a low end disk drive the ESDI and SCSI microprocessor functions are executed by
a single microprocessor. In order to meet our cost goals we will assume a single micropro-
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cessor system. In combining the functions into one microprocessor we tend to remove the
barrier of ESDI and a distinct dividing line between where ESDI ends and SCSI bridge
begins no longer exists.

This combination also allows us the freedom to combine more of the digital functions
onto larger integrated circuits and to consider combining analog functions with digital
functions to reduce part and pin count. These combinations all tend to reduce total parts
cost and the space required to place the parts onto printed circuit boards.

The next step is to determine what the chip boundaries could be, in order to evaluate
the complexity and size of each of the new integrated circuits.

The following diagram shows one of the choices for combining functions. This choice
is rather arbitrary. Dashed lines surrounding the functions indicate the proposed chip
boundaries.
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Figure 2: Typical disk drive electronics for block diagram

The first combination is that of ROM, RAM, SCSI, MPU, and the DSP interface.

The second combination is read write and servo logic, read and write circuits, PES
(Position Error Signal) demodulator, A to D, D to A, and DSP (digital signal processor).

The third and final combination is that of the power amplifier for the actuator and the
spindle driver.

The buffer and the read write preamp have been left as individual parts.

After choosing a partitioning of the electronics, maximum cost estimates for each com-
bination can be made. These estimates should be based on the relative complexity of the
parts and their approximate die size and package count.
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Functional Cost Budget

Function Cost | Board Space

Buffer $4.00 | .5in?
Preamp | $3.00 | .5in?
Mpu-etc. | $10.00 | 1.2in?
DPS-etc. | $10.00 | 1.2in?
Power $5.00 | 1.0in?
OVHD $18.00 | 1.2in?

Totals $50.00 | 5.6in?

Relative complexity is the next issue in estimating what this level of integration requires
of the designer and of the fabrication facility.

The buffer: It is apparent that this function will be an off the shelf part which must
be in high volume in order to meet the cost goals. The Buffer will be purchased from one
of the leaders in DRAM production.

The read write preamps: This function is drive dependent and may be designed for
each successive drive to better match the head and read write systems.

The power section: This is also drive dependent and may require some customization
of circuits for each drive it is used on.

The DSP- etc.: This part involves more general algorithms and can be designed for
use in more than one drive. This part is a mixed signal part and requires processes like
analog CMOS or BI-CMOS. The analog portions are in the signal conditioning circuits
portion of the read and write Circuits and have a bandwidth requirement of up to 40
megabits per second. The PES demodulator circuits and the A to D, D to A circuits
are mixed signal but the bandwidth requirements are lower. The DSP itself and the read
write and servo logic are digital in nature and can be readily implemented in common
CMOS geometries.

The MPU-etc.: This part involves a design challenge of placing as much digital logic
as possible on chip. The MPU, it’s ROM, RAM, and portions of the SCSI function
require a process with good speed and excellent density properties. The SCSI portion may
require 40 milliampere drivers for the SCSI bus.

Some basic assumptions can be made about each combination and its associated mar-
ketplace. These assumptions will guide the evaluation of which vendors are capable of
producing parts with the required cost structures and design expertise.

Starting with the buffer: This part will most likely be an industry standard DRAM
part. These parts are used in other applications besides disk drives. The volume on this
part will be driven by all it’s applications and therefore will not require much disk volume
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DRAM TRENDS

year 1990 1994 1998
size 4mbit 64mbit 256mbit

geometry | .8micron | .3micron | .2micron

speed 60nsec 50nsec 40nsec

influence to meet our cost goals for the part.

The MPU-etc.: This part will require high density and low cost processes. In choosing
a vendor we need to take a look at the volume manufacturers of RAMs, ROMs, and MPUs.

These manufacturers can be placed loosely into two categories. Those with a state of
the art DRAM process and an active involvement in the DRAM market and those without
a DRAM involvement.

Looking at the DRAM manufacturers yields some interesting information. Most of the
leaders are pushing the limits of each process as it becomes available. A current estimate
~ of the evolution of DRAM processes is shown in the following chart.

DRAM manufacturers are pushing technology as hard as they can while concentrating
on low cost production. Most DRAM vendors are filling their fabrication facilities with
DRAM parts in order to recover the high costs of a building a fab.

About one to two years after they begin production on a new fab, migration of existing
and new designs like ASIC’s and custom parts into the fab occurs. This allows significant
cost reduction and gives the manufacturer the ability to make a profit on a production line
which paid off it’s cost’s while producing DRAMS.

The analysis of what cost structures and densities are necessary makes manufacturers
with significant DRAM involvement very attractive for the MPU-etc. part.

The other major group is those IC manufacturers with similar design and density
capabilities but without a significant DRAM involvement. This business is usually driven
by a unique product or process which allows them to have significant market share in a
particular area.

One example of this is the Microprocessor business. Microprocessor based businesses
are driven by the next speed level required by the computer industry. Examples of this
type of company are INTEL and Motorola and their successive processor families like the
68000, 68020, 68030 ... and the 86, 286, 386, 486 ....

Looking at the geometries proposed by these companies yields similar geometric points
as those in the DRAM business.

Next we need to investigate the influence of volume on these parts and what the results
are in choosing a vendor.

Volume produces different results on pricing is influenced by the vendor of choice. A
particular vendor may quote pricing based on an agreed upon annual volume, monthly
volume, or even lifetime volume. This tends to cloud the issue of which vendor has the
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MICROPROCESSOR TRENDS

year 1990 1991 1994
# of Transistors | 1.2 million | 2.0 million | 4.0 million
geometry .8micron | .65micron | .5micron

best price for a particular custom IC. In order to obtain the best price a common metric
for quotation is required. For this example will use monthly volumes as the price point of
comparison. '

An average vendors prices appear to be significantly driven by volume with volumes less
than 100,000 pieces per month On an example chip with a complexity of 34,000 transistors,
80% of the volume price reduction was achieved by increasing volume from 5,000 to 100,000
pieces per month. A 20% reduction was achieved in going from 100,000 to 500,000 pieces
per month. A curve showing the cost versus volume trends for three different chips of
increasing complexity is shown below. The chips have the complexity of 34,000, 50,000,
and 80,000 transistors.
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Figure 3: Typical cost versus volume curve for 1991

If volume is 100,000 units per month the cost structure for each fabrication facility
should be about the same if they all are running their facilities near capacity. If the
volumes are less than 100,000 units per month the price of fabricated parts will be effected
by the overhead of the facility and the how close they are to production capacity.

For our example will assume a volume of 100,000 pieces per month, and limit our
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choices to those fabrication facilities with adequate production and capabilities to meet
our needs.

The next question to resolve is time to market. Time to market in a commodity business
is the key to obtaining market share. If you arrive late with the next product you can
approach fewer customers with your product and your volume will be lower. Being late
forces your costs up and greatly reduces margin. '

What gives a particular fabrication facility the ability to meet Time to market require-
ments?

A supplier must have all the business basics under control. The process must handle
the densities and complexities of the designs to be implemented. Prototype and production
cycles must meet the needs of a typical product development cycle.

Perhaps the most important area in achieving time to market is turning designs into -
layouts. A foundry needs a good tool set for design and layout and you need experienced
engineers using the tools. Deciding who will do this portion of the design, your engineers,
the foundries engineers, or a combination of both is also required. -

For this example will assume the foundry will supply the engineering talent to take
higher level designs and reduce them to silicon. This decision tends to narrow the choices
of vendors. These vendors must meet all the previous qualifications and have experience in
this type of electronics. A vendor with a unique approach which improves time to market
will have a better chance of meeting needs.

An example of a special approach which improves time to market is that of using large
functional cell blocks (Megacells) and combining them together to build the desired chip
functions. The cells we need for this particular chip are MPU, ROM, RAM, DSP interface,
and SCSI interface cells. Focusing the choice for the MPU etc. chip to those vendors with
the ability to combine Megacells together reduces the field of viable vendors to a small
number.

One other large consideration in a project of this type is NRE (Non recoverable En-
gineering) expense. There are three main ways to handle NRE. The first being a direct
charge for all development work, engineering work, masks etc.. This requires payment of
these charges during development or when first parts are received. On a typical custom
design of 30,000 to 40,000 transistors NRE can cost from $100,000 to $1,000,000. The
charge depends on how much of the engineering was done by your engineers.

The second way to handle NRE is to amortize it over the life of the product. This
increases part cost over the life of the part and requires a minimum number of parts be
purchased or a penalty fee is charged if you don't.

The third way is for the supplier to pay the NRE. Developing this kind of relationship
requires more work and requires and exchange of engineering expertise or insight for the
NRE. Training a particular integrated circuit vendor in the nuances of disk drive electronics
is an example of this type of a relationship. Allowing the vendor to produce parts which
can also be sold to anyone in the disk drive industry further cements this relationship.

As happens in most commodity industries being radically different is not better and
standard may be better than better. One of the biggest keys to success in a commodity
business is time to market If involvement is maintained in the design and specification of
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an industry standard part, design and implementation of the part in a product can occur
a few months ahead of the rest of the industry. This three to six month advantage can-be
all that is necessary to keep and grow market share.

The DSP-etc. part brings up some unique requirements of a vendor which the MPU-
etc. part did not. Having the same vendor for these two parts is always desirable but may
not be practical. The DSP-etc. part contains a large portion of the analog design required
in a disk drive.

With bit densities on disk drives continuously increasing at about 30% per year the
requirements on the Read and Write circuits are always changing from product to product.
A vendor must have a solid analog process capable of expanding and growing with the
requirements in the disk drive industry and engineering tools and talent good enough to
allow changes in data rate of between 30% to 50% each year. Analog IC designs require
models which are very well matched to a particular process and geometry. A library of
components which are used in disk drive applications is also important. In choosing the
vendor for this part, experience with or a commitment to the disk drive marketplace is
also a strong desire.

Adding up the requirements reduces the list of vendors to those which are currently
supplying parts to the disk drive business today. Carefully evaluating each one of these
players for long term survival and technical strengths yields a small group to begin in
depth evaluations with.

The last combinational chip to explore is the Power chip. This part like the DSP-etc.
part requires a significant amount of analog expertise. Although the type of expertise is
not always available in pure analog design houses, as power is significantly different to
deal with than low noise analog. Using the previously mentioned analog criteria and the
additional requirements of a power device reduces the field to a few players.

Comparing the lists from each chip now yields two or three companies with the broad
spectrum of capabilities required to do all the chips required and a desire to sell in this
marketplace.

This exercise has been one of enlightenment, in two main areas. These areas are the
capability of the industry as a whole and the vendors in particular. Having written down
some assumptions at the beginning it has been useful to review those assumptions again.
Some of the companies which would have been considered as most likely to be on the final
“short list” were dropped out of the competition very early. Others who weren'’t even on
the original list have been moved on to the list for consideration.

One of the original assumptions on volume was that parts needed to be industry stan-
dard and used by a large portion of the industry in order for our cost goals to be met.
The information on volume showed that a customer with a volume of 100,000 parts per
month or greater will get most of his cost reduction achieving that volume. This allows us
to make the conclusion that unique parts are probably cost effective if reasonable volumes
can be achieved. :

Each vendor has optimized one or two areas of his business and therefore has a skill set
which can either fit very well into our environment or not match well at all. Some companies
have tremendous manufacturing expertise and quality but have a design capability which
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is two to five years behind the market leaders in design. Some vendors have tremendous
design tools and no real world class fabrication capability.

In general the disk electronics business is becoming a strategic target market for an ever
increasing number of integrated circuit manufacturers. Some companies have targeted a
particular portion of disk drive electronics. There are specialist companies with expertise
in interface (SCSI and IBM-PC-AT) and disk formatter IC’s and other companies with
analog specific parts for the read write area and the servo area. The study showed no one
company with all of the bases covered for disk drive electronics. It did however show a few
with the tools and capabilities to handle all of the requirements of disk drive electronics.
Working closely with one of the few it appears possible to achieve the goals of a $50.00
dollar electronics cost for all the electronic parts of a disk drive within the time frame
required by the industry.
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.Reliable VLSI Sequential Controllers

S. Whitaker, G. Maki and M. Shamanna
NASA Space Engineering Research Center
for VLSI System Design
University of Idaho
Moscow, Idaho 83843

Abstract - A VLSI architecture for synchronous sequential controllers is
presented that has attractive qualities for producing reliable circuits. In these
circuits, one hardware implementation can realize any flow table with a maxi-
mum of 2" internal states and m inputs. Also all design equations are identical.
A real time fault detection means is presented along with a strategy for veri-
fying the correctness of the checking hardware. This self check feature can be
employed with no increase in hardware. The architecture can be modified to
achieve fail safe designs. With no increase in hardware, an adaptable circuit
can be realized that allows replacement of faulty transitions with fault free
transitions.

1 Introduction

This paper presents a VLSI architecture for controllers that provides real time fault de-
tection and reliability enhancements. The reliability advances are based on a new VLSI
architecture for synchronous sequential circuits. This controller design supports important
features such as real time fault detection, fail safeness and fault tolerance. The class of
faults that is covered by this design are stuck-at, stuck-open and stuck-on. Controllers on
two full custom VLSI data compression chips for NASA have been implemented using this
architecture [1].

Most digital systems include a controller. This can be either a general machine such
as a microprocessor, or a dedicated, custom designed sequential state machine. Dedicated
controllers can be implemented as programmable PLA based structures, or as a random
logic designs. The realization of state machines based on random logic often results in
the most compact and highest performance circuits, but the logic is a function of the
state assignment, flip flop type and flow table (actual sequence). Controllers can also
be implemented in PLA structures, reducing the layout effort, but are less area efficient
and have reduced system performance. PLA based controllers can be reconfigured to some
extent but the reconfigurability is limited by the number of minterms available in the PLA.

An architecture that retains the traditional strengths of dedicated state machines, but
offers the programmability of a microcontroller was presented in {2]. This architecture
produces controllers whose logic is invariant with respect to the actual sequence desired.
State machines designed using this method approach the performance and size of random
logic based state machines and have a programmability superior to a PLA based design.
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Figure 1: General three-variable BTS network.

2 Binary Tree Structured Logic

Pass transistor logic can have significant advantages in speed and density when compared
with gate logic [3,4]. A pass transistor network realized in Binary Tree Structure (BTS)
form often requires fewer transistors and displays attractive fault detection characteristics
[3]. In general, a BTS circuit is characterized by having a maximum of 2” — 1 nodes, each
node having exactly two branches. One branch is controlled by variable z; and the other
by Z;. The maximum number of transistors in a BTS network is 2"*1 — 2. A general BTS
network contains the maximum number of transistors and represents a complete decoding
of an input space and hence only constants are input to the network. A general BTS
network is employed here to formulate the next state equations for sequential circuits.
Figure 1 shows a general BTS network which implements all three-variable functions, any
of which can be realized by simply changing the pass variable constants, 1(0), at the input
to the appropriate branch.

The delay through a series string of pass transistors is proportional to the square of the
number pass transistors. This limits the size of a sequential circuit using BTS structures to
about 5 state variables. However, this is not a significant limitation. Large state controllers
can almost always be partitioned into small distributed state machines. Two full custom
developments [5,6] illustrate this partitioning. About 100 bits of state control excluding
counters and pipe delays were required on the 200,000 transistor Reed Solomon decoder
for the NASA Hubble Space Telescope [6]. The state control was partitioned such that
no state machine required more than 5 state variables. About 225 bits of state control
excluding counters and pipe delays were required on the 210,000 transistor Auto Centroid
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Table 1: Example flow table.

Calculator chip designed for Lawrence Livermoore Laboratory [5]. Again the state control
was partitioned such that only one individual state machine required more than 5 state
variables.

3 State Machine Design

3.1 Architecture

The logic that forms each next state equation, Y;, counsists of the following elements: a
storage device (normally a flip-flop), next state excitation circuitry which generates the
next state values to the flip-flop, and input logic. Present state information is fed back
by state variables y; to the excitation logic. The excitation logic is a combinational logic
function of the input and state variable information. In general, the information needed
to generate all possible next state values for the circuit is resident within the excitation
logic. The current input and state variables select the specific next state value.

In order for the circuit to implement arbitrary state transitions, the next state circuitry
must assume a unique form. First, the hardware for each next state variable must be
identical. Second, specific next state information must not be hardwired into the logic
that forms the next state equations. Rather, specific next state values must be presented
from an external source. The architecture presented here yields a circuit that can realize
any flow table up to a maximum of m input states and 2" internal states without a change
in hardware.

Conceptionally, the new architecture operates as follows: For each predecessor state
of S;, there exists a pass transistor path in the excitation network that presents the next
state value, S;, to the flip-flops. Predecessor states for state S; under an input I, are all
states which have S; as a next state entry. In Table 1, the predecessor state for C under I
is A. Whenever the circuit is in a predecessor state of S;, the next clock pulse will effect a
transition to S;. The pass transistor network consists of a single pass implicant that covers
each predecessor state such that when any state is entered, a unique pass transistor path
is enabled that passes the proper next state value to the flip-flops.

All equations are identical when they are realized with general BTS networks that
completely decode all the internal states. That is, if there are n state variables, then the
BTS network must decode all 2" states. The value for the next state entries for each
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Figure 2: General block diagram.

predecessor state for S; is the code for S; and the constants for this code are input to the
BTS network. A general block diagram is shown in Figure 2, where the next state logic is
a general BTS network.

3.2 Operation

The following illustrates specifically how this architecture works. Let Table 2 depict an
example for a general 3 state variable, 3 input state machine. I, I; and I3 are the inputs,
So...Sy are the present states, and Ng1,,Ns,1, ... Ns,1, are the next states. This can
be generalized so that N, are the next states for S; under input I;. N, has been
abbreviated as N;;. The set of N;; also comprise the destination state codes. Let the state
assignment be S, = 000, S; = 001, S; = 010, ...,S57 = 111.

The next state logic is a general BTS circuit with paths that decode each state. The
input switch matrix is a pass transistor matrix, that passes the destination state codes to
the next state pass network as shown in Figure 3. The circuit realization of this network
operates in the following manner: All of the destination state codes N;; are presented to
the input switch matrix. For each input state I;, all of the destination states in I; are
presented to the next state logic. The present state variables, y, select one and only one
next state entry which is passed to the flip-flips. If the machine is in state S; and input I;
is asserted, then V};, would be passed to the input of the flip-flop for next state variable Y;.
The current input state selects the set of potential next states that the circuit can assume
(selects the input column) and the present state variables select the exact next state (row
in the flow table) that the circuit will assume at the next clock pulse.

3.3 Design Example

Consider the state assignment and next state entries shown in Table 3. The circuit in
Figure 3 shows the logic for implementing each state variable y;. Each state is covered
by a path through the BTS network that forms the next state logic. The logic of Figure
3 is replicated three times and the inputs are driven by the destination state information
which is taken from Table 3. Figure 4 shows the programming of the input switch matrix
for next state variable Y;. Except for the constant values driving the input switch matrix,
the design equations and pass transistor realizations for each state variable are identical.
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I, I, I
So | Nor | Noz | Nos
S1 | Nu | Nuz | Nus
S3 | Na1 | Naa | Nas
S3 | Nay | N3z | N33
54 Nu N42 N43
Ss { Ns1 | Nsz2 | Nes
Se | Ne1 | Nez | Nes
S7 | N1 | Nua | Nrs

Table 2: General eight-state three-input flow table.
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Figure 3: General eight-state three-input next state equation circuit.
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Vi Y2 Y3 L, L I
0 0 0 A (0100011000
0 0 1 BjO011]010/{001
0 1 0 C|{100]011]o010
0 1 1 D|101]100{011
1 0 0 E/|[000]|101]|100
1 0 1 F |001]000])101

Table 3: Example flow table with next state entries.

Since only six of the eight available states are utilized, the paths decoding S¢ and Sy can
have arbitrary next state constants. Here they are set to 0.

It is no longer necessary to derive the pass logic configuration for each next state
equation. The next state information is only used as the input pattern to the input switch
matrix. Since the next state information is stored in the input switch matrix, only the
programming of the destination codes needs be changed to implement a different flow table.

3.4 Safe Operation

In some circuit designs it is possible to enter states that are not specified in the original
flow table and it is then impossible to return to an original specified state. If this occurs,
the circuit is termed unsafe [7]. The above architecture can be guaranteed to operate safely
by simply defining the next state for all unspecified states as any of the originally specified
states. Since the BTS network generates the next states for all possible states, there is no
increase in the hardware necessary to produce a safe design.

4 Reliable Design

4.1 Real Time Fault Detection

In the following discussion, specified internal states denote those states that are specified
in the original flow table and fault states denote those that do not appear in the original
flow table. For example, in Table 3 state 001 is a specified state and 110 is a fault state.
A circuit never enters a fault state under fault free conditions.

A key feature of the design presented in the previous section is that each state variable
utilizes independent logic. Because of this feature, a failure in any component in the BTS
network affects at most only one state variable. The occurrence of a fault may force the
circuit into a state that is at most a distance one from the intended state.

Meyer has shown that a minimum distance-two state assignment will provide real time
fault detection if the fault detector can detect the presence of a fault state within one clock
period [8]. With a minimum distance-two state assignment, a single fault forces the circuit
into a fault state. When this happens, the fault detector must simply detect the presence
of fault states to detect the presence of a fault. For example, suppose the state assignment
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Figure 4: Programming of the input switch matrix for next state equation Ys.
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encodes all specified states to possess even parity and encodes the fault states to have odd
parity. The fault detector would simply detect the presence of odd parity over the state
variables. The hardware for this fault detector could be realized by adding another BTS
network that is identical to any state variable circuit. However, a smaller more efficient
fault detector would be a simple exclusive-or gate. A typical VLSI trade-off has to be
made at this point. If design time is important, then replicating the BTS network is best;
if minimum area is critical, then implementing the exclusive-or gate is best.

Open-circuit faults often create problems for fault detection because the charge stored
on the node can mask failures. For example, if a transistor experiences an open circuit,
the input to the D flip-flop will float when the path with the faulted transistor is enabled.
If the previous input value to a flip-flop is 1(0) and the next value ought to be 1(0), then
the state variable will not change when an open circuit is present. This assumes that the
inputs change at a rate faster than the time it takes to discharge the input node to the
flip-flop. In the case where there is no change in state, the circuit remains in a proper state
and the fault is not detected. The circuit will malfunction whenever the previous input
value to a flip-flop is 1(0) and the next value ought to be 0(1). In this situation, the input
should transition but the presence of an open circuit does not allow a transition. Whenever
the faulted path ought to force a transition in a flip-flop and does not, the presence of an
open circuit will result in an unchanged state variable and the circuit entering a fault state
which is detectable. In general, the fault detector detects only those faults that cause the
circuit to assume a fault state. Open-circuit faults which cause a circuit to remain in a
proper state are not detectable.

Only one extra state variable is needed to translate a minimum variable state assign-
ment into a minimum distance-two state assignment. As stated above, a BTS circuit
identical to a state variable can be used as the fault detector. Therefore, two additional
BTS circuits are required to provide real time fault detection. If n BTS circuits are needed
to implement a non-fault detecting circuit, then n + 2 BTS circuits are needed for real
time fault detection. The depth of the each BTS circuit increases by one upon adding an
additional state variable. Since each additional BTS circuit is identical, the extra VLSI
layout and checking efforts are small.

Checking the checker is an important issue. To generate confidence in the checking
hardware, it is important to have a mechanism that can achieve a self check. Detection
of faults in the checking circuit itself is difficult because the states that the fault detector
decodes are states that the circuit never enters under fault free conditions. One method to
check for detector faults is to force the circuit into a fault state during an off-line test. A
complete test would require that the circuit cycle through all fault states. Since the next
state entries for the fault states are unspecified, it is a simple matter to specify the next
state entries such that the circuit will cycle through the fault states.

Cycling through the fault states in the checking circuit is illustrated with the example
shown in Table 4. In this example, let the next state entry of all fault states be specified
such that the circuit cycles through all the fault states when a fault state is entered. Shown
in Figure 5 are the next state entries which implement this condition. The specified states
are noted on the K-map and their next state entries are left blank. The fault detector
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Table 4: Fault example
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Figure 5: Cycle operation
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output is noted in the top half of each cell with 1 denoting a fault state. The fault states
show the next state entry in the bottom half of each cell. Notice that the states cycle
among themselves: 0001 — 0010 — 0100 — 0111 — 1101 — 1110 — 1000 — 1011— 0001.

A BTS circuit can easily be altered to enter the above cycle. A single change in any
one of the constants feeding an input to the BTS network, like the one shown in Figure
3, will cause the circuit to enter the fault states. The input that effects the change can
be an external signal to the controller. The important features of this fault checker are
that it can be tested, there is no increase in hardware and the cycle test can be invoked
externally.

4.2 Fail Safe Operation

A fail safe circuit is designed such that a fault can never produce an “unsafe” output.
Whenever a fault occurs in a sequential circuit, the circuit must be forced into a well
defined set of fault states with safe outputs. A circuit must not be allowed to assume
random states, because unsafe outputs could be generated [9].

In an n-variable minimum distance-two state assignment, there can be no more than
271 specified states; at least half of the total states are fault states. Under worst case
conditions, a single fault will force the circuit into a fault state. For fail safe operation,
the next state entries for the fault states must be specified in such a manner that they will
prevent the circuit from re-entering any specified state. The circuit architecture defined
earlier will allow the next state entries for fault states to be specified in any desired manner
without a hardware penalty. A judicious choice of next state entries can provide the desired
fail safe qualities.

Let So be the state where all state variables are 0. A fail safe design must consist of
the following elements: '

¢ Minimum distance-two state assignment

e So and all states a distance one from S, are specified as fault states
o All fault states are programmed with a next state entry of S,

e Outputs are programmed to be safe in all fault states

Since there is no sharing of hardware, the occurrence of a single fault can immediately
affect no more than one state variable. Fail safe operation is guaranteed for the following
set of fault conditions. Let the circuit be in state S; with the next state entry S; under
input I,. The combination of S; and I, selects a unique pass transistor path that presents
the next state value for S; to the inputs of the flip-flops. Assume that a fault is propagated
to cause faulty operation in a next state variable.

Stuck-at-fault within the BTS network A fault can occur in one of two locations:
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1. A stuck-at-fault is present within the BTS network, including the primary input
lines. In this case, the next state will be fault state S; @ e, where e is an n-tuple of
weight 1. Since the next state for all fault states is So, the circuit transition is S; —
Sy — Sp. Since the next state for Sy is So, the circuit is safe.

2. A fault occurs at the output of the BTS network for state variable Y. In this case,
fault state So @ e is assumed, where e is an n-tuple that is all 0 except bit position
k = 1. Since the next state entry for this state is the fault state Sy, the circuit will
not transition further, and is therefore safe.

Consider the example in Figure 4 and the circuit shown in Figure 6. The next state
entry for the fault states are denoted with an “f” and are coded 0 for Sp. Let the current
state be 6 (0110); the next state is 7 with code 0011. The pass transistor path corresponding
to 0110 is enabled for each state variable, passing the code for state 7 to the output of
the BTS network. If there is a stuck-at-1 fault along this path, then the possible next
states are 1011, 0111 or 0011 depending on which next state variable is affected. Notice
that a stuck-at-1 fault for either Y; or Y is masked since a 1 is suppose to be passed. If
states 1011 or 0111 are entered, then the next state will be 0000, unless the outputs of
the BTS network for Y; or Y; are stuck-at-1, in which case the circuit will assume state
1000 or 0100. Since present state and next state are the same in all three cases, the circuit
remains stable. A similar situation occurs for a stuck-at-0 fault except state Sy is entered
and e = 0.

Transistor stuck-on If a given transistor is stuck-on, then two paths are enabled at
some node. Along one path is the code for the specified state, and along the other is the
code for So. If the two signals agree, the fault is masked. If they differ, then a conflict
is present and the exact logic level is determined by the electrical characteristics of the
network. If the path for code Sy, dominates and propagates a 0 to the output, then the
circuit will assume a fault state. At this point one of two things can happen:

1. The fault state can enable an entirely different set of transistors causing the stuck-on
fault to be isolated and guarantees that the circuit enters fault state Sp.

2. The fault state does not isolate the stuck-on fault. S, will still be entered because
only 0’s are being passed when the circuit is in the fault state.

Continuing with the above example, let the circuit be in state 6. If the transistor
controlled by y, in path 0111 is stuck-on, then there is a conflict between 0 (coming from
f) and 1 (coming from 7) at the first node. If the 1 dominates the 0, the circuit will operate
fault free. If the 0 dominates the 1, then the next state will be 0001 or 0010 if Y3 or Y, are
affected. Either of these states will force the circuit to S, and the operation is then fail
safe.
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State variable stuck-at-1 If the output of flip-flop y; assumes a stuck-at-1 value, then
an entire set of transistors controlled by y; or its complement are turned on. Let the circuit
be in state S; where y, = 0 and the output of the flip-flop for Y, becomes stuck-at-1. The
BTS circuit will respond as if the circuit is in fault state S; @ e, where e is all 0 except
for bit k = 1. The next state entry for this state is 0 for all state variables which will
force the circuit to So @ e. This state is another fault state with a next state entry of S,.
Therefore, the circuit is stable and safe.

This circuit cannot be guaranteed to operate in a fail safe manner for stuck-open or
for state variable stuck-at-0 faults. These faults can disable the pass transistor path that
drives the flip-flops and can cause a tristate input to the flip-flops. A tristate input to the
flip-flops may or may not force the circuit to a fault state. The circuit can remain in the
same valid state until the charge at the BTS output node leaks off. Many clock cycles
could occur and since the circuit is in a valid state, the fault detector and fail safe circuitry
would not respond to the failure.

4.3 Fault Tolerance

A designer can achieve fault tolerance using either of the following procedures:

1. Place an error-correcting code on the state assignment as proposed by Meyer [8].
For single fault tolerance, all fault states adjacent to a specified state are encoded
with the same next state entry as the specified state. If a single fault occurs, a fault
state adjacent to the specified state is assumed. However, since the states adjacent
to each specified state have the same next state entry, the circuit will transition to
the proper next state, or at least to a state within a distance 1 of the specified state.

2. Use n + 1 safe circuits to achieve an n fault tolerant circuit [10]. Either a simple
AND or a simple OR gate could be used to produce the fault tolerant output.

4.4 Adaptive Operation

One of the attractive features of the architecture proposed here is its adaptive nature. The
constants, which are input to the BTS network, can either be derived from connections to
Via and V,, lines or they can come from a register or other storage cell. Destination con-
stants (codes) coming from a register can be changed. With each change of the destination
constants an entirely different set of transitions can be implemented.

If it would be possible to identify transitions that are affected by faults, then changing
the flow table could be accomplished to avoid the faulty transition. For instance, if a
given transition from state S; produced a malfunction and it was determined that some
transistor along the path decoding S; had failed, then that particular pass transistor path
could be a avoided. A spare non-fault state S, could assume the role of S; and every
transition to S; could then transition to state S,. This change can be effected with a new
set of constants that define S, as the next state for all predecessor states of S;. Moreover,
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all next state entries for S; can be mapped to S,. Therefore, state S; is no longer entered
and the particular pass transistor path that contained the fault is not used again.

5 Conclusion

A new architecture is presented that has attractive features for producing reliable
sequential controllers. A design procedure that is applicable to VLSI is given for realizing
the new architecture. Without any increase in hardware, a circuit can be designed to be
safe. Through the addition of only one more state variable and its associated BTS network,
a circuit can be realized that has real time fault detection and fail safe capabilities. The
new architecture also allows for the implementation of adaptable circuits that are capable
of initiating alternative transition sequences to replace those that are faulty. The adaptable
nature of the circuit is achieved through no increase in the fail safe design hardware.
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Abstract - This paper considers the design of an efficient, robustly testable
CMOS Totally Self-Checking (TSC) Checker for k-out-of-2k codes. Most exist-
ing implementations use primitive gates and assume the single stuck-at fault
model. The self-testing property has been found to fail for CMOS TSC checkers
under the stuck-open fault model especially due to timing skews and arbitrary
delays in the circuit. A new four level design using CMOS primitive gates
(NAND, NOR, INVERTERS) is presented, which retains its properties under
the stuck-open fault model. Additionally this method offers an impressive re-
duction (> 70%) in gate count, gate inputs and test set size when compared
to the existing method. This implementation is easily realizable and is based
on Anderson’s technique[1l]. A thorough comparative study has been made on
the proposed implementation and Kundu’s[8] implementation and the results
indicate that the proposed one is better than Kundu’s[8] in all respects for
k-out-of-2k codes.

1 Introduction

Totally Self-Checking (T'SC) checkers are circuits which detect errors concurrently under
normal operation. They are used to check the validity of various codes of which m-out-of-n
codes are very important. An m-out-of-n code is one in which all valid code words have
exactly m ones and n — m zeros. An k-out-of-2k code is a special case of m-out-of-n code
and is the least redundant code for error detection[11] and hence is of particular interest.
This paper deals only with k-out-of-2k codes.

Carter and Schnieder[4] were the first to propose Self-Checking circuits. Anderson and
Metze[1] extended this concept to develop TSC checkers for k-out-of-2k codes based on the
conventional stuck-at fault model. The conventional stuck-at fault model is inadequate in
defining certain failures in CMOS circuits. Hence, the fault model has been augmented to
include stuck-open and stuck-on faults{14,3,5]. Furthermore, it has been shown that tests
for stuck-open faults in CMOS combinational logic circuits could potentially be invalidated
by arbitrary delays or due to timing skews in the input changes[7,12,8]. Tests which do
not suffer from this potential invalidation are called Robust Tests.

Until now, only two approaches have been reported to realize robustly testable CMOS
TSC checkers[6,8]. The approach followed by Jha and Abraham(6] has been found to be
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inadequate(9]. Kundu and Reddy{8] have proposed a four-level realization of robust CMOS
TSC checkers for k-out-of-2k, k-out-of-2k + 1, k + 1-out-of-2k + 1 and k + 1-out-of-2k + 1
codes. However, a robustly testable complex gate realization of TSC checker is yet to be
reported. The main contribution of this paper is the design of a four level robustly testable
CMOS TSC implementation based on Anderson’s technique for k-out-of-2k codes. This
offers considerable savings (> 70%) in gate count, gate inputs and test set size over the
existing method.

2 Notations and Definitions

This section summarizes the notations and definitions used in this paper. The notation
used by Kundu and Reddy(8] and Anderson and Metze[1] will also be followed here. A few
of the notations are as follows:

A: set of all valid m-out-of-2m code words.
vertex: binary word.
n-vertex: binary word with n ones.
f, g: outputs of the TSC checker.
fi: subset of A such that f;=1 and ¢;,=0 for any input from f.
g1: subset of A such that f=0 and g;=1 for any input from g.
< T),T; >: two pattern Stuck-open fault test.
T, : initializing input for the stuck-open fault test.
T, : test input for the stuck-open fault.
T(ks > i) : majority function which is true if the number of ones in
the vertex k, is greater than i.

Definition 1 A circuit is self testing if for every fault from the fault set, the circuit pro-
duces a noncode output for at least one code input.

Definition 2 A circuit is fault secure if for every fault from the fault set, the circuit never
produces an incorrect code output for every code input.

Deflinition 3 A circuit is totally self checking if it is both self testing and fault secure.

Definition 4 A binary n-tuple is said to 1-cover (0-cover) another binary n-tuple if the
former has ones (zeros) in every position the latter has ones (zeros).

Definition 5 A vertez X is a irue vertez of a function F iff F(X)=1.

Definition 6 A true vertez V, of a function F is called a minimal true vertez iff there
does not ezist another true vertez Y of the function, Y # V, such that V, I-covers Y.

Definition 7 A 0-cofactor (1-cofactor) of order n of a product term of uncomplemented
variables is obtained by substituting n zeros (ones) for n ones (zeros) in the product.
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If a minimal true vertex V, has n literals and if a 1 at position k of V, is changed to a 0 to
obtain a 0-cofactor of V,, it is denoted by V,(k).

Definition 8 A 0-cofactor (1-cofactor) is a false (true) vertez.

Definition 9 A hazard is defined as the appearance of an undesired logic value (transient)
at the output of a circuit which is produced due to one or more changes at the inputs of
the circuit.

3 TSC Checkers

Smith(13] and Anderson and Metze[1] have proposed the following conventions for TSC
checkers;

1. All invalid code words of weight less than m are mapped to the checker outputs:

f=g=0.
2. All invalid code words of weight greater than m are mapped to the checker outputs:
f=g9g=1

3. All valid code words of weight equal to m are mapped to the checker outputs: f =1,
g=0or f=0,g=1.

Let F be a minimal sum of products expression realized by a two level NAND-NAND logic
network N, where the first level gates correspond to the minterms of F. Then we have the
following properties.

Property 1: If a minimal true vertez V, is input to N, then the output of the circuit and
the outputs of all first level NAND'’s ezcept the gate covering V, are 1.

Property 2: If V,(k), a 0-cofactor, is input to N, then the outputs of all first level gates
are 1 and that of the second level gate is 0.

Property 3: If a two pattern input sequence < V,,V,(k) > or < V,(k),V, > is applied to
N, then only one input to any gate changes. Furthermore, the outputs of all first level gates
ezcept the one covering V,, are 1 (hazard-free) for both inputs in the two pattern sequence.

Property 4: If a two pattern inpul sequence consisting of two 0-cofactors of different
orders is presented to N, such that one 0-cofactor covers the other, then the output of
every first level NAND gate and the second level NAND gate is 1 (hazard-free) and 0
(hazard-free) respectively for both inputs in the two pattern sequence.

Property 5: If a two pattern input sequence consisting of a true vertez and a I-cofactor
or two 1-cofactors of different orders, such that one 1-covers the other is applied to N,
then there ezists a gate whose inputs are all 1’s for both inputs in the two pattern sequence
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implying that the output of the second level NAND is always 1 (hazard-free) for both the
inputs,

3.1 Kundu’s Technique

This technique yields a four level implementation which is robustly testable. Here the k-
out-of-2k code is partitioned into subsets f; and g; according to Smith’s Criterion[13]. The
checker outputs f and g are then expanded with respect to an input variable z;, chosen
arbitrarily such that,

f=zifu+ fu

9=2zifs + fa '
gvhex;e fris faiy }'1,-, }3,- are functions of the variable z; through z, excluding z;. The functions
fiiy fa, and fy;, fait are realized by NAND-NAND and NOR-NOR circuits respectively.

This design is hard to realize for large values of k and also necessitates the use of a
large number of gates with very high fan-in.

3.2 Anderson’s Technique

To design a k-out-of-2k TSC, the 2k input bits are first divided into two groups of equal
length (n, = ny = k). The checker output functions f and g are realized as follows:

£ =3 T(ke 2 )T (ks > & — ) oo

=0

k
9= ZT(ka Z 1)T(kb 2 k- i) It'=even

=0

where k, and k; will refer to the number of 1’s occurring in each group. This technique
was limited to two level realization using AND and OR gates and was developed under
the stuck-at fault assumption. Under the extended fault model the self-testing property,
which is a necessary condition for a circuit to retain its TSC properties, is difficult to
satisfy for TSC CMOS circuits. In fact, it was shown by Manthani and Reddy[10] that a
two level realization of Anderson and Metze’s TSC checker[1] is not robustly testable. We
now proceed to present a four level CMOS gate implementation based on this technique.

4 CMOS Checker Implementation

First we present a robustly testable CMOS checker design using primitive gates.

Procedure 1

1. Partition the 2k input bits (ay,...,as,...,as) into two groups of equal length 4; =
{al, ces ,a,,} and A; = {a),.,.], cee ,a;k} .
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2. Find f and g using the equations:-

k
f=YT(ka > i)T(ks > k ~ 1) |izoaa

=0

k
g= ZT(k“ 2 l)T(kb Z k- 1) Ii:evcn

=0

where k, and k; refers to the number of one’s in 4; and A; respectively.

3. Implement both f and g in NAND-NAND form with each individual majority func-
tion implemented in two level NAND-NAND logic except the terms T'(k, > 1) or
T(ks > 1) which are to be realized using NOR logic.

The four level implementation obtained using Procedure 1 is robustly testable. If the
expressions for f and g in the above procedure are now expanded in the form of a true
sum of products expression to yield a two level realization, then the TSC checker fails to
be self-checking under stuck-open faults.

Testing Strategy

Consider Figure 1. To test for stuck-open faults at the inputs of the circuit block im-
plementing T'(k;, > t), it is to ensured that T(ky > k — i) should be 1 for < T},T; >.
Under these conditions, T'(ks > p)|p>i) = 0 and T'(ky > ¢)|(4>k—i) = 0. Hence, all the other
inputs of the NAND gate (N,), excepting the path under test, are 1 (hazardfree) during
< T4, T; > ensuring robust testing. Similarly for testing stuck-open faults at the inputs of
T(ky > k — i), T(kq > i) should be 1 for < Ty, T; >. This implies that T(ks > p)|(p>i) and
T(ky > q)|(¢>k-i) are 0 during < Ty, T; > which ensures that all the inputs of the NAND
gate (N,), except the path under test, are 1 (transientfree). Thus the tests are robust in
nature.

Theorem 1 The four level circuit designed using Procedure 1 is robustly testable for all
single stuck-open and stuck-at faults. ”

Proof: Consider the expressions for f and g:
f=T(ka 21)T(ky >k —1)+T(ka 23)T(ks 2k —3)+... + T(ka > k —1)T(ky > 1)
B if k is even.
f=T(ka 21)T(ky > k—1)+ T (ks 2 3)T (ks 2 k —3) + ...+ T(ka > k)T (ks > 0)
..... if k is odd.
g=T(ka 2 0)T(ks > k) +T(ks > 2)T(ks > k —2) + ...+ T(ks 2 k)T (ks > 0)
..... if k is even.

g =T(ka > O)T(ky > k) + T(ke > 2)T(ks > k — 2) +... + T(ka 2 k — 1)T(ky > 1)




..... if k is odd.

Each of the different implementations of f and g when k is even or odd will be considered
separately for proving the circuit’s robustness during testing. Chandramouli’s[3] procedure
for testing stuck-open faults is followed here. This envisages the application of a sequence
of a pair of test vectors to detect the stuck-open faults in CMOS logic circuits. The first test
vector initializes the output of the faulty gate and the second sensitizes and propagates the
fault to the output. Furthermore, Chandramouli[3] has shown that the tests for all input
stuck-open (ISOP) faults and output stuck-open faults (OSOP) at all primary gate inputs
will test cover all the stuck-open faults in an Non-Internal Reconvergent fan-out circuit.
Also, the test vectors for detecting the ISOP and OSOP faults are identical but reversed
in their order of application. It should also be noted that, since the implementation is four
level, when testing a primary input fault all the four gate levels must be sensitized.

4.1 Realization of g when k is even

Consider the realization of g with k even. Each majority function, T'(k, > %) |ix1,% and
T(ks > 1) |iz1,, is realized by two levels of NAND gates. The third level NAND gate
realizes T'(kq > i)T(ks > k — i) and the fourth level NAND gate realizes g. To simplify
the proof, the whole circuit is partitioned into a finite number of subcircuits and then each
one of these subcircuits is shown to be robustly testable.

Circuit corresponding to any T(k, > ©)T'(ky > k — 1)

Consider an arbitrary lead y of any first level NAND gate corresponding to T'(k, > 7).
Each first level NAND corresponds to a true vertex of the unate function T'(k, > 7). Select
a two pattern test < V,, V,(y) >. The test vector V, is chosen such that all the i leads of
the gate are 1’s during T implying that the weight of n, is 1 and that of ny is k —i. V,(y)
applies a zero to the input y while all other inputs of this gate remain at 1, so that the
weights of n, and n, are i —1 and k—i+1 respectively. According to Property 3, the second
level NAND gate is sensitized robustly (all the sensitized leads remain at one during T} and
T;). Since V, and V,(y) are O-cofactors of the majority functions T'(ks > p) |p>i+2, all the
other inputs feeding the fourth level NAND are 1 during the test sequence < V,,, V,(y) >
and are hazard-free. Also the output of the second level NAND, T'(ky > k — 1), is 1 and
is hazard-free. Hence, < V,, V,(y) > is a robust test for ISOP on the lead y. Similarly
the reverse sequence < V,(y),V, > forms a robust test for OSOP fault corresponding to
the lead y. In a similar manner, it can be shown that any input/output stuck-open fault
corresponding to the first level NAND gates of the majority functions T'(ky > k — ¢) can
be robustly tested.

Circuit corresponding to T'(ky, > k) term

The term T'(k, > k) corresponds to a single k input NAND from which an arbitrary lead

u is selected. The test pattern < V,,V,(u) > is then applied. The test vectors are such

that weights of n, are 0 and 1 and that of n; are k and k-1 during T} and T; respectively.
Since the weight of n, is never greater than 1, during the test sequence the outputs

of all second level NANDs corresponding to T(k, > p) |>2 are 0 and hence the outputs

L
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of all third level NAND’s are 1 (hazard-free). Also the output of the gate corresponding
to T(k, > k) is a 1 (hazard-free) during the test sequence. Since no transients occur in
the circuit, the test pattern < V,,V,(u) > is a robust ISOP test for the lead u. Similarly,
< Vp(u),V, > is a robust OSOP fault test corresponding to lead u. On the same lines, it
can be shown that the input gate implementing T'(k, > k) is also robustly testable.

4.2 Realization of g when k is odd

This implementation is similar to the implementation of g when k is even. As usual, the
terms T'(k, > k) and T'(k,, T(ks > 1) |;21 are realized by NAND gates except T'(k, > 1)
which is realized by a k input NOR gate.

Circuits corresponding to any T(kq, > 1)T(ky > k — 1) |iz1, and T(ky > k)|eza
The arguments when k is even are also valid here. Hence, these circuits can be robustly
tested.

Circuit corresponding to T'(ky > 1)

Counsider an arbitrary lead m of the NOR gate corresponding to T'(ky, > 1). A two pattern
test < U,,U,(m) > is selected such that U, applies 0 to all k leads of the NOR gate such
that weight of n; is 0 and U,(m) applies a 1 to the lead under question and 0 to the rest
of the leads. Since the weight of n, is 0 and 1 in T} and T respectively, the output of
all second level NAND gates corresponding to all T(ky > p) |,>2 is always 0. Hence the
outputs of all third level NAND gates except the one corresponding to the NOR gate under
consideration are 1 (hazard-free) during the test sequence. Also the output of the NAND
gate corresponding to T'(k, > k) is 1. Hence, the test sequences < U,(m),U, > do not
suffer from test invalidation. So, the circuit is robustly testable.

4.3 Realization of f when k is odd

This case is similar to that of g when k is odd. Hence using arguments similar to the one
where k is odd in the realization of g, it can be shown that the circuit is robustly testable.

4.3.1 Realization of f when k is even

The majority functions T'(k, > 1) and T'(k, > 1) are implemented by NOR gates while the
other majority functions are implemented by two level NAND logic.

Circuit corresponding to any T(k, 2> )T (ky 2> k — 1) |iz1,6—1
The arguments corresponding to the case when k is even in the realization of g are valid
here. Hence this circuit is robustly testable. '

Circuit corresponding to T(ky > 1) -
The arguments corresponding to the realization of g when k is odd are valid here. Hence
this circuit is robustly testable.

Circuit corresponding to T(k, > 1)
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Using arguments similar to the case of T'(ks > 1), it can be easily shown that this circuit

is robustly testable.
QED.

The following example will demonstrate the design of the proposed TSC checker.
Exainple 1 Design a CMOS TSC checker for a 3-out-of-6 code using Procedure 1

The six input bits are partitioned into two groups: A, = (a1,43,a3) and A; = (a4, as,ae)
where a,,a3,...,a¢ represent the input code bits. The expressions for f and g are given
by:-

f = T(ks 2 1)T(ky > 2)+ T(ks 2 3)T(ks > 0)
(a1 + a3 + a3)(asas + asaq + asag) + (a1aza3)
T(k, > 0)T(ks > 3) + T(ke > 2)T(ks > 1)
= (aqasas) + (@103 + a1as + azas)(aq + as + ag)

i

@
0

The majority functions T'(k, > 1) and T'(ky > 1) in the realizations of f and g respectively
are implemented using NOR logic while the remaining majority functions are implemented
using NAND logic as shown in Figures 1 and 2. This four level implementation can be
robustly tested using the guidelines presented in [3].

5 Comparisons

As mentioned before, there is only one method[8] currently available, for the design of
robustly testable CMOS TSC checkers wherein the cases of k-out-of-2k, k —1-out-of-2k +1,
k + 1-out-of-2k + 1 and k-out-of-2k + 1 codes have been covered. The proposed method
covers the case of k-out-of-2k codes. A comprehensive study of the number of gates used
by our method and Kundu’s method[8] has been made and general relations have been
established which are shown in Tables 1 through 4.

Table 5 illustrates the comparison between the proposed and Kundu’s method(8] for
k=2, 3, 4, 5 and 6. The comparisons have been made with respect to gate inputs and test
vector pairs. Figures 3 and 4 illustrate the percentage savings in test vector pairs and gate
inputs respectively with increasing values of k. These graphs show an almost exponential
nature with about 32 % and 60 % savings in gate inputs and test vector pairs for even
the trivial case of k = 2 and increases to well over 90 % for cases k > 6. The tremendous
increase in gate inputs is not only a result of increased number of gates but also gates with
high fan-in index. For a typical case of 5-out-of-10 code TSC checker, Kundu and Reddy’s
method[8] uses 258 gates with four gates having a fan-in of over 60. On the contrary, the
proposed design uses 102 gates with 3 gates involving a maximum fan-in of 10.

Testing of the circuits as designed in [8] is complex and offers fewer choices of test
vectors for testing a stuck-open fault, where as the proposed one is easily testable and
offers more choices of test vectors for testing the same fault. Also, the probability that a
fault is tested sooner is high. Assuming a random occurrence of test vectors, the probability
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distnibution that the circuit is tested is multinomial in nature . It can be easily shown
that the probability of the proposed realization being tested completely in a shorter period
of time is considerably more compared to Kundu and Reddy’s realization[8]. Also, the
waiting time is considerably less.

The proposed design is very simple and has been acknowledged by various researchers
in this field. The partition of all valid code words into f; and f; as described in [8] is a bit
tedious for larger values of k. Additionally converting fy;, f2; into the product of sums form
from the sum of products form is highly cumbersome and laborious for larger values of k
(> 4). No such Boolean simplification is needed for our realization. Also, the proposed
design is very simple and is based on Anderson and Metze’s technique[l], the simplicity of
which has been acknowledged by various researchers in this field.

As opposed to our method, the amount of fan-in of the second level NOR and NAND
gates in Kundu’s method[8] is considerable and increases dramatically with k. Further-
more, the proposed method offers a large reduction in chip area because of the considerably
fewer number of gates and gate inputs.

6 Conclusions

In this paper we have considered the problem of designing robustly testable CMOS TSC
checkers for k-out-of-2k codes. The robust testability criterion under the extended fault
model has been achieved by following a four level implementation rather than the regular
two level implementation. A comparison between the proposed method and the presently
available method[8] has been carried out and results tabulated. Savings of over 90 % in the
number of gate inputs and test vector pairs have been achieved for even simple cases (k=6).
The savings in the number of gate inputs and test vector pairs appear to be exponentially
increasing reaching over 90 % for even small values of k (k > 6). The proposed design not
only offers considerable savings in gates, test vectors, chip area, etc. as compared to the
presently available method, but it also offers the benefit of simplicity of design.
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k Gate inputs Test vector pairs
Kundu’s | Proposed | Kundu’s | Proposed

2 24 15 30 12
3 81 - 40 103 34
4 344 99 415 88
5 1497 226 1749 214

{61 6230 515 7364 500

k | % Savings in Gate inputs | % Savings in Test vector pairs
2 31.8% 60%

3 50.6% 67%

4 71.2% 78.8%

5 84.9% 87.8%

6 91.7% 93.2%

Table 1: Comparison of the Proposed method and Kundu’s method




Gate type Inputs Number of gates
NOR k 1+ TFCF1Chr|acrck
NOR k-1 1

NOR 14+ Z*CH 10 2550 1

NOR 1+ SFCH*1Ch, PS5k 1

NAND | (*Ci/2) -1- T*C*'Crrlacr<k-2 1

NAND k (**Cr/2)
NAND n 1

NAND 2 4

Invertors 2

Table 2: Hardware requirements for Kundu’s Realization when k is even
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Gate type Inputs Number of gates
NOR k 1434 G0, Prsk
NOR k-1 | 1

NOR T+ C*1C,_, 25rSk 1

NOR 2 + T*CH 10, Pk 1

NAND 1+ TFCHk 10, |1505F 1

NAND | (**Ch/2)-1- T*C.*10,_, 175K 1

NAND k m=(*C}/2)
NAND (3*Ci/2) 1

NAND 2 4
Invertors 2

Table 3: Hardware requirements for Kundu’s Realization when k is odd

2.2.13




Gate type | Inputs | Number of gates
NAND k 4
NAND r|3Sr<k kC,
NAND r[357<k kC,
NAND kC, 4
NAND (k-r) 2( *C,)
NAND 2 (k-1)
NAND k/2 +1 1
NAND k-1 2k
NAND k/2 1
NOR k 2
Invertors 2

Table 4: Hardware requirements for Proposed Realization when k is even
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Gate type | Inputs | Number of gates
NAND k 4
NAND k-1 2k
NAND p|isr<k (*c,)
NAND *C, 4
NAND (k-r) 2(*C,)
NANb 2 (k-1)
NAND | (k+1)/2 1
NAND (k)/2 1
NOR k 2
Ihvertors 2

Table 5: Hardware requirements for Proposed Realization when k is odd
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T(k, > 1)
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Figure 1: Illustration of the General Testing Strategy
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A Fail-Safe CMOS Logic Gate

V. Bobin and S. Whitaker
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for VLSI System Design
University of Idaho
Moscow, Idaho 83843

Absiract- This paper reports a design technique to make Complex CMOS
Gates fail-safe for a class of faults. Two classes of faults are defined. The fail-
safe design presented has limited fault-tolerance capability. Multiple faults are
also covered.

1 Introduction

All fault-tolerance techniques are based on fault models. Most of the work in fault-tolerance
has been directed towards a fault-set which consists of the so-called stuck-at faults; stuck-at
0 and stuck-at 1 [1]. This fault model assumes that a line or net is stuck at the logical
value 0 or 1 as a result of the failure. Traditionally, in the treatment of fault-detection
and fault-tolerance, additional assumptions have been made, such as mutual independence
of faults, identical probability for all possible faults, and that of a single fault in a given
circuit. At higher levels of integration, all these assumptions become unacceptable. Many
of the failures are the results of process characteristics and are technology- and layout-
dependent. Thus all faults are not equally probable. In a given circuit, there may be some
faults that are more likely than others. It is well known that all physical defects cannot be
represented by the simple stuck-at model. A single defect at the physical level could result
in multiple faults throughout the circuit especially when it affects a signal line feeding
multiple points. Faults of structural origin may be better modeled as shorts or opens [1].

Redundancy at the gate level as well as careful coding of states have been used by
many schemes to achieve logical fail-safeness [2,3]. The dominant integrated technology
today is CMOS. In CMOS, two of the most likely faults are due to the stuck-on and stuck-
open failures of individual transistors [4]. In this paper, the effects of these types of MOS
transistor failures on the functioning of complex CMOS logic gates are considered. The
respective faults are termed transistor stuck-on faults and transistor stuck-open faults.
The effect of stuck-at faults on input signal lines is to make transistors either stuck-on
or stuck-open. Thus stuck-on and stuck-open faults of the MOS transistors and stuck-at
faults on signal lines make up the fault-set addressed by this paper. A design method
which makes the logic gate fail-safe is suggested. The effects of specific classes of multiple
faults are also taken into account. There are two specific faults that cannot be handled by
the fail-safe design presented here. However, in general, this design is fail-safe for multiple
faults also. It is seen from simulations that in several cases, the gate design presented
here is fault-tolerant, but fault-tolerance capability depends on the sizes of the individual
transistors and also on their configuration.
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Figure 1: Complex CMOS Logic Gate

2 Complex CMOS Logic Gates

The general structure of complex CMOS logic gates is as shown in Figure 1. It consists of
a network of pMOS transistors called the p-net or the pull-up network connected between
the Vdd bus and the output node and a network of nMOS transistors called the n-net or
the pull-down network connected between the Vss bus and the output node. The input
signals are applied to both the pull-up and pull-down network. During normal operation
only one path, either from Vdd to the output or from Vss to the output is enabled at any
given time by the input combination applied [5]. Thus the output is pulled high to Vdd or
pulled low to Vss leading to the logical operation. Since there is no completed path from
Vdd to Vss during normal operation, there is no static power dissipation in the gate which
is one of its desirable properties. There is however, dynamic power dissipation during the
switching of the gate from one logic state to another because the capacitance at the output
node must be charged to the proper logic level.

There are parasitic capacitances associated with each node in the network as well as
the MOS transistor gate terminals where the inputs are applied. These capacitances cause
delays during switching of the logic gates, which are proportional to the magnitude of the
capacitances. The speed of operation of the gate is determined by the sizes or W/L ratios of
the transistors, the configuration of the transistors, and the magnitude of the capacitances
in the circuit. The low to high switching speed is governed by the size and configuration
of the pMOS transistors in the pull-up network whereas the high to low switching speed
depends on the size and configuration of the nMOS transistors in the pull-down network

[5]. . \

3 Fail-Safe Logic Design

Fail-safe logic gates are defined as follows {2,6]. ‘

-

]
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Definition 1 A logic gate is said to be 0-fail-safe (1-fail-safe) if any failure causes only
incorrect 0 (1) output. An output 1 (0) is always correct.

This means that upon failure, the 0-fail-safe (1-fail-safe) circuit assumes a 0 (1) output
state. Thus an output of 0 (1) could be faulty or correct whereas an output of 1 (0) is
always correct.

3.1 The Static Latch
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Figure 2: The Static Latch
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Figure 3: Three Static Solutions of Static Latch

A latch is used in a digital circuit to hold a logic state. The static latch remembers its
last state until a new input is applied and as long as the power supply is on. The static
latch contains elements with power gain that continually restore the integrity of the signals
representing the state. The static latch is analogous to restoring logic [7]. The simplest
form of static latch consists of a pair of cross-coupled inverters as shown in Figure 2.
The bistable latch has three quasi-static solutions as shown in Figure 3. In Figure 3,
the solutions are found graphically from the individual transfer curves of the two inverters.
As can be seen from the figure, the static solution in the middle is an unstable equilibrium
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point, since a slight perturbation about this point pushes the latch to one of its stable
points. If the two inverters of the latch are identical, then by symmetry, the unstable
equilibrium point is where both the nodes are at the same voltage Vinv. From the transfer
curves of the inverters it can be seen that unless the input voltage is very close to Vinv,
the inverter output is a valid logic level, either high or low. This property is used in the
fail-safe gate described next.

3.2 Fail-Safe Complex CMOS Gate

— Vdd

trickle invertor

p-net]

__>f

n-ned{

v

Figure 4: Fail-Safe Complex CMOS Gate

> O

The fail-safe complex CMOS gate has the same general structure as the regular complex
CMOS gate except for the addition of two inverters Invl and Inv2 connected back to back
at the output node. These two inverters connected back to back constitute a static latch
structure at the gate output.

Definition 2 A Trickle Inverter is a CMOS inverter whose transistors have W/L ratios
less than 1. '

The inverter Inv2 is a trickle inverter so that its output can be overdriven by the output
of the p-net or the n-net. The gate output is determined solely by the input combination
applied. This structure is shown in Figure 4. The purpose of the static latch is to provide
the necessary positive feedback to make the gate output a definite logic level in the event
of MOS transistor failures.

Deflnition 3 A Safe Gate is a complez CMOS logic gate with two inverters connected
back to back at its output node. The inverter whose output is connected to the output node
of the reqular complez CMOS structure is a trickle inverter. The input node of the trickle
inverter is driven by the primary output node of the safe gate.

A fail-safe complex CMOS gate is a safe gate.
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Definition 4 A Basic Gate is a safe gate with the static latch at the output removed te.,
it 1s the complez CMOS gate from which the safe gate is derived.

Thus the basic gate is designed using the complement of the function f rather than the
function f itself. If f is 0-fail-safe, f is 1-fail-safe and vice versa.

The circuit in Figure 5 is a fail-safe complex CMOS gate which implements the function
shown. SPICE simulations were carried out on this circuit to study the effects of various
faults on the logical operation of the gate. The SPICE simulations used parameters from
a typical 2um process to model the nMOS and pMOS transistors. As an example for
the effect of a fault on the operation of the safe gate, assume that the nMOS transistor
m10 has failed by being stuck-on solidly. This failure is modeled by turning the transistor
permanently on. Its gate is kept at Vdd (5V) permanently. Consider the input transition
from [4,B,C] = [0,1,1} to [4,B,C] = [0,1,0]. The gate output f should change from
a logic level of 1 to a logic level of 0. SPICE simulation of this transition shows that f
changes from 0V to 2.93V, whereas f does indeed change from 5V to 0.1V. Thus in this
case, the fail-safe gate has tolerated this stuck-on fault.

Fault-tolerance capability depends on the actual circuit configuration and the relative
sizes of the transistors. It also depends on the extent of the failure; in other words, on
the fault model. However, fail-safeness is independent of these. It is seen that f which
is the output of Invl gives a better logic level compared to the output of the bdasic gate.
This is true in general, because any failure in the basic gate can lead to a degradation of
the logic level at the node f. This is the reason why the output of Invl is designated the
primary output of the fail-safe CMOS gate. It is clear that if the transistors of Invl fail
the output of the safe gate can be at an undefined logic level. Therefore in this discussion
it is assumed that Invl is free of faults.

If one of the nMOS transistors in the fail-safe complex CMOS gate described here
(excluding the one in Invl) is stuck-on, the input to Invl can approach 0 erroneously, but
never 1. This holds if several of the nMOS transistors are stuck-on also. The same is
the case when several of the pMOS transistors (except the one in Invl) are stuck-open or
when both occur simultaneously, ie., pMOS transistors stuck-open and nMOS transistors
stuck-on. These faults are also analogous to the input signal lines being stuck-at-1. In
all these cases, the primary output of the fail-safe complex CMOS gate can be made 1
erroneously, but never 0.

In the fault-set addressed in this paper, there are six possible kinds of faults; nMOS
transistor(s) stuck-on, nMOS transistor(s) stuck-open, pMOS transistor(s) stuck-on, pMOS
transistor(s) stuck-open, gate input(s) stuck-at 1, and gate input(s) stuck-at 0. These el-
ements of the set are grouped into two classes of faults as defined below.

Definition 5 If nMOS transistors are stuck-on or pMOS transistors are stuck-open or
both happen ssmultaneously, then Class A faults occur. This includes gate inputs stuck-at
1.

Definition 8 If pMOS transistors are stuck-on or nMOS transistors are stuck-open or
both happen simultaneously, then Class B faults occur. This class also includes gate inputs
stuck-at 0.
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Figure 5: Fail-Safe Complex CMOS Gate Example
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In the discussion on static CMOS latches, it was mentioned that the output of the static
latch is a valid logic level except for a very small range of input voltage around its unstable
equilibrium point. In the case of the fail-safe complex CMOS gate, the static latch structure
consists of Invl and Inv2. Since Inv2 is a trickle inverter, the voltage level at the node
f is determined mainly by the transistors in the basic gate. Therefore the voltage at the
primary output (node f) of the fail-safe complex CMOS gate depends on the voltage at
node f and the voltage transfer characteristic of Invl. For the Invl of Figure 5 with
Vdd=5V, SPICE simulation shows that the output is a valid 1 (greater than 4.1V) for an
input that ranges from 0V to 1.85V and the output is a valid 0 (less than 0.9V) for an
input range from 2.03V to 5V. Thus the output of the safe gate gives a valid logic level
as long as the input node of Invl is not forced to a voltage between 1.85V and 2.03V due
to failure. Since this is a small range of voltage, the probability of this occurring is small.
The probability of an invalid logic level occurring at the output of the safe gate due to
transistor failures depends on the sharpness of the voltage transfer characteristics of Invl
and Inv2; the probability becomes smaller as the inverter characteristics become sharper.

The primary output of the fail-safe complex CMOS gate is a logic 1 or a logic 0 even in
the presence of faults due to the positive feedback arrangement at the output. When Class
A faults occur, the primary output of the gate can become 1 erroneously, but not 0. Thus
for Class A faults, the safe gate is 1-fail-safe. It follows that for Class B faults, the safe
gate is O-fail-safe. Within a given class of faults, multiple faults are also covered; ie., the
safe gate remains fail-safe even for multiple transistor faults as long as Class A4 and Class
B faults do not occur simultaneously. This is because the gate is fail-safe for a given class
of faults and this property is maintained irrespective of the number of faulty transistors.

When Class A and Class B faults occur simultaneously, the safe gate loses its fail-safe
property. In the case where pMOS transistors and nMOS transistors are stuck-open at the
same time, the primary gate output can behave in several different ways.

1. If both the n-net and the p-net are stuck-open in the basic gate, the primary output
of the safe gate retains its previous value because of the feedback arrangement. The
output need not be safe.

2. If both transistors in the inverter Invl are stuck-open, the primary output floats, but
the output node of the basic gate is true. Thus the primary output is not safe since
a floating output is not safe.

3. The primary output is not affected when both transistors of the trickle inverter Inv2
are stuck-open. As long as the p-net and the n-net in the basic gate are not stuck-
open at the same time, the primary output is safe.

Besides the three possibilities discussed, there are other ways in which the primary gate
output can behave depending on the positions of the transistors stuck-open. The other
possible way in which Class A and Class B faults occur at the same time is when nMOS
transistors and pMOS transistors are stuck-on at the same time. For this case, in general,
the primary gate output depends on the relative resistances of the p-net and the n-net.
The primary output is not safe in this case.
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The fail-safe complex CMOS gate design is useful when one class of faults is more prob-
able than the other. The distinction between Class A faults and Class B faults underlines
the fact that all faults are not equally probable. The probability of occurrence of different
faults depends on the environment and also on the manufacturing process and layout of
the integrated circuit. For example, in an environment where the MOS devices are exposed
to ionizing radiation, their threshold voltage varies in the negative direction (the nMOS
threshold voltage “rebounds” or starts varying in the positive direction at very high total
dose levels, about 10° rads(Si)) [8]. Thus nMOS devices are likely to be stuck-on whereas
PMOS devices are more likely to be stuck-open. Similarly, in certain manufacturing pro-
cesses, more than 60 percent of MOS chip failures were attributed to the positive charges
trapped in the gate oxide [9]. Thusit can be seen that for both the examples given, Class A
faults are more probable than Class B faults and fail-safe design can be done accordingly.

4 Modeling Transistor Faults

The transistor fault-model should reflect the actual mechanism of failure of the device.
From the discussion on the threshold voltage variation of MOS transistors when exposed
to ionizing radiation, it is seen that nMOS devices tend to turn on more easily, whereas
PMOS devices become harder to turn on. This is true until the nMOS transistors begin -
to “rebound”, and this does not happen until the total dose level becomes extremely high.
Another effect is that nMOS transistors start to exhibit a leakage current from drain to
source, which is relatively small in magnitude. Thus in the worst case, nMOS devices
could be stuck-on whereas pMOS devices could be stuck-open in a radiation environment.
In reality however, they are likely to be made partially stuck-on and partially stuck-open.
This means that they are not solidly on in the digital sense, or totally off, but are weakly
conducting in the stuck-on condition and can conduct very weakly in the stuck-open con-
dition.

For SPICE simulation purposes, Class A transistor faults occurring in a radiation
environment were modeled by changing the threshold voltage of the transistors. In the
threshold voltage model, nMOS transistors stuck-on were simulated by changing their
threshold voltage to about -0.2 Volts, so that they were slightly on even with a gate
voltage of about 0 Volts. Using the same principle, pMOS transistors stuck-open were
simulated with a threshold voltage of about -5.5 Volts, so that they were off even with a
gate voltage of about 0 Volts applied to their gates, with a Vdd of 5 Volts. Thus in this
model, nMOS transistors stuck-on had a high resistance. The actual values of the modified
threshold voltages used, have no effect on the fail-safeness of the logic gate, but have a
bearing on the fault-tolerance capability of the gate. This threshold voltage model has
nMOS transistors stuck-on with a high equivalent resistance and pMOS transistors totally
non-conducting in their stuck-open condition. One consequence of the nMOS transistors
stuck-on having a high resistance was that the primary output of the safe gate tolerated
the nMOS transistor stuck-on faults. These faults would not have been tolerated if the
transistors were stuck-on with very low resistance. The fault-tolerance capability also
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depends on the sizes of individual transistors in the circuit. The pMOS transistors stuck-
open were totally non-conducting in the model used. Thus the faults were not tolerated,
although the primary output still remained safe. If the pMOS transistors conduct to a
certain extent in their stuck-open state, then some of the faults would be tolerated by the
safe gate.

As an example for the fault simulation using the threshold model, consider the circuit
in Figure 5. Consider the input transition from [4, B, C] = [0,1,1] to [4, B, C] = [0,1,0].
SPICE simulation of this transition with the threshold voltages of all nMOS transistors
(including Invl) set at -0.2V shows that the output f changes from 4.99V to 0V, whereas
f changes from 0V to 4.99V. It should be noted here that the nMOS transistors are only
partially stuck-on in this case, so that the fault was easily tolerated.

Simulation of the faults where the transistors are stuck-on solidly, or totally stuck-
open, was done by keeping the gates of the corresponding transistors at the respective
logic level. The stuck-at faults on the input signal lines were also simulated in a similar
manner. Thus transistors stuck-on solidly or completely stuck-open were simulated by
keeping their gates stuck-at-1 or stuck-at-0. In Figure 5 assume m5 stuck-open completely.
For the input transition of the previous example, SPICE simulation shows that the primary
output remains steady at 5V. Thus the fault is not tolerated, but the 1-fail-safe property
for the Class A fault is maintained. The output is safe.

A simple model for transistors stuck-open and stuck-on would be to replace them with
resistances. This is based on the principle that in the steady state (dc), the transistor can
be replaced by a resistance of appropriate value if its drain current and drain to source
voltage are known. SPICE simulation of a typical nMOS transistor with a W/L ratio of
%ﬁ';" shows that it has a dc resistance varying from 1K to 3K in the “on” state. Thus the
conducting transistor has a resistance of the order of a Kilohm. If it is assumed that a
stuck-open transistor has a resistance that is 2 orders of magnitude higher, and a stuck-on
transistor has a resistance that is an order of magnitude lower in the worst case, then the
stuck-open transistor can be replaced by a 100K resistor, and the stuck-on transistor can
be replaced by a 100 Ohms resistor. In the circuit of Figure 5 assume m10 stuck-on with a
resistance of 100 Ohms. For the input transition described in the two previous examples,
SPICE simulation of the fail-safe complex CMOS gate with the stuck-on transistor replaced
by the 100 Ohms resistor shows that the primary output f remains at 5V, while the node
f goes from OV to 1.02V. Thus the primary output remains safe, even though the fault is
not tolerated. It must be noted that for the device size considered, 100 Ohms is a rather
small resistance even for a transistor conducting heavily. It was interesting to note that
the pMOS stuck-open faults in the two inverters of the safe gate were tolerated when the
high resistance model was used. The stuck-open fault in the basic gate was not tolerated,
but the 1-fail-safe property was maintained by the safe gate.
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5 Summary

A CMOS gate which is fail-safe for a given class of faults was presented. SPICE simulations
indicate that the fail-safe gate can tolerate several faults. Fail-safeness is preserved for
multiple faults also. Fail-safe systems can be duplicated for the correction of failures in
one system [2]. Basic fail-safe circuits should be studied further for the realization of
fail-safe logical hardware design.

Acknowledgement: This research was supported in part by NASA under grant
NAGW-1406, and by the Idaho State Board of Education under research grant 89-041.
The authors would like to express sincere gratitude to Barbara Martin for her help in the
preparation of the manuscript.

References

[1] R. Negrini, M. Sami, and R. Stefanelli, Fault-Tolerance through Reconfiguration of
VLSI and WSI Arrays, Cambridge, MA, The MIT Press, 1989, Chap. 2

[2] H. Mine and Y. Koga, “Basic Properties and a Construction Method for Fail-Safe
Logical Systems”, IEEE Trans. on Electronic Computers, Vol. EC-16, No. 3, pp. 282-
289, June 1967

[3] Y. Tohma, Y. Ohyama, and R. Sakai, “Realization of Fail-Safe Sequential Machines
using k-out-of-n Code”, IEEE Trans. on Computers, Vol. C-20, pp. 1270-1275, Nov.
1971

[4] R. Chandramouli, “On Testing Stuck-Open Faults”, Proceedingé of the 13th Fault
Tolerant Computing Symposium, pp. 258-265, 1983

[5] N. Weste and K. Eshraghian, Principles of CMOS VLSI Design, Addison-Wesley,
1985, Chap. 4

[6] D. Sawin, III and G. Maki, “Fail-Safe Asynchronous Sequential Machines”, IEEE
Trans. on Computers, Vol. C-2 , pp. 675-677, June 1975

[7] L. Glasser and D. Dobberpuhl, The Design and Analysis of VLSI Circuits, Addison-
Wesley, 1985, Chap. 5 ‘ '

[8] T.Ma and P. Dressendorfer, Ionizing Radiation Effects in MOS Devices and Circuits,
New York, NY, John Wiley and Sons, 1989, Chap. 5

[9] C. Timoc et al., “Logical Models of Physical Failures”, Proceedings of the Interna-
tional Test Conf., pp. 546-553, 1983




N94- 71106

2nd NASA SERC Symposium on VLSI Design 1990 ‘ 241

Supply Current Diagnosis in VLSI

J. F. Frenzel
Electrical Engineering Department
University of Idaho
Moscow, ID 83843

P. N. Marinos
Electrical Engineering Department

Duke University
Durham, NC 27706

Abstract - This paper presents a technique based upon the power supply cur-
rent signature (cd) which allows for the testing of mixed-signal systems, in
situ. Through experiments with a microprocessor, the cd is shown to contain
important information concerning the operational status of the system which
may be easily extracted using approaches based on statistical signal detection
theory. The fault-detection performance of these techniques is compared to
that achieved through auto-regressive modeling of the cd. »

1 Introduction

The growth of mixed-signal technology has created a great need for new methods of system
testing and fault prognostication. The main objective of this research was to develop
a unified test methodology, applicable to digital as well as analog systems, that would
reduce fault modeling requirements, eliminate completely the need of any partitioning of
hybrid systems into their respective analog and digital subsystems for purposes of testing,
and simplify the test generation process. To satisfy such a broad objective, it became
necessary to search, both theoretically and experimentally, for system observables carrying
information about the functional status of the system, and methods for extracting such
information in a manner useful for purposes of fault detection and system prognosis.

1.1 Review of Supply Current Analysis

As early as 1975 it was postulated that monitoring of the supply current could provide
certain advantages in the testing of digital integrated circuits [20], [21]. Yet, supply current
testing lay essentially dormant until the explosion of CMOS technology led researchers to
reexamine the benefits afforded by current testing. Levi was one of the first to comment
upon the characteristics of CMOS technology which make it particularly amenable to what
is referred as “Ipp Testing” [8]. This initial treatise was continued by Malaiya and Su,
culminating in procedures for applying Ipp testing and estimating the effects of increased
integration on measurement resolution [9], [10].
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Recently, several researchers have examined Ipp testing as a method of quantifying
reliability. Hawkins et al. have reported on numerous experiments where Ipp measure-
ments have forecast potential reliability problems in devices which had previously passed
conventional test procedures [17], [12]. This application has prompted research dedicated
to improving the accuracy of measuring Ipp [7], [4]. Maly et al. have proposed a built-in
current sensor which provides a pass/fail flag when the current exceeds a predetermined
threshold. Combined with a switching mechanism, it provides a means of removing the
faulty device from operation once excessive current flow is detected [18], [16], [15]).

1.2 Power Supply Current Signature Analysis

All of the research on supply current testing, to-date, has been focused on comparisons of
the quiescent current to a simple threshold for purposes of fault detection. No effort has
been made to examine the AC characteristics of the supply current waveform for indica-
tions of potential failures. While Dorey et al. acknowledge the potential information to be
gained from a study of switching currents, they dismiss this area due to the complexities of
waveform acquisition and analysis [13]. Only recently, Hashizume et al. utilized an autore-
gressive (AR) model of the supply current waveform for detecting faults in combinatorial
logic through pattern recognition [14]. By analyzing the entire cd as a continuous-time
signal, it 1s possible to develop a test methodology, applicable to both analog and digital
technology, capable of fault prognostication. However, estimating the coefficients needed
in the AR model of the cd is computationally burdensome.

In this paper we will develop and evaluate an efficient method for extracting information
from the cd using statistical signal detection theory. Section 2 describes the simulation of
microprocessor functional faults which were used to evaluate the test technique. A model
for the cd is presented in Section 3, and based upon limited assumptions, a method for
detecting an unknown fault component, referred to as “the likelihood ratio test”, is intro-
duced. The performance of this technique against the simulated microprocessor failures
is examined and a method for system prognosis presented. In Section 4 we compare the
fault detection performance of AR modeling to that achieved by the likelihood ratio test.
Finally, Section 5 summarizes the results of this research and presents recommended usage
of the test technique.

2 Simulation of Microprocessor Functional Faults

In this section we describe the simulation of functional failures using the Intel 8086 mi-
croprocessor. The Intel 8086 was running at 2.45 MHz on an SDK-86 development board.
The power to the processor was isolated from the board supply and the current drawn by
the processor sampled at a 102.4 MHz rate using an AC current probe and a digitizing
oscilloscope.

Three classes of functional faults were investigated: data storage and transfer faults,
register decoding faults, and instruction decoding faults [6]). Simulated failures were intro-
duced by modifying either initial register contents or the instructions stored in program
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memory. It should be stressed that the instructions were modified such that the number
of one’s in the instruction code or operand(s), referred to as the weight, was constant for
any given byte. This is important, as the amount of current drawn by the input buffers
during the instruction fetch cycle contributes greatly to the overall current. If the weight
of a particular byte was altered in order to simulate a fault, then the change in current
drawn by the input drivers when that byte was fetched from memory might obscure any
additional current variation. Consequently, due to strict adherence to this principle, it is
possible to attribute deviations in the current signature to the presence of the simulated
fault, rather than the modeling technique.

2.1 Data Storage and Transfer Faults

Data storage (or transfer) faults were modeled by altering the contents of a register used
by a move instruction. The reference case initialized the register DX with the operand
AAAA. For the simulation of fault-1 DX was initialized with the operand 5555 which
has the same weight as the operand used in the reference case. Under fault-2, DX was
initialized with the value ABAA which has a weight one greater than that of AAAA. The
deviations of the resulting signatures from the reference signature are shown in Figure 1.

From these experiments we might project that it will be difficult to detect data faults
that do not change the weight of either the operands or the result of a particular instruction,
as the differences observed under data fault-1 appear to be random. A possible explanation
is that the supply current signature is actually the sum of many individual currents; if one
transistor draws less current due to a change in logic state, yet an equivalent transistor in
another bit position draws more current due to the opposite state change, then the two
effects will cancel, leaving no discernible differences in the resulting signature.

2.2 Register Decoding Faults

Register decoding faults were modeled by altering the register field of individual instruc-
tions, thus enabling the selection of incorrect source and/or destination registers. In each
case, the total weight of the register field was kept constant and all registers were initialized
to the same value to to prevent the introduction of any artificial effects.

Fault-1 involved modifying the instruction MOV BX,DX, encoded as 8B DA, to 8B D3
which caused the execution of MOV DX,BX. This modeled the occurrence of a register
decoding fault which caused the selection of incorrect source and destination registers.
Figure 2 shows the difference between the reference signature and that observed under the
simulated fault.

As a second example, fault-2, we chose to model the selection of an incorrect source
register. This was done by modifying the register field of the MOV instruction to D9,
which caused the execution of MOV BX,CX. Because the register addresses of CX and
DX have the same weight, it was expected that this fault would cause very little change in
the cd. However, as shown in Figure 2, the difference between the reference signature and
that obtained under the simulated fault shows a large peak at the point which corresponds
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to the activation of the source register. From this we conclude that although CX and
DX appear equivalent, since they are both general purpose registers and their register
addresses are of equal weight, there are electrical variations which cause a large difference
in the amount of current drawn during their use.

2.3 Instruction Decoding Faults

Instruction decoding faults were introduced by modifying the opcode fields of individual
instructions, taking care to preserve the weight of the opcode. Two instruction decoding
faults were modeled; fault-1 was introduced by changing the opcode field of the MOV in-
struction from 8B to 8E, which resulted in the execution of the instruction MOV DS ,DX.
The second fault was injected by changing the opcode field to 39 which executed the in-
struction CMP DX,BX. In both cases the weight of the opcode field remained consistent
with that used to produce the reference signature. The differences between the reference
signature and the signatures recorded under fault-1 and fault-2 are shown in Figure 3.
These differences are significantly greater than the differences observed under data faults
or register decoding faults. Evidently, the execution of an incorrect instruction severely im-
pacts the current signature, allowing for simple detection of the fault. This is an important
advantage of Power Supply Current Signature analysis, as control faults are typically the
most difficult to detect. Control faults may give rise to the execution of spurious instruc-
tions which could contaminate register contents. Detection of such spurious instructions
involves the time-consuming propagation of the processor state to observable outputs.

3 The Likelihood Ratio Test

It has been demonstrated, using the results of SPICE simulations and circuits comprised
of 7400-series devices, that examination of the cd may be used for purposes of fault detec-
tion [23]. A method of analysis, referred to as “transition matching”, was developed and
demonstrated to be extremely effective. However, when applied to more complex devices,
transition matching proved to be insufficient at completely utilizing the information con-
tained within the cd. This experience exemplified the danger associated with optimizing an
analysis technique for a particular system; each system will exhibit its own characteristics
and fault responses, depending upon the technology (CMOS, ECL, hybrid, ...) and level
of integration (module, board, ...). If we wish to obtain a methodology which may be
applied successfully across all boundaries, then we must develop such a technique without
placing any restrictions upon the form of the cd or the fault effects. In this section we will
present a cd model that limits these assumptions and develop a method of analysis based
upon statistical signal detection.

3.1 cd Model Development

We have chosen to model the observed cd as the sum of three signal components as shown
in Equation 1. The observable supply current drawn by a device under test, z(t), is equal to
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Figure 3: Instruction Fault Differences
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the sum of the current drawn by a fault-free device, w(t), any additional current (positive
or negative) which is drawn as a consequence of faults, F(t), and random noise, n(t),
caused by factors such as thermal effects and sampling error. For the case of a fault-free
device F(t) will equal zero; conversely, when multiple faults are present F(t) will be a
composite signal, referred to as the “fault component”, representing the cumulative effect
of the individual faults. The observed current signature may be given as

z(t) = w(t) + n(t) + F(2) (1)

If we are able to form an estimate of w(t), either through simulation or repeated
observations of a “golden device”, then this estimate, w(t), may be subtracted from the
observed cd, leaving

2(t) — d(t) = n(t) — e(t) + F(2) (2)

where the term e(t) represents the error in the estimate, and may be ignored provided
enough trials are made to form an accurate estimate of the supply current drawn by
a fault-free device. Comnsequently, the procedure of detecting a fault reduces to that of
estimating w(¢) and determining whether F(t) is equal to zero. This is equivalent to the
classical signal estimation and detection problem involving non-random, unknown signals
in noise.

3.2 Maximum Likelihood Estimator and Detector

With a “golden device”, Equation 1 will reduce to z(¢) = w(t) + n(t), and the problem of
estimating 2(t) is that of estimating an unknown signal in noise. If the signal is determin-
istic and the noise has a mean of zero with a Gaussian distribution, then an appropriate
estimator is the maximum likelihood estimator (MLE), which is given as

1 N

miE = — 3 ut 3

buMiE = ;z (3)
Subtracting this estimate from the observed cd and discarding the error term, leaves z(t) —
wpmre(t) = n(t)+ F(t), and the problem of fault detection becomes equivalent to detecting
an unknown signal, F(%), in noise.

Again, if the signal is deterministic and the noise is Gaussian with zero mean, an

appropriate detector for F(t) is the likelihood ratio test detector [19], given by

e = [2(n) — D(n)}' R [2(n) — d(n))] (4)

with z(n) representing the sampled current during application of the test patterns to an
untested device, w(n) is the estimate of the current drawn by a fault-free device, and R;!
is the inverse of the noise covariance matrix. Under multiple observations of the cd, the
test statistic becomes

N 1 N
A =3 [z(n) = d(n)' R (5 Llzi(n) — 2(n))) (5)

=1
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We can now state a formal description of the test procedure which we define as “the
likelihood ratio test”.

1. Form the inverse noise covariance matrix, R, using the acquired noise statistics.

2. Estimate the current drawn by a fault-free device, employing either simulation or a
“golden device” and Equation 3.

3. Apply the appropriate test patterns to the device under test and form the test statis-
tic A; according to either Equation 4 or Equation 5, depending upon whether multiple
observations are available.

4. Compare A, to an established threshold; if the threshold is exceeded then the unit
under test is classified as “faulty”, otherwise it is accepted as having passed the test.

We have introduced a method for analyzing the cd, based upon knowledge derived
from classical signal detection theory. We chose to model a faulty device as exhibiting a
cd with an additional, but unknown, fault component. This allows greater flexibility in
the types of faults which may be detected, as well as the systems to which this procedure
may be applied, as no restrictions or assumptions have been made of the form of either
the cd or the fault component. We will now evaluate the fault detection performance of
the likelihood ratio test against the microprocessor faults described in Section 2.

3.3 Performance Evaluation of the Likelihood Ratio Test

It is possible to quantify the separation of the density function obtained under a simu-
lated fault, hypothesis H;, from the density function obtained from a fault-free system,
hypothesis Hy, using a detectability index given as

d? = (pn, — I"Ho)2 (6)
Vh, Ot

where u and o represent the parameters of the test statistic density functions. A second
method of assessing fault detection capability is to use the empirical probabilities of fault
detection (Pp) and false alarm (Pr), where false alarm implies the classification of a fault-
free system as faulty. These probabilities are calculated by tallying the instances of correct
and incorrect system classification under H; and Hy, respectively. Both of these methods
will be used to compare the performance of the likelihood ratio test against the simulated
faults under different processing environments.

As was noted in Section 2, the data faults had the smallest impact upon the supply
current, while the instruction decoding faults had the largest. This observation would
indicate that the more circuitry affected by the fault during execution of the test program,
the greater the alteration of the supply current signature, and is supported by the indices
of detectability shown in Table 1. It is important to note that it was predicted that fault-1
from the class of data storage and transfer faults would prove difficult to detect using this
method, and based upon the results in Table 1, this appears to be correct. However, for all
remaining faults the test algorithm yielded complete fault detection with no false alarms.
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Table 1: Algorithm Performance versus Faults

|  Signature I d | u l o
Data Fault-1 0.07 1848 576
Data Fault-2 12.27 6115 338

Register Fault-1 80.37 | 1.8x10°|2.5x10°
Register Fault-2 5724 |1.9x10°%|5.5x10°
Instruction Fault-1 {{ 1204.40 { 1.6 x 10® | 5.4 x 103
Instruction Fault-2 || 424.24 | 3.9 x 10° | 2.6 x 103

Table 2: Detectability under Subsampling

Detectability Index d for Data Fault-2
Number of Points
31 | 62 | 125 | 250 | 500 | 1000

[6.71]8.56 [ 10.58 [ 11.41 [ 11.98 [ 12.27 |

3.3.1 Data Reduction

The utility of any test method is dependent upon the amount of resources required for
implementation. Consequently, an effort was made to evaluate the effects of subsampling
upon the fault detection performance.

Subsampling was accomplished by discarding evenly spaced samples from the original
data. The effect of subsampling upon the detectability index is shown in Table 2 for data
fault-2. As might be expected, the fewer the number of points used to make a decision, the
lower the detectability index. However, if we examine the case which yielded the lowest
detectability index, based upon 31 data points, we find that there was still a significant
amount of separation under the two hypotheses. Assuming equal a priori probabilities,
if one operates the detector at the threshold which yielded the minimum probability of
error, then the probability of detection was 0.98 and the probability of false alarm was zero,
based upon histograms of 50 reference signatures and 50 signatures under data fault-2.

3.4 Use of the Likelihood Ratio Test in System Prognosis

The previous sections chronicled the effectiveness of cd analysis for the purpose of detect-
ing system faults. However, the increasing use of electrical systems in “critical mission”
applications has created an urgent need for test methods capable of exposing potential
faults prior to actual system failure. Supply current analysis in general, and the likelihood
ratio test, in particular, possess several unique attributes which provide for the capability
of system prognosis. This section explores the relationship between system failures, their
effect upon the supply current, and the potential for system prognosis.

A fault may be defined as the alteration, in electrical behavior, of a circuit component
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or signal path. “Hard” failures, such as open and short circuits, may be caused by metal
" migration, poor bonding, and insulator breakdown, resulting in an alteration of circuit
connectivity. “Soft” failures, such as a change in component value or switching speed,
may not immediately lead to an operational failure, yet over time may deteriorate into a
~ hard fault which does affect the functionality of the system. However, both types of faults
cause a change in the electrical current drawn by the affected subnetwork as a function of
time. Depending upon the amount of circuitry identified with the fault, this deviation may
be reflected in the power supply current signature. It is these two attributes, sensitivity
to system changes and immediate observation of system behavior, that allow for system
prognosis under cd analysis. Because cd analysis removes the requirement for propagating
system status to observable outputs, fault prognostication may be accomplished prior to
experiencing functional failures.

The likelihood ratio test is particularly appropriate for prognostication as it allows
for the statistical comparison of present behavior, captured in the test statistic, to past
behavior, represented by the distribution of the test statistic under fault-free conditions
(p(A|Ho). For purposes of system prognosis, it is possible to quantify the deviation of the
present behavior from historical observations by calculating the integral

[ PO Es) ")

Generally p(A|Ho) will be represented by a histogram; thus, the integral may be calculated
by tallying the number of observations for which the calculated test statistic exceeded
the present test statistic and normalizing. If the result is greater than one half, then the
agreement between the present cd and the reference signature is better than was normally
observed. However, as this number approaches zero, indicating a strong deviation from pre-
vious system behavior, the probability of falsely classifying the system as faulty approaches
zero, and the system should be taken off-line for extensive testing and examination, even
if no malfunctions have been detected.

4 Autoregressive Modeling of the Supply Current Sig-
nature

It has been suggested that fault detection in digital devices might be realized through
autoregressive modeling of the supply current waveform [14]. In this section we will re-
view the theory behind autoregressive (AR) modeling and apply the technique against the
simulated faults described in Section 2. Finally, we will compare the effectiveness of AR
modeling against the performance of the likelihood ratio test as detailed in Section 3.3.
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4.1 The Theory of Autoregressive Modeling

Autoregressive (AR) modeling is an area of time series analysis in which the time series in
question is assumed to be the output of a linear system according to the following equation

P
8p == kSn_k + Gun (8)
k=1

where G and a;, 1 < k < p, are the parameters of the system, u,, is the present input, and s,
is the present output. This approach has proven useful in exposing the underlying structure
of many complicated systems, ranging from the human vocal tract to wind turbulence [3].
In this particular case we intend to explore the use of the AR coeflicients, ax, as a means

of compressing the information contained in the supply current signature.
Often the input signal, u,, is unknown and it is necessary to estimate the present

output as a linearly weighted summation of the past outputs

p
sn = - E aksn—h (9)
k=1
The error of the estimate, 3,, is given by
p
€n = 8y — 8 = 8 + Z QkSn_ik (10)
k=1

and is typically referred to as the residual.

4.1.1 Determining the Model Order

The first step in AR modeling is the determination of the appropriate model order. Two
methods are commonly used to arrive at a selection: computation of the residual variance,
and analysis of the partial autocorrelation function (PACF) [1]. The former is a straight-
forward procedure; AR models of increasing order are successively applied against the
time series under study until the variance of the resulting residuals reaches a satisfactory
threshold.

An alternative method is based upon study of the partial autocorrelation function. The
PACF is a plot of the correlation between observations at increasing lags, with the effects
of the intervening observations removed. It has been shown, that for an AR process of
order p, the PACF will cut off after lag p, where cut off implies that the function truncates
abruptly with the remaining values less than twice the standard error of the coefficient
estimate [2]. As a result, it is possible, through evaluation of the estimated PACF, to
determine the appropriate model orders to select for experimentation.

4.1.2 Reducing Nonstationarity through Differencing

While Equation 8 is effective at modeling a wide class of times series, there are many
signals which exhibit some degree of nonstationarity, indicated by a slowly decaying ACF

[2].
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In order to effectively model these waveforms it is necessary to first reduce the effect of
the nonstationarity. This may be accomplished through suitable first-order differencing.
A time series which is nonstationary in the mean may be transformed into a stationary
- process through the application of a single difference operator, whereas a series which is
nonstationary in both the mean and the slope will require that the operation be performed

twice [2].

4.1.3 Refining the System Model

Rare is the case where the scientist is presented with data which calls for a specific model
order. More often, time series analysis is an iterative process, involving many attempts at
improving the model performance through the selection of difference operators and model
order. An initial model is formed based upon the information presented in the ACF and
PACF. After this, it is necessary to analyze the residuals, using the ACF, for any remaining
process structure which has not been included in the model. The model is then updated
to reflect this additional information and the process repeated until the residuals resemble

those of a random process.
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Figure 4: PACF of Original and Differenced Data Reference Signatures

4.2 Application of AR Modeling to Microprocessor Faults

We began our investigation with the cd observed during application of the data storage
and transfer test program. Figure 4 shows the PACF for the original time series, as well as
the first and second order differenced time series. Bearing in mind that, for an AR process
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of order k, the PACF will cut off after k lags, it appears that there is no clear choice of a
particular model order for any of the time series. However, we can deduce that the model
order must include at least ten terms. This deduction is supported by the information in
Figure 5, which is a logarithmic plot of the residual variance versus model order for each
of the time series. Based on these observations we selected two AR models for exploration
with these time series, one of order 12 and one of order 100.

Figure 6 shows the ACF of the residuals obtained when modeling each of the time
series using 12 terms. There are a significant number of coefficients which are greater than
twice the standard error of the estimate, the most prominent of which occurs at lag 40.
This is supported by Figure 5, where the slope of the plot seems to change slightly in that
vicinity. There is also a large coefficient at lag 94. Figure 7 shows the ACF of the residuals
obtained using 100 terms and we see that there are no coeflicients greater than the margin
of error for lags less that 100. From this we would conclude that there is no structure
remaining in the process which needs to be incorporated into the model.

4.2.1 Performance Evaluation of AR Modeling

We now turn to the appraisal of autoregressive modeling using the performance metrics
introduced in Section 3.3. As the test statistic, we will use the Euclidean distance between
a vector containing the AR coefficients of the reference cd and a vector formed from the
coefficients corresponding to the signature of the device under test (DUT). This distance
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Table 3: Performance of AR modeling against Data Fault-2

Data Fault-2
Time Series [ Order | d | Pp | Pr | MPE
original 12 1.22 1 0.94 {| 0.46 | 0.26

100 1.44 { 0.72 || 0.18 | 0.23
difference (1) 12 1.14 { 0.86 || 0.38 | 0.26
100 1.24 | 0.86 || 0.36 | 0.25
difference (11) | 12 0.58 | 0.86 [l 0.48 | 0.31
100 | 0.44 | 0.84 || 0.44 | 0.30

Dg, in contrast to the ), used earlier, is given by

Dg = i(aﬂk — am)?, (11)

k=1

where ap and ar correspond to the AR coefficients of the reference signature and the
signature from the DUT, respectively.

Table 3 lists the results obtained with each of the time series, using AR models with 12
and 100 terms, against data fault-2. From this we can draw several conclusions: first, the
application of the difference operator consistently resulted in poorer performance; second,
based upon the minimum probability of error (MPE), the model with 100 terms yielded
superior results against the model with 12 terms, although this effect diminished with each
application of the difference operator.

Compared to the perfect fault detection demonstrated by the likelihood ratio test in
Section 3.3, autoregressive modeling would appear to be a poor candidate for modeling
the supply current signature in devices of this complexity. We elected to perform the
comparison using data storage fault-2, which affected the cd to a lesser degree than either
register or instruction decoding faults. AR modeling is normally used to characterize the
spectral density of a process in a general sense, and is insensitive to minor variations.
Consequently, for the sake of completeness we applied AR modeling against fault-1 of the
register decoding and instruction decoding fault classes.

Table 4 shows the results of applying an AR model with 100 terms against the origi-
nal supply current signatures obtained under fault-1 of the register and instruction fault
classes and compares the performance to that achieved against data fault-2. Contrary
to expectation, the performance of AR modeling was poorer against the register and in-
struction faults than the data fault, even though their effect upon the cd is much greater.
One explanation for this phenomenon is that the magnitude of the variations is not the
dominant factor in AR modeling, as it was in the likelihood ratio test, but rather the shape
of the supply current deviations. In autoregressive modeling, the transfer function must
be represented as an all-pole model, as the signal output is based only upon its previous
values. This imposes restrictions upon.the types of waveforms which may be accurately
modeled. Although instruction fault-1 caused a supply current variation that is roughly
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Table 4: Performance of AR modeling against Each Fault Class

Model Order 100
Time Series J d [ Pp 1 Pr ]MPE
Data Fault-2 144 | 0.72 | 0.18 | 0.23
Register Fault-1 0.57 [ 0.50 | 0.26 | 0.38
Instruction Fault-1 || 0.25 | 0.94 | 0.76 | 0.41

eight times greater than that experienced under data fault-2, its effect upon the AR co-
efficients was less, rendering it more difficult to detect. A contributing factor may be the
effect of the noise upon the AR coefficients. It was shown in Section 3.3 that the fault
detection performance could be greatly enhanced by incorporating the noise covariance
matrix into the test statistic. A disadvantage of AR modeling is that there is no method
for noise compensation.

4.2.2 Use of the Residual Variance

It has been reported that the residual variance may be used, in conjunction with the
AR coeflicients, to improve the performance of AR modeling [14], [22]. To evaluate the
effectiveness of this technique when applied to cd analysis, we have repeated certain exper-
iments using the residual variance and the AR coefficients to form the comparison vector.
It was found that while the use of the residual variance consistently increased the distance
between the reference signature and those of simulated faults, the contribution was minor.
The maximum increase was on the order of 1073, with most of the values being on the
order of 10~8, Consequently, we conclude that use of the residual variance contributes very
little to AR modeling in this particular application.

4.3 Summary

Based upon the experiments reported in this section, one must conclude that autoregressive
modeling is not an effective technique for characterizing the information contained within
the cd of a device as complex as a microprocessor. The effect of faults upon the signature is
too small to be reflected in the AR coefficients to an extent that would exceed the normal
deviations due to noise. However, for systems in which failures cause a drastic alteration
of the cd spectrum, it is possible that AR modeling might prove useful in the area of fault
diagnosis, as the system observables would be captured in a vector, rather than a single
test statistic, allowing for the use of a fault dictionary.

5 Conclusions

" In this paper we have presented a method of testing, referred to as Power Supply Current
Signature (cd) Analysis, and demonstrated its potential for purposes of fault detection
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using examples of failures in a general purpose microprocessor. A model for the experi-
mental cd was introduced and used to develop a method of signature analysis based upon
statistical signal estimation and detection, referred to as the likelihood ratio test. The
performance of this technique was shown to be excellent at detecting all decoding faults
and most data faults, and a methodology for system prognosis using the likelihood ratio
was introduced. Finally, performance comparisons between the likelihood ratio test and
autoregressive modeling of the cd were presented. ,

There are two applications for which cd analysis may be an attractive alternative to
conventional testing, the first being the production testing of cost-sensitive products. Once
a mature manufacturing process has been installed, cd analysis could be used in place of
expensive and time-intensive testers. This would apply to both modules and boards, for ¢d
analysis provides for the testing of mounted modules in situ, eliminating the need for board
partitioning and module isolation. The second application involves the field-test of critical
systems. Because cd analysis does not require any external observation points, systems may
be tested on-line, with the application which is assigned to that board or subsystem serving
as the test patterns during normal operation. Periodically, signatures could be captured
and compared, using the likelihood ratio test, to those observed previously. This procedure
would allow for on-line monitoring and prognostication, or failure prediction, of critical
systems. In such an application, once environmental effects such as temperature fluctuation
had been eliminated, any detectable cd perturbations could be directly attributed to a
change in the system behavior.

Areas of future research include methods for improving the accuracy of the supply
current measurement and refinement of the cd model. The concept of a built-in current
sensor as proposed by Maly et al. would provide several advantages. Specifically, conversion
of supply current to a voltage for off-chip measurement should provide greater immunity to
system noise, thus increasing the signal to noise ratio of the cd. Furthermore, it allows for
the partitioning of a VLSI module into smaller sections, providing greater distinguishability
than would otherwise be possible. This concept of partitioning would involve designing for
testability for cd analysis, and could be applied with similar expectations at the board level.
Finally, an on-chip current sensor would provide for the implementation of the likelihood
ratio test as a built-in test function.

In this paper we chose to model the cd as an unknown but nonrandom signal which
could be estimated through observation of a “golden device”. By subtracting this estimate
from the cd of the DUT, the problem of detecting a fault reduced to detection of the
unknown and nonrandom fault component. The advantage afforded by such a decision
was widespread applicability across all levels of integration. However, one could chose to
model the fault component as a random signal, with several uncertain parameters, such
as phase and amplitude. Another possibility would be to model the c¢d as one of M
possible signals. The task of fault detection would then be to determine which of the M
possible signatures the cd of the DUT best resembled. However, this limits the number of
detectable faults, or perhaps fault classes, to (M —1). A more practical solution might
involve modeling minor variations in the cd as uncertainties in the noise statistics. :

In closing, we have presented the development of a statistical approach to fault detection
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and system prognosis which has demonstrated potential at detecting faults in complex
digital devices. Furthermore, no restrictions have been placed upon the nature of the
system or the possible faults, other than the requirement of access to the supply current
for observations. As a result of these precautions, it is hoped that this technique will prove
useful in the testing of hybrid, mixed-signal systems.
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Abstract - A simple physical model for the Synthetic Aperture Radar (SAR)
is presented. This model explains the one dimensional and two dimensional
nature of the received SAR signal in the range and azimuth directions. A time
domain correlator, its algorithm and features are explained. The correlator is
ideally suited for VLSI implementation. A real time SAR architecture using
these correlators is proposed. In the proposed architecture, the received SAR
data is processed using one dimensional correlators for determining the range
while two dimensional correlators are used to determine the azimuth of a tar-
get. The architecture uses only three different types of custom VLSI chips and
a small amount of memory.

1 Introduction

"Modern real time signal and image processing demands high speed computing hardware
and large memory. The availability of low cost, high density, high speed, very large scale
integrated circuits enables the design of massively parallel processors which can exceed
supercomputers in calculation speeds. This makes special purpose parallel processors at-
tractive for real time signal processing.

Synthetic Aperture Radar (SAR) is an imaging system dominated by signal processing
algorithms. Signal processing algorithms use techniques like convolution, correlation and
filtering. The major processor requirement in these techniques is the need to multiply a
data value by a coefficient and add it to a sum. Hence, digital processors implementing
these signal processing functions are specialized arithmetic computers optimized to do
multiplications, additions and logical operations. Most of the signal processing algorithms
are highly repetitive and possess properties such as regularity, recursiveness, etc. These
properties make the signal processing architecture less complex to build (1,2].

In this paper, a physical model for SAR is presented. An architecture for the SAR
processor is also is presented. This architecture for SAR uses a new correlator chip. This
paper also describes the correlator, its application to two dimensional imaging and the
features of the SAR architecture.
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2 SAR Principles

Synthetic Aperture Radar is an imaging system in which a return pulse from a object
target is detected and processed using convolution techniques. SAR differs from normal
aperture radar in that the beam aperture in the direction of motion of the radar (Azimuth
direction) is synthetically increased by processing carrier phase history (Doppler phase
history) information in the returned radar signal. In this way, a sharply focussed beam
is synthesized from a normal length antenna and a high azimuth resolution is achieved.
In a SAR, the area to be mapped (Swath) is in a direction perpendicular to the azimuth
direction (Range direction). Processing the received data in a SAR is a 2-D operation.
However, with suitable corrections and compensations, this 2-D operation can be consid-
ered as two 1-D operations. A simple physical model explaining the principle on which
this separation is done is explained in the following subsection.

2.1 A Physical Model for SAR

First, it is helpful to visualize a two dimensional array of all the data collected from the
target during the time the target in under the influence of the beam (dwell time). The
signal processing that will be developed [3] is easily understood by referring to this data
array. This array never really exists as a whole, but is used here as a conceptual aid in the
presentation that follows.

The radar signal is a swept linear FM pulse of a fixed duration and the pulses are
repeated at the Pulse Repetition Frequency, PRF. Between the pulses, the transmitter is
turned off and the antenna and electronics become a receiver system. The reflected signal
from a single pulse is collected, digitized and stored as a range line in the memory. The
length of the range line is dependent on the width of the area to be imaged.

Let a be the number of samples in each range line. After several range lines, say b,
have been received, the signal memory array is formed and the array contains a x b data
points. The coordinates of the signal memory are the slant range and the azimuth. A
single sample in the signal memory array contains contributions from a large number of
point targets (ground reflectors) in the area to be mapped. By the above principle, the
received signal from a single point reflector on the ground will be spread through a large
area in the signal memory array. Let p and ¢ be the number of samples along the range
direction and azimuth directions over which this spread in the signal memory array takes
place. It is valid to assume that the energy contribution from a point target beyond this
area is negligible.

Assuming for a moment, that the transmitted pulses are continuous in nature, the
received data will exhibit a carrier phase history proportional to the slant range rate. It is
this carrier phase history on which the SAR principle is based. An analysis of the satellite
and point target motion shows that the slant range rate varies, approximately, linearly
with time. This means that the received carrier phase history varies linearly with time or
has a linear FM modulation. As the radar transmitted signal is pulsed and itself is a swept
linear FM waveform, this carrier phase history is manifested as a changing phase angle in
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the received carrier signal. There is a large disparity in range and the azimuth FM rates
in the received signal and hence, can be decoupled with correction. Thus the point target
response in the signal memory array consists of two linear FM waveforms, one in the range
and the other in the azimuth directions. '

The function of the SAR signal processor is to focus or compress the energy of each
point target which is spread in the signal memory array in the manner described above,
into single points in the image. In actuality, a two dimensional compression using a two
dimensional reference function is needed to compress the energy into a point target, since
the spread is in two dimensions. A two dimensional correlator of a x b multipliers will
image the point targets comprising the swath.

A closer look at the received data reveals that the data collected from point targets from
a single transmitted pulse are all the same except that the data from each point target may
have a different amplitude and time shift. This time shift is the delay associated with the
received signals from point targets at different locations. Since, only p samples contribute
to the energy for a point target in the range direction, it is enough if only p multipliers
are used in the range direction. It is also sufficient for the range reference function to use
only p samples. A similar argument is true in the azimuth direction. The azimuth phase
history is similar for all the point targets at different azimuth coordinates, but shifted in
time. Hence, only ¢ multipliers are needed in this direction, since the spread in the energy
of a point target extends only over ¢ samples in the memory. Figure 1 shows the total
image data in the signal memory array and the two dimensional correlator with p and ¢
multipliers in the range and azimuth directions respectively. The other point targets can
be imaged by sliding this p x ¢ correlator along and across the range direction.

The effect of the correlation operation is to slide the two dimensional correlator along
the data and whenever a two dimensional match is obtained with the two dimensional
reference function, a point is imaged. This, in effect, reduces the number of multipliers to
be used in the two dimensional correlator. If no range migration (RM) is assumed, then the
two dimensional operation along the range and the azimuth directions can be performed
independently, since there is no cross coupling between the data in the two directions. The
range compressed data lies parallel to the azimuth axis. Azimuth compression of the range
processed data with an azimuth reference function results in the point target being imaged.
Because of the forward motion of the radar platform and the Earth’s rotation, the range of
a point target response, however, varies with each transmitted FM pulse. This is because
the instantaneous slant range from the satellite radar antenna to the point target on the
ground varies appreciably during the total period over which the pulses are transmitted.
Hence, the spread in the energy due to a single point target is nonlinear and is in two
dimensions. So, when the data is compressed in the range direction, the path taken by the
compressed data in the signal memory array is two dimensional in nature. Hence, if a one
dimensional compression in the azimuth direction is to be done, then a correction has to
be applied to align the data parallel to the azimuth axis. However, if a two dimensional
azimuth compression is done, a two dimensional azimuth reference function is needed. This
2-D azimuth reference function should also take into account the satellite parameters such
as pitch, yaw and roll.
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Figure 1: Total Image Data collected and a Two Dimensional Correlator with p x ¢ Mul-
tipliers

3 Correlator

In signal processing, discrete time sequences and systems are extensively encountered. A
common practice is to process discrete time sequences using discrete time systems. The
discrete time system produces an output given by the convolution operation as:

oo

y(n) = 3 z(k)h(n k) (1)

k=-o00

where z(k) and h(k) are the input sequence and the impulse response of the system re-
spectively. '

The preceding 1-D signal processing operation can be extended to 2-D applications. In
image processing, since the input data is inherently 2-D, the convolution and correlation
operation will also be 2-D. The 2-D correlation expression is as follows:

y(ni,nz) = i i a*(ky, k2)b(n + by, + k) (2)

ky=—00 k3=—0c0
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Figure 2: Block Diagram of the Correlator Circuit

3.1 Correlator Architecture

The one dimensional correlator architecture consists of a series of multipliers operating in
parallel as shown in Figure 2. The multiplicand and the multiplier are in general both
complex sequences. The multiplier operates at four times the speed of the data rate, since
one multiplier is used to do the complex multiplication. The one dimensional correlation
algorithm is implemented according to Equation 1.

The circuit shown above can be easily extended to the two dimensional correlation
operation. For two dimensional correlation, the input data is an n X m array of complex
numbers. Theoretically, the number of multipliers needed is equal to the number of ele-
ments in the array, i.e., n x m multipliers. However, a smaller number of multipliers can
be used and correlation can be achieved if the reference function has many zero sample
values. Then, the number of multipliers needed is equal to the number of non-zero samples
in the reference function.




3.1.6

Received Signal

eal ¢ Filter & Ran
A/D Conv gg;,‘;,%&’f Presummer Correlator
{
System Azimuth Video Displa
Controller Correlator "l Controller r 1splay

Figure 3: Block Diagram of SAR Processing Architecture

3.2 Significant Features of the Correlator

1. The architecture performs the two dimensional correlation with one data clock period
latency.

2. The architecture is ideally suited for two dimensional correlation especially when
there are a large number of zero coefficients in one of the functions being correlated.

(74

. Correlation output appears every data clock period.

>

. A CMOS VLSI chip containing 64 multipliers configured as a correlator is possible.

4 A Real Time SAR Architecture

Processing SAR images involves compression techniques using correlation operations. The
similarity in both range and azimuth processing enables similar hardware to be used for
both operations. Using the correlator architecture described above, it is possible to im-
plement the correlation operation with VLSI chips in the time domain. Hence, a time
domain implementation is discussed in the following sections. This example is based on
the SEASAT system parameters [4]. A block diagram of the time domain architecture is
shown in Figure 3. The data received from the target area is sampled and converted to
digital form by an A to D converter. The digitized data is converted to real and imaginary
form to extract both the reflectivity and the phase information. The following sections
briefly describe the block diagram.

4.1 Filter and Presummer

The azimuth time-bandwidth product required for the desired resolution is much lower
than what is available in the received signal. In order to reduce the memory requirements
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of the system and the processing data rates, the received data is filtered in the azimuth
direction and then down sampled.

4.2 Range Correlator

Range correlation compresses the image in the range direction. The one dimensional range
correlator uses the filtered and down sampled data and a reference function with 1200
samples. Each processor chip has 64 multiplier cells. Each multiplier cell has its own
complex multiplier operating at 16 M Hz, an adder and a 4 word register. With 1200
samples in the reference function, 20 such chips must be connected in parallel to perform
real time correlation. The reference function samples are stored in buffers.

4.3 Azimuth Correlator

The azimuth correlation is performed on the range compressed data. The reference func-
tion is two dimensional in nature for the reasons explained in Section 2. The reference
function depends on various parameters of the spacecraft and hence, has to be computed.
64 samples are usually needed in the reference function. Hence, a two dimensional corre-
lator consisting of 64 by 64 multipliers is needed to compress the range correlated data.
However, in the array of multipliers, all the coefficients except 64 are zero. Hence, only
64 multipliers are needed in the azimuth processor. The multipliers are loaded with the
samples corresponding to a reference function that follows the range migration path of the
target under consideration. The partial products obtained after every multiplication are
stored in the memory according to the position of the 64 non-zero coeflicients. The stor-
age operation is performed by the video controller in conjunction with the video memory.
Each location in the video memory corresponds to a pixel in the image. The azimuth two
dimensional correlation is achieved by a single multiplier chip and the video memory.

4.4 Video and System Controllers

The video controller is a microcontroller which performs the complex function of retrieving
processed data stored in the memory after every time the azimuth processor does a multi-
plication operation. The video controller also restores the summed data from the azimuth
correlator in the original video memory location.

The system controller is a microcomputer coordinating the functions of all the sub-
systems of the architecture. It computes the reference functions based on the attitude
parameters of the spacecraft and updates the coefficients in the corresponding units. The
system controller also supervises the operation of the video control processor and the video
output device.

4.5 Video Output

This is the final interface for the image. The data stored in the video memory comprises
the final focussed image which can be transmitted or displayed.
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4.6 Expected System Performance

The system is efficient, fast and uses no corner turn memory. Also, since a two dimensional
azimuth processing is used, no explicit range migration circuitry is needed. The presummer
and filter circuit reduce the data rates by a factor of 8. With the high speed multipliers
and low data rates, the images, like those from SEASAT, can be processed in real time.
Since CMOS VLSI chips are used, the size and power consumption are small and hence,
ideally suited for on board space applications. Except for the three custom built ICs, the
rest of the chips are available commercially. The memory used in the video processor are
either video or BICMOS memories [5].

5 Conclusion

The theory behind the SAR signal processing has been discussed and a physical model is
presented. A time domain correlator has been discussed. A real time SAR architecture
using these correlators for processing SAR data has been presented. This architecture uses
only a small amount of memory and performs no corner turn. The architecture is fast and
efficient and uses three custom VLSI chips for its implementation.
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Abstract - JPL has developed a 52-channel 150 MHz bandwidth autocorrelator
spectrometer using specially designed ECL gate array correlator chips. This
paper describes the characteristics of the ECL chip and the 52-channel auto-
correlator. These autocorrelator spectrometers will be used with space-borne
mm-wave radiometers for remote sensing of the Earth’s atmosphere and astro-
physical observations.

1 Introduction

Radiometer spectrometers using digital correlation techniques are widely used in ground-
based radio astronomy observatories. This technique was introduced by S. Weinreb for
spectral line radio astronomy in 1961 [1). Both medium and large scale integrated circuits
were used in the earlier digital correlator designs. These correlators required many parts
and consumed considerable power. Recent developments in VLSI technology have enabled
this important digital processing technique to be implemented as an Application Specific
Integrated Circuit (ASIC) and several new digital correlators have been built using ASIC
chips. [2] [3] [4]. However, the ASICs made for ground based spectrometer applications
were not designed for low DC power consumption.

Stable wideband spectrometers with low DC power consumption are required for space-
borne operations. They will be used for remote sensing of the Earth’s atmosphere with
the Microwave Limb Sounder on the Earth observing system (Eos). There are also re-
quirements for low power spectrometers for future astrophysics space missions such as the
Submillimeter Infrared Line Survey (SMILS) and the Large Deployable Reflector (LDR).
Correlation spectrometers will also find applications in space-borne thinned antenna arrays
and the submillimeter lunar array.

The Jet Propulsion Laboratory is developing digital correlators for space-borne spec-
trometer applications. This is because of their advantages of high stability, low power,
high reliability, small size and low mass. Future developments in both VLSI and material
technologies will further reduce the size, DC power requirements and increase the speed
for wider signal bandwidths. The digital autocorrelator spectrometer is preferred over
other spectrometers, such as the multichannel fillerbank and Acousto-Optic Spectrometer
(AOS), because of its better stability. Also, the bandwidth and the resolution of an auto-
correlator spectrometer can easily be changed by changing the clock frequency and/or by
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using additional delay elements. In this paper, the autocorrelator background information
will be presented. This is followed by the design of the digital correlator chip and the
52-channel autocorrelator spectrometer.

2 Background

2.1 Autocorrelation Theory

The autocorrelation function of a signal is expressed as follows:
R(r) = Lim 1/T/0T F(t)* f(t +7)dt as T — oo (1)
where f(t) is the input signal
7 is the delay time and

T is the integration time.

The incoming signal at microwave frequencies is down converted to baseband frequen-
cies and then divided into two paths. In one path, a delay element with multiple taps at
At intervals is introduced. The undelayed signal is then multiplied with each output from
the tapped delay line and the products are integrated and averaged over the integration
time T. The accumulated values represent an estimate of the autocorrelation function of
the input signal f(t). A theorem due to Wiener and Khintchine (F. N. H. Robinson, 1974)
relates the autocorrelation function, in the time domain, to the power spectrum, in the
frequency domain, by the Fourier transform equation:

S(f) = _/:° R(7) * cos(2m fr)dt (2)
where S(f) is the power spectrum of the input signal,

R(7) is the autocorrelation of the input signal.

The autocorrelation function is even; therefore, only a cosine transform is required.

2.2 Digital Autocorrelator

Figure 1 shows the digital autocorrelator block diagram. In the autocorrelator, the input
signal is band limited, sampled at the Nyquist rate and digitized to a few bits. The
sampled signal is delayed using shift registers and multiplied with the undelayed sample
using simple logic circuits. The multiplied output from each delay stage or channel, is
accumulated in a binary ripple counter.
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Figure 1: Digital autocorrelator spectrometer

The autocorrelation function for the sampled data can be expressed as:

K-1
R(nAt) = % T [X(to) # X(to + (n + m)At)] 3)

m=0

where n=0,1,... N—1represent the delay in one of the signal
paths,

K is the number of products in the integration time T,

At is the delay, usually made equal to the sampling interval.

The power spectrum is calculated by performing a Fourier transform. The N channels
(corresponding to the N delay values) in the autocorrelation function are transformed
into N points on the frequency domain by using the discrete Fourier transform (DFT)
relationship:

j 1 N-1 )
= — 4
P [2nAt] ¥ [R(O) + 2 n§=0 R(nAt) * cos(nj/N)|, (4)
where j=01,...,N -1,

P [#ﬂ] represents the power on the jth point on the
output spectrum,
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R(0) is the correlation coefficient for the zero delay
channel ( = 1 after normalization) and

R(nAt) is the normalized autocorrelation coefficient for

delay nAt.

The input signal is digitized to only a few bits to permit a higher sampling rate, and thus
increase the signal bandwidth. Limiting the number of bits speeds up the multiplication
and addition because fewer digital operations are required. However, the Signal to Noise
Ratio (SNR) of the correlator is degraded when only a few bits are used. The loss in SNR
is 12% when two bit digitization is used [6]. Quantizing schemes representing the input
signal by more than two levels to improve the SNR have also been considered by others
[7]. However, the size, complexity and power of the digital circuits grow as the number of
bits increases. This is of particular concern for space applications, where low DC power is
important. The two bit correlator appears to offer the best trade-off between sensitivity,
complexity of the hardware, and minimum power.

2.3 Digitizer

The first element in the digital correlator is the analog to digital converter, called the
digitizer. The prototype 52-channel autocorrelator spectrometer uses a 2-bit digitizer. One
of the bits represents the sign (zero-crossing detector output), and the second bit represents
the magnitude. This magnitude bit is assigned a value “one” if the input voltage is outside
the pre-determined limits +Vref. The four states of the 2-bit digitizer and the assigned
weighting factors to these states are shown in Table 1.

SIGN | MAGNITUDE | WEIGHT
1 1 -n
1 0 -1
0 0 +1
0 1 +n
Table 1:

Setting the decision level of Vref equal to the RMS voltage of the input signal and
n = 3, gives an SNR of 88% relative to the continuous correlator [6].

2.4 Correlator Multiplier

The digitized signals, are multiplied after one of the signals is delayed in time using shift
registers. Using n = 3 for best SNR performance, and normalizing by 3, gives the product
table shown in Table 2.
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Undelayed Signal

SM| 11100001
Delayed |11 {43 1| -1] -1
signal 10 1] 0f 0} -1
00 -1 01 0] 1
01 31-11 1] 3

Table 2:

The inner products are deleted to simplify the circuit. This only results in 1% loss
to the correlator SNR [7]. A bias of +3 is added to the products, so that only positive
numbers need to be added to further simplify the adder circuit. Table 3 shows the final
multiplication algorithm used in the hardware realization.

Undelayed Signal

SM|(11{10( 00|01
Delayed |11 (- 6| 4| 2| 0
signal 10 41 3| 3| 2
00 21 3| 3| 4
01 0| 2| 4 6
Table 3:

2.5 Accumulators

The binary coded outputs from the multiplier are added, using a four bit adder and the
carry output from the adder is accumulated using ripple counters. The length of the
binary counters is determined by the rate at which the computer reads the counter values
— typically a few times a second. The counter length is determined by the number of
product terms that can be accumulated during each integration time.

3 52-channel autocorrelator spectrometer hardware

The prototype 52-channel, digital autocorrelator spectrometer (DACS) uses ECL correlator
chips. The chip was designed by JPL, and was made by the Raytheon Corporation using 2
micron ECL gate array technology. This chip has 26 channels, requires 120 milliwatts of
DC power per delay channel, and can be clocked up to 300 MHz. The power requirements
may be considered as moderate to low compared to the other designs that have been
implemented. A block diagram of the prototype autocorrelator spectrometer is shown in
Figure 2.
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3.1 2-bit digitizer

The 2-bit digitizer was designed at the California Institute of Technology for mm-wave
astronomy (S. Padin and M. Ewing, 1989). The digitizer board uses a Plessey SP 93808
sub-nanosecond octal comparator chip. The digitizer board is made of Duroid-based copper
clad material. Microstrip transmission lines are used to provide a 50-ohm characteristic
impedance for ECL signals which have edge speeds of 1 nanosecond.

Three comparators are used for digitizing the input analog signal into a 2-bit word.
The two comparators which detect the magnitude of the input signal are ORed together.
The OR output and the output from a zero-crossing detector provide the simple encoding
scheme shown in Table 1 for the two bit output. A stable, low noise, reference voltage
generator is used for the comparator decision levels.

3.2 ECL Autocorrelator Integrated Circuit

The digital correlator is an Application Specific Integrated Circuit (ASIC), specially de-
signed for the digital spectrometer development. The chip design was done using the CAD
system on a Mentor workstation. The chip was made by Raytheon Corporation using the
silicon foundry at Bipolar Integrated Technology Company in Beaverton, Oregon. Their
unique wafer fabrication technique reduces transistor and metal capacitances, that reduces
the device power, while maintaining ECL speeds.

The autocorrelator design was created using hierarchical design methodology. Pre and
post layout simulations were performed on the design to verify the logic function and also
to verify the circuit timing for proper operation at clock speeds up to 250 MHz. The design
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hierarchy made it easier to run the simulation program on every schematic level and to
identify the critical paths. The critical path analysis identified interconnecting lines (nets)
in the multiplier/accumulator logic, and also in the pipeline architecture. The propagation
delays in these critical paths were reduced by careful layout. A fault grading was done for
the design, using the simulation vectors, that revealed a coverage of about 70%. The 30%
loss in coverage was because the design utilized macrocell parts from Raytheon’s library
and some internal nodes in these parts were permanently tied to supply or ground.

The circuit layout was created for Raytheon’s CGA 70E18 gate array topology which
offers 12,800 gates and 176 input and output connections. The 26 channels of the correlator
were laid out in the 26 contiguous rows, as shown in Figure 3. The array utilization for
the correlator design is about 61%.

The silicon die, measuring 336 x 364 mils, with the correlator design, was packaged in
a custom Pin Grid Array (PGA) package which was developed by Raytheon for its ECL
gate array chips. The PGA is a 229-pin square package measuring 2.1 inches on a side.
The pinout configuration for the correlator chip was selected so there was minimum skew
in the timing of the signals inside the PGA package. It was also developed to make the
signal routing easier on the printed circuit board with minimum number of plated through
holes in the signal path.

The analog signal which is digitized and sampled is divided into two signals externally
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and then given as inputs to the correlator. There are two signal paths inside the chip. One
- signal path is the direct or undelayed data, and the second signal path is the delayed data.
The data in the second signal path is delayed by a 26 stage shift register inside the chip.
The output from each stage of the 26-bit shift register is multiplied with the undelayed
sample and the products are accumulated in a binary counter. A pipeline technique is
used in the data path to increase the clock speed.

Each channel in the correlator chip has a 4-bit multiplier followed by a 4-bit adder/
accumulator stage. The two bit multiplication algorithm, shown in Table 3, is used. The
carry output from the most significant bit (MSB) of the adder is scaled by a 3-bit binary
counter. The 3-bit prescaler is used in each channel before the correlator data is output
to an I/O pin. The prescaler reduces the output data rate allowing the use of low power
CMOS counters for further accumulation outside the chip.

Standard 100K ECL logic is used for the signal inputs and outputs. The high speed

signals such as clock, data inputs and outputs use differential drive. The correlated outputs
use standard TTL logic.

3.3 52-channel Autocorrelator

The autocorrelator board, shown in Figure 3.3, is a four layer printed circuit board with
outside layers used for interconnection and inside layers used as ground and VCC planes.
The four layers are arranged in such a way that the outside layer and the layer below have
50 Ohm microstrip transmission lines for the high frequency signals. Two correlator chips
‘are cascaded on the board to provide 52 channels. The TTL outputs from the correlator
chips are buffered externally with BiCMOS drivers.
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Figure 5: Digital Correlator

The outputs from the 52-channel correlator module are TTL or CMOS compatible.
The output from each channel is accumulated using a 24-bit binary counter. Two ASIC
CMOS counter chips are used for accumulating the 52-channel outputs. Each counter chip
contains 32, 18-bit counters, and accumulate the correlation values for up to a one second
integration period.

A PC compatible computer with a digital I/O card are used for the data acquisition and
the Fourier transform. A one second pulse interrupts the computer after every integration
period. At the interrupt, the computer reads all the 52 counter values in byte mode, and
each channel value is arranged as an 18-bit word in memory. The counters are cleared,
and the correlation continues for the next integration period.

4 Power spectrum measurement

A wideband noise source, with a simulated spectral line, was used to test the autocorrelator
spectrometer. The noise source output is prefiltered with a 100 MHz low pass filter to
eliminate aliasing when the digitized signal is sampled at 250 MHz. The simulated line
source was generated by passing white noise through a 1 MHz wide bandpass filter centered
at 77 MHz and added to the broadband noise. The power spectrum, measured with the
simulated line source, for three integration times is shown in Figure 5. These curves show
the reduction in spectrum noise as the integration time is increased.
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5 Applications

The digital autocorrelator spectrometer using VLSI chips is an attractive choice for the
space-borne applications due to its stability, small size, mass, and low power requirements.
Figure 5 shows one of the applications where the digital autocorrelator spectrometer will
be used with millimeter-wave radiometers for spectral analysis of molecular emission lines
in the Earth’s atmosphere. Other space applications, where the digital autocorrelator
spectrometers may be used, are shown in Table 4.

6 Conclusion

The digital spectrometer using the autocorrelation technique will replace analog filterbank
spectrometers which are large, massive and require a large DC power. The goal of the
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Flight Science Launch
Project Objective Requirement Date
EOS/Microwave | Atmospheric Ozone | 40 Wideband 2000
Limb Sounder | depletion/chemistry | 10 Narrowband
(EOS/MLS) low power
spectrometers
Submillimeter Astrophysics 5-10 2001
Moderate interstellar wideband cooperative
Mission molecules low power project with
(SMMM) spectrometers | France (CNES)
Advanced Earth upper narrowband 1996
Microwave atmosphere low power
Sounding Unit C temperature spectrometer
(AMSU-C) sounding
Lunar Astrophysics, high | many wideband > 2005
Submillimeter spatial resolution low power,
Interferometer imaging cross correlator
spectrometers
Large Astrophysics, many wideband > 2010
Deployable interstellar low power
Reflector (LDR) molecules spectrometers
Table 4:

digital correlator development program is to develop spectrometers with bandwidths, to
2 GHz, and low DC power consumption of 5 milliwatts per delay channel. The present
ECL correlator chip, operates up to a bandwidth of 150 MHz, and requires about 120
milliwatts of DC power per delay channel. Advances in digital technology and new mate-
rial processes will increase the bandwidth of the digital technique and reduce the power
requirements. These spectrometers will find space applications in remote sensing of the
Earth’s atmosphere and astrophysical observations.
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A High Speed CMOS Correlator

J. Canaris and S. Whitaker
NASA Space Engineering Research Center
for VLSI System Design
University of Idaho
Moscow, Idaho 83843

Abstract - A full custom, 25 MHz, 1.6um CMOS Correlator chip is presented.
The 5.15mm by 4.23mm chip performs either autocorrelation or crosscorrelation,
consuming less than 10mW per channel. The correlator, designed for a space
borne spectrometer, contains 32 channels. The 24 bit accumulator registers
can be read independent of the input data path, in either 8 bit bytes, or 16 bit
words. The device is cascadable and allows integration periods of up to 1.78
seconds, at 25 Megasamples/second. The controllers, for the input data path
and the data output section, are implemented with Sequence Invariant State
Machines.

1 Introduction

A high speed, low power CMOS correlator chip is presented in this paper. The correlator,
designed for a space borne spectrometer contains 32 time-lag channels, each of which
contains a biasing multiplier, a 4 bit accumulator and a 24 bit counter. The sensing
instruments provide the chip with two 2 bit input words, which can be either the same
signal, for autocorrelation, or different signals, for crosscorrelation. The biasing multiplier
does not perform binary multiplication, but implements a special function described in
Section 4. External control of the correlator is quite simple, requiring only a reset pin and
a pin to signal the end of an integration period. Simple handshaking is provided through
a single output pin, which signals when data is available to be read from the output port.
Output data can be read while integration is in progress, in either 8 bit bytes or 16 bit
words, under the control of a user provided strobe. The correlator is capable of maintaining
a 25 Megasample/second input data rate, with integration periods of up to 1.78 seconds.
Data can be output from the chip at 10 MHz. The chip consumes less than 10mW /channel
of average power. Auxiliary ports are provided for both of the data inputs.

The data path of this chip is extremely regular, the initial layout of the core required
only 30 hours to complete. The controllers for the input data path and the data output
section are implemented with Sequence Invariant State Machines [1], and were initially
layed out with a compiler described in [2]. This chip is amongst the first VLSI designs to
utilize Sequence Invariant State Machines.

Some of the main features of the correlator chip are listed below.




Autocorrelation or Crosscorrelation

e 25 Megasamples/second

¢ 32 channels

e Up to 1.78 second integration time at 20M Hz
o Low Power (< 10mW per channel)

e Cascadable

¢ Selectable auxiliary ports on the data inputs
e Integration can continue while data is output

e CMOS and TTL compatible inputs

2 General Description

The correlator chip accepts two 2 bit data streams clocked at a maximum rate of 25M H z.
Delayed versions of one stream are multiplied with the current data of the other stream.
Products for each delay (channel) are accumulated and the accumulator overflows are
counted. This procedure continues for one integration period, as defined by a control line
(INT) held low. Integration is performed continuously until INT is strobed high. At this
time the overflow counters from each channel are isolated from their respective accumula-
tors. After the counters have settled DATARDY going high signals that data is available
for output. The overflow counters are cleared and are reconnected to the accumulators
and a new integration period begins at this time. The contents of the overflow counters
are output, under user control, through a 24 bit wide shift register after DATARDY goes
high. Data output is either word serial or byte serial, under user control. When word serial
mode is selected only the 16 most significant bits of each channel are output. DATARDY
will remain high until all of the 32 output registers have been read, regardless of which
output mode is selected. A test mode is provided to decrease the time required to test the
onboard overflow counters.

3 Functional Description

3.1 Initialization

The chip must be powered up with RN held low for at least 10 clock cycles, while OUTCK
and INT are held low. This will bring the chip into a sanity state while guaranteeing that
the output pads will be tristated. During this time the overflow counters will be cleared
and the control state machine will be prepared for normal operation. Integration will begin
on the clock following RN being brought and held high. The delay path shift register and
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Figure 1: Functional Block Diagram
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the channel accumulators can never be cleared. Figure 1 shows a block diagram of the
correlator chip.

3.2 Data Input

Data will be input to the chip on the A and B data buses (A0,A1 B0,B1) every clock cycle.
‘Although data will still be clocked into the chip, processing will not occur between INT
being strobed high and DATARDY going high. Pins A0 and Al are the least significant
and most significant, respectively, bits of the delay line. B0 and B1 are the least significant
and most significant, respectively, bits of the undelayed signal.

Additionally, two auxiliary input ports (AUXA0,AUXA1 AUXB0,AUXB1) are pro-
vided. These ports are multiplexed with the A and B buses, respectively, under the con-
trol of the AUXINA and AUXINB pins. When AUXINA is held high, the A bus becomes
the input port to the chip, when AUXINA is held low the AUXA bus becomes the input
port to the chip. When AUXINB is held high, the B bus becomes the input port to the
chip, when AUXINB is held low the AUXB bus becomes the input port to the chip. The
auxiliary input ports behave identically to the primary ports.

3.3 Correlation

Correlation begins on the clock following RN being brought and held high or when INT
is held low and DATARDY goes high (signaling that data is ready from the previous
integration period). At that time each channel will multiply the data on the B bus with
the output from it’s respective delay element. The product will be accumulated with the
previous sum for that channel. Any overflow from the accumulator will be counted in the
overflow counter of that channel. This process will continue until the INT signal is strobed
high for at least 1 clock cycle.

The multiplications are not purely binary in nature. The output of the multiplier is
biased in a manner described in Section 4. The accumulator contains a four bit adder and
four bit register. The carry out of the adder is the toggle signal into the the overflow ripple
counter. The overflow counters are 24 bits wide, allowing for the count of up to 224 — 1
overflows. The frequency of overflow is a function of sample frequency and the length of
the integration period.

3.4 Data Output

At the end of the integration period, signaled by INT being strobed high for at least 1
clock cycle, the overflow counters will be isolated from the processing elements. After the
overflow counters have settled (10 clock periods, maximum) the contents of the counters
will be dumped into an output shift register and the chip will signal that data is ready
(DATARDY) on the output bus. When DATARDY goes high the first data can be read
from the output bus on the next rising edge of QUTCK. When DATARDY goes high a
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new integration period begins. DATARDY will remain high until all 32 output registers
have been read, regardless of which output mode is selected.

At all times, after the clock starts, data will be output from the end of the delay line
at pins AOUTO0 and AOUT1. AOUTO is the delayed version of A0 and AOUT1 is the
delayed version of Al. These pins may be used in a cascaded system by connecting them
to the A0 and A1l pins of the next chip downstream.

Data output is, optionally, word serial or byte serial. Holding the output control signal
(BYTE) high during the output phase will output the 24 bits of the counters in 8 bit bytes,
most significant byte first. Pins DO0-DO7 will be used (DOO being the least significant bit).
Pins DO8-DO15 will be tristated. Holding BYTE low will cause the 16 most significant
bits of the counter to appear on pins DO0-DO15.

The output pins DO0-DO15 will be tristated whenever DATARDY is low or when
DATARDY is high and OUTCK is low.

3.4.1 'Word Serial Mode

When BYTE is held low (word serial mode), successive output words will be clocked out
by the rising edge of OUTCK. During the low half of the OUTCK cycle the output bus
will be tristated. OUTCK has a minimum frequency of 0H z and a maximum frequency of
10M Hz. OUTCK periods do not have to be of equal length and the duty cycle need not
be 50%, but a minimum pulse width of 44ns is required.

During the output phase the output data shift register will be cleared. The output
clock must be strobed 32 times to unload the output shift registers. Data on the A and B
buses continues to be input to the chip during the output phase.

Data output is terminated by bringing and holding OUTCK low after reading out all
32 channels.

3.4.2 Byte Serial Mode

When BYTE is held high (byte serial mode), successive output bytes will be clocked out
by the rising edge of OUTCK. During the low half of the OUTCK cycle the output bus
will be tristated. OUTCK has a minimum frequency of 0Hz and a maximum frequency of
10MHz. OUTCK periods do not have to be of equal length and the duty cycle need not
be 50%, but a minimum pulse width of 44ns is required.

During the output phase the output data shift register will be cleared. The output
clock must be strobed 96 times to unload all of the output registers. This option allows
access to the 8 least significant bits of the overflow counters, as well as providing an 8 bit
data bus. _

At the end of the output phase the chip will be ready to begin a new correlation. Data
on the A and B buses continues to be input to the chip during the output phase.

Data output is terminated by bringing and holding OUTCK low after reading out all
32 channels. '
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3.5 Test Mode

Test mode provides a method for checking the operation of the 24 bit overflow counters.
Test mode is entered by bringing and holding TEST high, while in an integration period.
Test mode breaks the overflow counters into three 8 bit counters, the inputs to which
are the overflow bit of the adder in each channel. An appropriate input pattern must be
applied to the A and B buses during test mode operation. Access to the counters is the
same as during normal operation.

4 Biasing Multiplication

The multiplication to be performed takes two 2 bit input words and forms a 3 bit product.
The mapping of data is described in Figure 2. B0 and Bl are the real-time inputs. A0
and Al are the delay line inputs. PO, P1 and P2 are the product outputs.

B1 BO| Al A0 |P2 P1 PO
0o 0|0 00 1 1
0o o0({0 11 0 O
o 0|1 00 1 1
0o 0|1 1}0 1 O
0o 1|10 oO0j1 O O
o 110 1]1 1 0
o 1|1 0]0 1 O
o 1}1 110 0 O
1 00 00 1 1
1 0|0 1]0 1 O
1 0|1 O0]0 1 1
1 0|1 1)1 0 O
1 1,0 0|0 1 O
1 110 1{0 0 O
1 141 01 O O
1 1/1 1]1 1 O

Figure 2: Biasing Multiplication Truth Table

5 Data Path Design

Each of the 32 channels integrated on the correlator chip are identical. A single channel
consists of 2 delay elements for the time-lag input signal, one biasing multiplier, one 4 bit
adder with a 4 bit accumulator register and a 24 bit counter.
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The overflow counter, which stores correlator integration values is an asynchronous
ripple counter. The asynchronous design reduces the power requirements of the chip. The
biasing multiplier is implemented as n-transistor pass network [3,4,5,6], which yields a very
dense, regular, combinational logic network, while providing the operational speed required
by the 25 MHz clock frequency. The four bit adder is implemented as a Transmission
Gate Conditional Sum Adder [7,8]. This adder provides the performance needed while
minimizing both capacitive loads and silicon area required to implement this function.
In general, the use of pass transistor networks reduces nodal capacitance, which is an
important consideration in low power applications. Each channel also contains two pipe
registers, between the carry out of the adder and the input to the overflow counter. These
registers serve two purposes. First, the propagation path would be too long for a 40ns clock
period and second the registers provide a means for isolating the ripple counters from the
input data path. At the end of an integration period, the counters must be allowed to
settle, before output data is ready for reading. All registers are static.

6 Controller Design

The correlator chip requires two controllers. The input data path controller maintains the
state information required by the 32 channels. The input data path has two main states.
The first state is normal integration and the second is the preparation of integrated data
for output. The output controller provides the control of the output shift register and the
formatting of the data sent to the output port.

Both controllers were designed using Sequence Invariant State Machines [1]. The logic
of such state machines is invariant with respect to the actual sequence required. Only the
number of states and inputs need to be known to specify the logic.

A general block diagram of a Sequence Invariant State Machine is shown in Figure 3.
The logic that forms each next state equation, Y;, consists of a storage device (a D flip-flop),
next state excitation circuitry, a Binary Tree Structured (BTS) network, which generates
the next state values to the flip-flop, and input logic consisting of a pass transistor matrix.
Present state information is fed back to the next state logic and input information drives
the input switch matrix.

A general BTS network is employed to formulate the next state equations for sequential
circuits. This general BTS network represents a complete decoding of an input space and
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hence only constants are input to the network. Any specific function can be realized by
simply changing the pass variable constants, 1(0), at the input to the appropriate branch.
The input matrix is programmed with appropriate connections to 1(0) to produce the
desired state transitions. Changing the sequence of operation merely requires a repro-
gramming of these connections. For the correlator state machines, the input switch matrix
was eliminated by applying the inputs, I, as pass variables to the BTS network. Work to
produce a general theory for this logic reduction is currently under way at the UI NASA
SERC.

6.1 Input Controller

During integration, the input state machine connects the 24 bit overflow counters to the
calculation section, while disconnecting the output shift register. At the end of an inte-
gration period, signaled by INT going active, the controller moves through a fixed set of
states. The state machine first isolates the overflow counters from the calculator. The
machine then steps through a number of states while the ripple counters settle. At that
time the counters are first parallel loaded into the output shift register and then reset. The
state machine then reconnects the counters to the calculator, beginning a new integration
period. This controller also sets a latch which signals that data is ready for reading.

The use of Sequence Invariant State Machines proved invaluable in this application.
At the time of initial logic design, it was unknown how long it would take for the ripple
counters to settle. It was desirable to minimize the length of time that the counters were
disconnected, as this time shortens the integration period. The state machine was initially
designed with a number of wait states which was deemed sufficient. After circuit design
was finished on the counters, several states could be removed. The redesign of the state
machine required about 10 minutes of engineering time and about 10 minutes of layout
time. This is a significant improvement over traditional state machine designs. The output
equations of the signals required to control the data path are formed by logical blocks which
are identical to those in the state machine itself, as described in [9]. Again as the number
of states changed, the output equations were also easily modified.

The input state machine requires only two external signals, INT and RESET, for proper
operation.

6.2 Output Controller

The output state machine provides signals which control the output and formatting of
correlated data. This chip has two modes for data output, byte serial mode and word
serial mode, which are selected with the BYTE pin. When the circuit is in byte mode the
24 bit counters are read out in 8 bit bytes. Word mode sends only the upper 16 bits of
each register. Qutput is under user control. New data appears on the output pins on the
rising edge of OUTCK. When OUTCK is low the output pins are tristated. Additionally,
when in byte mode, the upper 8 bits of the output port are tristated. When all data has
been read the DATARDY flag is reset.
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The output controller, therefore, must control several operations. Byte mode requires
that the three 8 bit portions of the overflow counters be multiplexed onto the lower 8
bits of the output port. The mux control signals are formed by the output controller.
Additionally, the tristate signal, for the upper 8 bits of the output port, is provided by
this machine. A seven bit counter is decoded for either byte or word mode. This counter
maintains a count of the amount of data which has been read out. When the output shift
register is empty, the DATARDY flag is reset. This controller also provides the clock for
the output shift register itself.

Again, as in the input controller, Sequence Invariant State Machines were utilized in
this controller. As logic design progressed, inevitable changes were easy to implement with
these functional blocks.

This controller requires three external signals. BYTE to signal which output mode is
active, DRI which is the data ready signal from the input controller and RESET.

7 Layout

The mask design of the correlator chip was straight forward as the structure is extremely
regular. The base cells and the layout of the correlator core required only 30 hours of layout
time. The core of the chip, the 32 correlator channels, contains 31,948 transistors. The
n-transistor to p-transistor ratio is 1.77, which reflects the extensive user of n-transistor
pass networks. The silicon area consumed by the core is 3.49mm by 2.52mm, which yields
a density of 275.3um?/device.

The layout of the Sequence Invariant State Machines was done with a pre-released
version of the silicon complier described in [2]. The correlator chip, as a whole contains no
more than 120 random devices. Figure 4 is a plot of the correlator chip.

8 Summary

A 25 MHz CMOS correlator chip has been described. The chip provides either crosscorrela-
tion or autocorrelation of 2 bit input signals at a data rate of 25 Megasamples/second. The
32 channel chip, designed for space applications, consumes no more than 10mW/channel.
The VLSI circuit has two options for data output and provides a simple handshaking
scheme. The layout of the correlator is highly regular and has taken advantage of Se-
quence Invariant State Machines, in the controller design.
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Frequency Domain

FIR and IIR
Adaptive Filters

D.W. Lynn
Department of Electrical Engineering
University of Idaho
Moscow, Idaho

Abstract

A discussion of the LMS adaptive filter relating to its convergence characteristics
and the problems associated with disparate eigenvalues is presented. This is used to
introduce the concept of proportional convergence. A novel approach is used to ana-
lyze the convergence characteristics of block frequency-domain adaptive filters. This
leads to a development showing how the frequency-domain FIR adaptive filter is easily
modified to provide proportional convergence. These ideas are extended to a block
frequency-domain IIR adaptive filter and the idea of proportional convergence is ap-
plied. Experimental results illustrating proportional convergence in both FIR and IIR
frequency-domain block adaptive filters is presented.

1 The LMS Adaptive Filter -

We first present Widrow’s LMS adaptive filter, analyzing it’s mean convergence fol-
lowing his approach in [5]. The equations describing an FIR filter in both scalar and
vector notation are

N-1
yj = Z wigj; = WTX; = XJTW
i=0
with X}' = [a:j, L1y @ 2yeres zj_(N_l)] and WT = [wo, wy,...,wN_1]

The goal of an adaptive filter is to automatically adjust the weights W so that the
difference between the output {y.} and some desired signal {d,} is a minimum in a
mean square sense. That is, withe; =d; ~y; =d; - WITX; =d; - XJTW'

E((¢;)*) = B(d?) —2E(d;x])W + WTE(X;xT )W
where E () represents the expectation operator. With P,y = E (d;X;) (the cross-
correlation between {d.}) and {z,} and R, = E (X JT X j> (the autocorrelation of

{zn}), the mean square error { can be written

¢=E(dl) - 2PLW + WTR.W ey

Since the MSE (mean square error) is a hyperquadratic function of the weights, in
" essence a bowl shaped surface with a single global minimum, the minimum can be
sought using simple gradient search techniques. That is

Wi =W; —pV;




where y is a scalar constant that controls the rate of adaptation, and V; is the gradient
of the error surface with respect to the weights evaluated at time j.

2
v-—ai@——zp + 2R, W (2)
3= W = xd zz

Setting gradient to 0 yields the optimum choice of W for minimum mse
W* = R;}P.4 (3)

Since R.. is positive definite, it is non-singular and it’s inverse exists. This equation
is the Weiner-Hopf equation written in matrix form, thus W* represents the optimum
Weiner filter.

Obviously, if R., and P.4 are known exactly (3) gives the optimum weights and
requires the inversion of the autocorrelation matrix, but this need only be done once.
In one approach to adaptive filtering, a large number of data samples are processed to
obtain an accurate estimate of R, and P.4, then R7! is found and W* is computed and
the data are filtered using W*. This approach requires a large amount of data storage,
imposes a significant processing delay and works well only for stationary signals. The
LMS approach uses the gradient method presented above but to minimize the storage
requirement, the gradient is estimated on the basis of no more data than are present
in the filter itself. That is, at iteration j, we estimate R, ~ XJ-XJT and P.q =~ d;X;.
With this, the estimated gradient at iteration j becomes V; = —2¢;X; and the weight
update becomes

Wit1 = W; + 2pe; X; (4)

Admittedly, these estimates of the gradient are noisy, but if x is chosen to be small,
the error in each estimate will contribute little to the final solution.

To analyze the convergence characteristics of the LMS adaptive filter, consider an
ensemble of adaptive processes that all begin with the same initial weight vector Wj.
Also, the inputs to each adaptive filter are drawn from the same statistical populations.
If we take the expected value over the ensemble of the weight update (4), we have

E(Wjs1) = E(Wj) + 2 (Ped — Rzo B (W) (5)

provided that X; and W; for each adaptive process are uncorrelated. We first note,
that in the mean, the gradient estimate equals the true gradient, so, it the adaptive
filter converges, the weight vector converges to the Weiner solution. We can simplify
(5) if we translate the weight vector coordinates so that the optimum weight vector in
the new coordinate system is 0. That is, let the new weight coordinates be represented
by the vector V' where V; = W; — W*. Letting W; be V; + W* and recognizing that
P,y = R..W?*, the above expression becomes

E(Viq1) =(I - 2uRqe:) E(Vj) (6)

= (I - 2/‘Rzz)j+1 I/0

This is a geometric equation whose convergence depends on R,, and u. If we now
rotate the weight space so that the axes fall along the principle axes of R, the above
equation will be transformed into a set of uncoupled scalar equations. Since R..
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is symmetric, it can be orthogonally diagonalized as in A = Q@ 'R.,Q where A is a
diagonal matrix composed of the eigenvalues of R,,, that is A = diag[Ao, A1,..., AN_1]
and @ is the orthonormal modal matrix of R, that is the columns of @ are the
normalized eigenvectors of R, each of which is distinct and orthogonal to the other
eigenvectors. Thus QQT = I and Q! = QT. Now, substituting R,, = QAQT into
(6) and premultiplying both sides of the equation by QT gives

E(V}) = (I - 2u0)' V3 (7)

where V! = QTV is a rotation of the translated weight coordinates into the principle
axes of R... Now, because A is diagonal, the above equation decouples into a set of
scalar equations

”z"_.,- = (1~ 2pA,) vy, |
with v, representing the pth element of V'. We will refer to {vp} as modes of the

adaptive filter. It is evident that for F <VJ’ > and hence E (W;) to converge, we must
have
1 —-2udp| <1Vp

which will be satisfied if 0 < g < 1/Anaz since 0 < A, Vp because R, is positive
definite. It is important to note that this only guarantees convergence in the mean
over an ensemble of adaptive processes. Note here that choosing p = 1/2, will give
the fastest convergence for mode p. In fact it should converge in the mean in one step.
but unless A, = Apmqge, other modes will not converge. p must be typically be chosen
< 1/2Amaz because the gradient estimate is itself noisy. Often, the eigenvalues are
not directly available. Since R, is positive definite, A0z < (Eﬁ;l Ai = trR;;) and
since trR,, is just the average power in {z,}, p is conveniently chosen as 1/trR...)
It should be clear that Ap,,, limits rate at which the filter can converge. The mode
associated with A, converges the fastest and that the mode associated with An;n
will be the last to converge. That is, the overall convergence of the LMS algorithm
is controlled by the spread in the eigenvalues of R... This aspect has attracted a lot
of attention among researchers attempting to speed up LMS convergence. If all the
eigenvalues were equal, the LMS algorithm could be made to converge at the fastest
possible rate, taking into account that the overall rate must still be relatively slow to
compensate for the fact that we have only estimated the gradient.

Another related problem we encountered [13] has to do with the non-proportional
convergence of the modes of the adaptive filter, particularly in non-stationary envi-
ronments. The most highly correlated modes of R, will have the largest eigenvalues
and these modes will be resolved first. Since the eigenvalues of R, are related to the
power spectral density of X, this essentially means that the spectral components of
X that have the most power will be resolved first. If the problem is non-stationary,
the lower power components may never be resolved. This effectively alters the power
spectral density of the output process in a way that may be undesirable. For example, -
consider processing speech for noise cancellation using the line enhancer configuration
of the adaptive filter. The spectral components of speech having the highest power are
those in the low frequencies, so these will be resolved first. The high frequencies may
never be resolved. In this case the non-proportional convergence has effectively added
a low-pass filter. This is very undesirable as a large percentage of the intelligibility of
speech is carried in the higher frequencies.
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One way to achieve both goals of faster and more proportional convergence is to
normalize (7) by replacing p with pA~1. This amounts to replacing a scalar-u by a
vector or a matrix u. If we do this, and follow our development back through the
rotation and translation steps, we arrive at the update equation

Wis1 = Wj + 2uR_e; X; (8)

A number of algorithms have been developed using this approach which is essentially
Newton’s method for the minimization of a quadratic surface. Most of these are
referred to as “self-orthogonalizing” adaptive filters and they attempt to estimate RZ}
at each iteration. [26,6][5,20] This results in a much larger computational load than
might be desired. Not only is there the additional load of estimating RZ2, but also an
extra matrix multiply is required between it and the gradient estimate.

Another way to do the same thing, and the approach we pursue in this paper, is
to transform the input data into the rotated space, perform the update and output
computatjons in the rotated space and then inverse transform the output data. To
see how this might work, let us premultiply both sides of (8) with Q7. With RZ! =
QA~-1Q7T, this becomes

Wi, = Wi+ 2uA"te; X} (9)

where W! = QTW; and X;= QT X; represent vectors in the rotated space. Because A
is diagonal, we shall often refer to uA~! as a vector-u. Note that each of the modes of
the adaptive process decouple and we end up with IV one-weight adaptive filters with
the adaptive gain equal to p/), for the pth mode. This can also be seen in the fact
that A = FE (X X ;-T>, s0 Ap is just the power in the pth component of X} averaged
over the iterations 7. This approach is very attractive in that it requires no more
computation than the usual LMS time-domain approach, yet it promises improved
convergence rates as well as more proportional convergence. The only obstacle to be
overcome is the problem of transforming X into the rotated space. We could attempt to
estimate @), but this is essentially the same as the Newton’s methods discussed above.
What is needed is an orthogonal transform that decouples the spectral components
of X. Several candidates have been studied, the most prominent among them being
the Discrete Fourier Transform (DFT). Efforts to improve convergence in this way
developed synergisticly with efforts to reduce the number of computations required in
the adaptive filter by using the Fast Fourier Transform (FFT) to implement high speed
convolution and correlation.

Yet another recent approach [30] uses a DCT to estimate {A,}, orders the set by
magnitude and then assigns to u a sequence of values related to the reciprocals of the
ordered set {A,}. Effectively, once the mode associated with A,z is converged, p can
be increased to speed the convergence of the mode associated with the next largest
eigenvalue until it too is converged and so on.

2 The Block Adaptive Filter

A block adaptive filter using FFTs to perform fast convolution and correlation was
proposed nearly simultaneously in 1980 by Clark et. al. [9,14,18] and Ferrara [10].
Clark also presented the effect of block processing on the convergence and misadjust-
ment of the adaptive filter as opposed to point by point processing. Waltzman and
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Schwartz [1,3] had earlier applied the use of the FFT to the automatic channel equal-
izer. Not only did they show that the filter could be run with fewer computations,
but by adapting the weights in the frequency domain they were able to obtain tighter
bounds on Apn.r and Anin and hence a more accurate setting for x. The following
discussion is based largely on the approach used by Clark et. al.

We note that the convolution y; = WTX; = XJTW can be written in matrix form

as r
Y; X; wo
Yi+1 X 741 w
. _ | xT 1
Yi+2 | = i¥? (10)
Yi+3 Xj+3 .
. . wWN-1
or as
Y= X\W (11)
where Y] is an L element vector [yiL, YiL+1,- -+ y(l+1)L—1]T and X; is an L by N matrix
whose rows are the transposes of the vectors X; = [z;,2j-1,.. .,zj_(N_l)]T for j =

(IL,IL +1,...,(1+ 1)L — 1). We also similarly define desired and error vectors D; and

E; so that E;y = Dy - Y; = D; — X;W. Thus, instead of computing the error for every

input point, we only do so once every L points. For this approach, we are interested
_ in minimizing the block mean square error {p.

1
¢ =B (FETE,)

Under the assumption that the inputs are stationary, it is easy to show that the block
mean square error will be the same as the mean square error in the unblocked filter.
Further, the Weiner optimum weights will be the same in both cases.

We also only update the weights once per block. Following the same approach
as for the unblocked case, we approximate the the gradient of the £g using only the
information available at that iteration. That is £g ~ 1/LETE;. (We note that this
is L times the information that was available to the unblocked filter so we suspect
that this gradient estimate is not as noisy as the estimates generated by an unblocked
filter.) This leads to a block weight update equation

Wi =W + “TBX,T E (12)
where pp is the block adaptive gain constant.

By a similar analysis as applied to the unblocked filter, it can be shown that conver-
gence is guaranteed in the meanif 0 < pp < 1/A,42 Which is the same condition as for
the unblocked case. However, we must set ug = Ly for the blocked and unblocked fil-
ters to converge at the same rate. Depending on L and how much smaller than 1/2) 4
4 is chosen to compensate for the larger gradient estimate noise in the unblocked filter,
this may or may not be possible. So the blocked filter may be constrained to converge
more slowly. This is particularly true in the case of highly disparate eigenvalues. We
need to remember here that this discussion applies to a scalar up and that when we
eventually introduce a vector-u, the convergence of the blocked algorithm can be made
faster than that of the unblocked filter. There is, however, another factor that may
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limit how large L can be. In applications where {z,} is slowly non-stationary, L must
be small enough so that over several successive L-point blocks (the number depending
on the convergence rate) {z,} is approximately stationary. Otherwise, the filter would,
at best, not properly track the non-stationarity or, at worst, become unstable.

Let us next consider how to apply the FFT to reduce the number of computations
required in the block adaptive filter.

The N-point DFT of a sequence z(n) is computed

N-1
X(k)= ) z(n)WR*

where Wy = e~3¥ and Wg for n = 0,1,2,...,N — 1 are the N roots of unity.
Similarly, the inverse transform is given

1 N-1 .
z(n) = — X(R)YWS™
) = 5 3 XEWi
These transformations can be written in matrix form

1 «T
X =vVNFX and X = 5 TX
where X = [X(0), X(1),..., X(N-1)]T, X = [z(0),2(1),...,2(N—1))T, F is a matrix
whose (k,n)th element is W§*/V N, and * represents the complex conjugate and T
represents the transpose operation. We note first of all that F is symmetric and that
F* = F1so that F is a unitary transform. Also, it can be shown [25,2,21] that if C
is a circulant matrix, F will diagonalize it. Further, if the diagonalization is expressed

Ac = FCF* (13)

then the eigenvalues of C and the elements of A¢c will be given by the DFT of the first
column of C.

With this background, let us now illustrate how the DFT can be used to implement
the convolution in (11). First we rewrite (11) as follows

[,},]=[,’Q H?] (14)

where the .’s represent arbitrary elements which do not affect the equation. More
simply,
}/la - X‘GWG

If X can be made circulant, then the DFT can be used to diagonalize it. This can be
done by defining X to be an M X M circulant matrix whose first column is the M-
point vector [31L—(N—1), e ersZIL—1s ULy TIL4+1s - +» 3(1+1)L-1]- Each successive column
is formed by circularly down shifting the previous column by one sample. The M point
augmented weight vector W* formed by padding the N-point W with N — M zeros.
The result will be another augmented vector Y;* whose last L points is the vector Y.
With I = F*F, we can write

L

i

Y? = =F'FX{FVMFW®
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which, with the circulancy of X, can be written
Y = DFT! {DFT([::,L_(N_I), s ZULy ooy Z41)L-1]) ® DFT(W“)} (15)

where @ is a point-by-point multiply of two vectors. Consider the following example

with [ = 0.
Y1-N T1_N ZL-1 °*** ZTL_N4+1 ZL-N *°* Z3-N ZT3_-N wo
Y2-N TN ZT1-N °*** ZL_N4+2 ZL-N+4+1 °°° %4-N Z3_N wy
Yo _ Zo T_1 - Z1-N TL-1 o Z2 T3 WN-1
n 21 o -+ 23N N e+ T3 z3 0
yrL-2 T2 TL-3 *** TL_N-1 ZTL_N-2 °*** Z1-N <ZL_1 0
| Yz-1 )} | ZL-1 ®L-2 -+ 2L-N TL-N-1 *** ZT2-N Z1-N || O

(16)

From the above, we can see that the last L = M — (N — 1) points yg to y—; represent
points from the linear convolution of z(n) with W. The previous N — 1 points are
incorrect and are discarded. The next segment of z(n) to be processed will overlap
the previous by N — 1 points, ie., [£L-N41y+++s2L-1yZLy LL+15-- -y Z2L-1] This will
produce another valid L points which are abutted with the previous set. This is the
standard “overlap and save” approach to discrete convolution using the DFT.

Waltzman [1,3] and, later, Ferrara [10], observed that the update (12) involved a
cross-correlation between X; and E; and that this also could be sped up by applying
FFTs. To see how this is done we first observe that by taking the complex conjugate
transpose of (13), we have

AL = FCTFe

Now, as before, we augment the vectors in (12). We use the same circulant matrix X7
and augmented vector We. This requires the use of an augmented vector Eff, whose
first N — 1 points are 0 and whose last L points form E;. That is

ol ] e

Wi = Wi + 252 x¢T By

or, simply,

This is fortunate because it gives us a consistent set of augmented vectors. W and X?
are the same for both the update and convolution equations. Also, Ef = Df - Y%, if
we define an appropriate augmented vector for D;. Next, with the fact that 7*F = I,
the augmented update equation becomes

We., = W + 2’%—\/1]‘:4}".7:)(,“T}"«/M}'E,"

Since FXfTF* is given by the complex conjugate of the DFT of the first column of
X7, the update equation ultimately becomes
Wii= Wi+ 2’—LL£DFT"1 { (DFT([:B[L_(N_I), R 13 A 2:(1+1)L_'1])) (18)
®DFT(Ef)}
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X|a

Figure 1: The Block Frequency Domain LMS Algorithm

Remembering that we must set the last M — N points of Wy, ; to zero before per-
forming the next convolution, (15) and (18) describe the block frequency domain LMS
algorithm. This process is summarized in Figure 1. Since the FFT is a linear opera-
tor, there is considerable flexibility in the structure of the algorithm. If we move the
window to a position just before the adaptive gain multiply, we get a structure that
reduces the number of multiplies and adds in the weight update calculation. Another
possible rearrangement is shown in Figure 2. Here, the adaptive gain takes place in the
frequency domain and opens up the possibility for selective gains for each frequency
bin. In this structure, the FFT after the window could be moved above the weight
recursion to reduce the number of additions.

Choosing the FFT length to be twice the number of weights (M = 2N) allows the
filter to generate L = N + 1 valid output points at each iteration. Taking advantage of
symmetries, we can argue [29] that a 2NV radix 2 point FFT requires 2N log,(N) — 4N
real multiplies and 3N log,(N) + 2N — 12 real additions. Working from Figure 1, we
see that there are 5 FFTs. Using the symmetry in the FFT of a real sequence, each ®
operation requires N — 1 complex multiplies and 2 real multiplies. The 5 operations
each require N real additions. The adaptive gain requires N real multiplies. Overall,
to generate N + 1 output points requires 10V log,(/N) — 11N — 4 real multiplies and
15N log,(IN)+16 N —64 real additions. To produce N +1 points from an N-weight time-
domain adaptive filter requires 2N? + 3N + 1 real multiplies and 2N? real additions.
Of course, the time domain filter performs a weight update for each output point
produced and, although we could alter it to do an update only once every N + 1 points
as the block filter does, would not result in any computational savings. The ratio of
complexity of the frequency-domain block adaptive filter to the time-domain adaptive
filter for several values of N is given in the following table.

We need to remember that while we have achieved some computational savings,
that is not our only objective. Next we consider the issue of proportional conver-
gence. Much of what follows is motivated by Picchi and Prati’s presentation of a
self-orthogonalizing adaptive equalizer in {20}, however our approach is novel and re-
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xi

Figure 2: Another Version of The Block Frequency Domain Filter

| N || Multiplies | Additions |

8 0.967 3.313

16 0.820 2.250
32 0.580 1.391
64 0.374 0.820
128 0.228 0.471
256 0.134 0.265
512 0.077 0.147
1024 0.043 0.081

Table 1: Ratio of Frequency Domain to Time Domain Calculations




quires fewer approximations.

In order to formalize the sectioning and zero-padding operations we define two
projection operators Iy and T'g. T is constructed from an M x M identity matrix
00
0 I
is I x L. Il is similarly constructed but in this case the first NV diagonal elements are
left at 1 with the remaining L — 1 elements set to 0. When I'f premultiplies a vector,
it projects its first N — 1 points to 0. When premultiplying a matrix, it sets the first
N — 1 rows of the matrix to 0. Postmultiplying a matrix by I'g, is equivalent to setting
the first V —1 columns to zero. Iy has similar properties but applies to the last L —1
points of a vector or rows or columns of a matrix. With this (17) can be restated

whose first V — 1 diagonal elements have been set to 0. Thus I'y = where I

f = Wi+ 2B Iy X TEp (19)

which formalizes the fact that the weight vector must be updated in such a way so
that last M — N elements of W are always 0.

Now, to consider the convergence of the augmented blocked filter, we take the
expected value of (19) over an ensemble of adaptive processes just as we did in for the
unblocked filter. This gives

E (W) = E (W) + 252 v B (X7 T By )

With Ef = Df — T XfW? and with the assumption of independence between X7 and
W; the above expands to

E(W&,) = E(W)) + 2-’-‘§IIN (E(x¢"D§) - E (XFTTLXP) E (W)

Observing that

E<X?TD?>=E<[: ?;] [Ig, ]>=L[1/LEIZ§;-"D1> ] = LFz

and that

E<[ XIT] 0 0” . ]>_L R.: 1/LE(XFX,
- XT [0 Ijlx X |/~ 7| yLE(XTXi) 1/LE(XTX.

or, in augmented matrix notation,
E(X{TTLX?) = LRS,

where we have chosen X, to represent a part of the circulant matrix X. We can now
write

E(Wfi,) = E(WF) - 2plly (R, E (W) - P) (20)

This is just the blocked and augmented analog of (5) and the projection operator and
the quantity in parentheses is the augmented form of the gradient (2). To find the
optimum weight vector, we set the gradient to 0, but we note that this imposes no
constraint on the augmented components of the gradient since IIy already forces them
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to zero. All that is required is P,q = R.,W*. That is, the projection operator Iy
guarantees that W*® is W* (the Weiner optimum weight vector) padded with L — 1
zeros, which is precisely what we desire. If Iy were not present, as is done in Mansour
and Gray’s unconstrained filter [15,16], setting the gradient to zero would also require
that

E(XTX,)W* = E(XTD)) (21)

which is only true if D; = Xi;W* + ¥ where ¥ represents samples of a white gaussian
noise sequence. This will be true if {z;} and {d;} are related by a simple FIR transfer
function whose order G is less than or equal to N. Provided this is the case, we can
delete IIy which also allows us to drop two FFTs. The only drawback is that while
the last L — 1 points of W* start out as 0, gradient noise will allow small non-zero
quantities to enter in which will lead to a slightly higher mean square error (MSE).
When M > G > N, N—G of the weights will tend toward non-zero values and the filter
will be able to achieve a lower mean-square error than a constrained N weight filter.
The lower MSE comes at the expense of introducing circular correlation products;
however, if N — G is small with respect to L this may be tolerable. The amount of
error introduced has yet to be studied extensively. The same is true when the transfer
function between {d,} and {z,} is IIR where the unconstrained filter will attempt
to use all M weights. The unconstrained filter also fails when it is configured as a
line enhancer where z; = z7%d;. Because the filter is unconstrained it can find the
non-causal solution for which the mean square error is zero — unfortunately, this is a
useless solution.

While we could continue to pursue the mean convergence of augmented blocked
algorithm, it is exactly the same as that of the blocked algorithm. What is important
to note here is that, although the above expectations have explicitly determined the
augmented portions of P2, and R} , these portions contribute nothing to E <WﬁH>
as a result of the projection Iy and the zero padding of W (also due to IIx). This
will later allow us to augment R, in such a way that R2_ is easily invertible.

As we saw in Section 1, we can both speed up and orthogonalize the convergence
of the LMS adaptive filter by replacing p with pR;l. Writing (8) using augmented
vectors consistent with those we have already defined gives

We, =W+ 2“L—BnN(R;;)°nNX;*TE;‘

where (R;1)® is an M x M augmented matrix whose upper left corner is composed of
the N x N matrix R;}. The remaining elements of the matrix are arbitrary. Pre-and
post-multiplying (R;1)® by IIv guarantees that they do not enter into the computation.
Now, if we again take expectations over an ensemble, we will have

E (W) = E(Wi) — 2ulIN(R;})* Iy (REE (W) - P2y) (22)

But,
IOn(RZ;)TINRS, =Ty
= NIy(RZ,) " RS,

and, while we have Iy P2, = IIyR3, W*?, since the augmented portion of P, is not
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constrained, we can let P2, = R2 W*?. With this we have

ly(R;;) NP7y = IN(RZ ) IN R W
=TIyW*e
= Ty (R, )1 Rs W
= IIn(RS;)1 P,

Thus, in the mean, IIy(R;1)°IIy can be replaced by IIy(R%,)~! and the update
equation becomes

Wi = We + 252 IIn(R2,) " X T By (23)
Now, we pre-multiply with VMZF and insert F*F = I at appropriate points. Thus,
Wi, = WP+ anf'z“TBf(Rg,)-lf*foTf-gf
where W and € represent DFTs of W@ and E*° respectively. Next, if R2, can be made

circulant, 7 will diagonalize it. That is A® = FR2 F* and Ae-l = F(Re,)1F.
With this the update equation becomes

Wi = W + FllyF 2B 2 A X T 7o (24)

This results in the structure shown in Figure 3. This filter [28] is exactly the same as
the fast implementation of the block LMS adaptive filter shown in Figure 2, except p

x|8.
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Figure 3: The Block Frequency Domain LMS Algorithm with a Vector p

has been replaced by u(A®)~1. Since this simply represents a point-by-point multiply
of two vectors, we see that this algorithm requires no more multiplies nor adds to
implement than does Figure 2!. The only additional computational load arises in
estimating (A%)~1.

1We need to note that Figure 2 requires N more real multiplies than did Figure 1.
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As we indicated above, we must augment R, in such a way as to make R2_
circulant. If we let r,, = r_, = E (242k+n) represent samples of the autocorrelation of

z(n), then
To ™ T2 e TN
r1 To T1 cer TN-2
R, = T2 71 To c++ TN-3

’T™-1 TN-2 PTN-3 °*°*° To

Next, following the approach used by Picchi and Prati in [20], we define R, as a
circulant matrix whose first column is given as

[TOa T1,725¢ ¢« s TN-1,P’N-1,"N-25...,T2, "'1]

and whose successive columns are given by circularly down-shifting each preceding
column by one sample. It is easy to see that the resulting 2N — 1 x 2N — 1 matrix
contains the N X N matrix R in its upper left corner. Defining RS, this way imposes
restrictions on L, namely we require L = N. L can be chosen greater than N by
defining the first column of R2, and inserting L — N zeros as follows:

[rO,TI,TZ!'")rN—l?O)""O)TN—].’TN—z" '-’7'2a"'1]

However, the only way L can be smaller than Nisifr, =0 Vn > G, for some G < N.
In this case the first column is given as

[7'0, 1,725« s TG—~1y Oa oy 0, TG~13T7G-2y:++yT2 "'1]

In the above there are G — N zeros, so the overall length is M = N 4+ G — 1, and thus
L=gG.

- Provided we can satisfy these restrictions on N and L we can easily diagonalize
RZ_ using the DFT. That is,

A = rae =i 5 (25)

where A? are just the diagonal elements of A%. From this expression we see that A? are
just samples of the power spectral density of {z;}, Pz-(w) convolved with the Fourier
transform of a rectangular window of length M. Thus, the problem of estimating A®
is simply one of spectrum estimation. :

A well known method for spectrum estimation is Bartlett’s procedure [23]. Using
this approach gives

"

K
A® = diag SX® X (26)

=0

1
K+1
where A}® is the DFT of the first column of X?. That is, at block K, ;\;-’ is just the

average over K +1 blocks of the power in the ith bin of the DFT of the reference input.
E <:\;‘> is a sample of P,z(w) convolved with the Fourier transform of a triangular

window of length M evaluated at w = 2%, Although this is not exactly equivalent to
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(25), it provides a simple estimator. The estimator given in (26) was first proposed by
Ogue et. al. in [19] and later by Picchi and Prati in [20] for use in an adaptive channel
equalizer.

For a general adaptive filter, especially in the case of slowly non-stationary inputs,

an exponential average might be more appropriate. That is,

B
1+p

where 8 is chosen to reflect the rate of non-stationarity. We need to be careful that
any of the i,“ do not become too small or they will cause the digital filter to overflow
when inverted. One way to prevent this is to constrain them to be larger than some
lower limit. This is equivalent to adding a noise floor to z before the FFT is taken
leading to the A estimate but it doesn’t require as much computation.

In summary, we have found a way to use the FFT to easily estimate the eigenvalues
of R,, and used this to orthogonalize the adaptive process. If we had taken a purely
heuristic approach, viewing the frequency-domain filter as a set of M independent
one-weight adaptive filters operating on the bins of M-point DFTs of z(n) and d(n)
we would have arrived at the same estimates as (26) and (27). That is, the adaptive
gain of each filter is determined only by the power in the associated bin. Of course,
adjacent bins of the DFT are not necessarily independent of each other. Hodgkiss
and Nolte [4] argued that the covariance between two Fourier series coefficients of a
process is approximately zero if the power spectral density of the process is relatively
smooth. This argument can be extended to the variance between DFT coefficients,
since these are just aliased Fourier series coefficients [24]. In this context, adjacent
DFT coefficients are approximately independent of each other if the power spectral
density changes slowly over the bandwidth of the DFT bins which will be the case if
the process contains no isolated periodic components and we choose M large enough.

These arguments correspond to arguments made above. If N, and hence M, is
greater than G, that is, if r, = 0Vn > G, then the rectangular window disappears and
the A¢ in (25) are exactly samples of P..(w). Further, the difference between using a
rectangular window and a triangular one diminishes as M increases and the estimate
in (26) approaches that in (25).

We also note at this point that the filter in Figure 3 degenerates to Narayan and
Peterson’s Transform Domain filter (TDF) [11,17] if the overlap is set so that at each
iteration only one output point is produced. That is L = 1 and M = N. In this case,
the inverse DFT used to generate Y} only produces one usable point. Since this one
point is the first point in the vector, its computation only involves the average of the
points in ), by definition of the DFT. Although the TDF requires more computa-
tion than the LMS adaptive filter, it has the advantage of proportional convergence.
Narayan [17] also proposed other transforms including the DCT to be used in place of
the DFT.

Another frequency-domain adaptive filter is the Dentino filter [8]. The Dentino filter
simply implements (8) using the DFT to orthogonalize the input data. It ignores the
fact that the DFT actually implements a circular convolution, so none of the vectors are
augmented and there are no projection operations. Though the filter output suffers
from circular convolution products, occasionally the meaningful information can be
extracted from the converged weight vector. Maiwald et. al. [7] observed that for the

a

1. )
¢ = A+ diag [A® @ &A** 27
1+1 1+ 8 i g(X 7 (27)
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case where the input is truly cyclic with period equal to the length of the filter, as
in an adaptive equalizer operating on a repeated training pulse, the frequency-domain
weights of an M-point Dentino filter converge to the DFT of the optimal M-point
transversal filter. After the weights have converged, they may be used to process data
using standard overlap and-save-techniques. This works well in an equalizer where no
output is generated during the training sequence. Another example of the Dentino
filter used simply for the information in the weights is given by Reed et. al. [22], who
use the filter to perform bearing estimation.

3 Proportional Convergence'

In this section we present the results of two experiments that illustrate the proportional
convergence of the general frequency-domain adaptive filter. In the first experiment we
present a signal consisting of two sinusoids to to a general 32-weight general frequency
domain adaptive filter configured as an adaptive line enhancer. In this configuration,
z; = z-%d;. This configuration is commonly used to improve signal to noise ratios
in noisy “single microphone” data. The filter will enhance input signals that have a
strong autocorrelation, while rejecting those whose autocorrelation is narrower than
é. The first sinusoid has a frequency 0.25 times the sample frequency and the second
has a frequency of 0.3125 times the sample frequency. This puts the first sinusoid in
the 17th bin of a 64 point FFT, and the second in the 21st bin. The first sinusoid
has an amplitude of 2.5 and the second 1.25 which gives a two to one relationship in
amplitude. We also set the first 128 samples of the signal to zero. Thus we will have
some zero output points before the sinusoids reach the filter. Finally, we analyze the
output data by looking at the average magnitude in the two processed sinusoids as a
function of output points. This is done for two cases. The first is the scalar-u case,
which is implemented with a vector-ux containing all ones. The second uses a vector-p
tailored to the power in the two sinusoids. It has the 17th and 21st points (as well as
the symmetric points) in the vector-u set to 0.000156 and 0.000626 respectively which
is based on the inverse of the average power in these bins. All the other points in
the vector-u are set to 0.002. The power in these bins is actually very close to zero,
which would ordinarily result in a much larger y at these points, but this is undesirable
since it may cause the filter to overflow. Instead we simply limit the minimum bin
power. The result of these two experiments are shown in Figure 4. The two thin
lines represent the scalar-u case, while the two thicker ones represent the output of
the vector-y case. The p was chosen for the vector-p case so that the higher-power
sinusoid was resolved at the same rate as in the scalar-u case. We can easily see that
in the scalar-u case the lower-powered frequency was not resolved at the same rate as
the higher-powered one. However, the vector-u allows the filter to follow a much more
proportional convergence.

For the second demonstration we use a frequency domain filter configured as a
canceler. We apply speech spectrum noise to the reference (z;) input and the same
noise filtered through a 32 point FIR filter applied to the desired (d;) input. This
is a standard system identification problem. To minimize the mean square error, the
adaptive filter weights will converge to the same values as the system filter. Using
speech spectrum noise will give a disparate set of eigenvalues in R;,. In this case we
analyze both the average spectral energy in the error output as well as the mean square




~
o
T

Magnitude
g8 & & 8

1200

800 1800
Qutput Points

Figure 4: Qutput of a Two Sinusoid Enhancer

error. Asbefore, we do this for the case of a scalar-u, as well as a vector-u tailored to the
spectral energy in the reference input. This latter was chosen by inverting the average
power in the bins of a 64-point FFT over several overlapping 32 point sections of the
reference input. Analyzing the mean squared error in this case of a scalar-u gives the
result shown in Figure 5. This is probably more accurately described as a ‘smoothed’
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Figure 5: Mean Squared Error for a Scalar p

square error curve since it is generated by squaring the error and then smoothing it
by averaging each point with a few neighboring points. By plotting this against a
logarithmic scale, we see at least two different rate of convergence. This illustrates
the fact that the filter resolves the weights associated with the larger eigenvalues of
R first. Having only a scalar-u limits the convergence rates of the weights associated
with the smaller eigenvalues.

Figure 6 shows a series of 4096 point spectral averages of the error output of the
filter. Each average is based on 5 4096 point FFTs. The thin line represents the
spectral energy in the reference input and each successively thicker line represents
averages starting at 12800, 44800, and 172800 points into the output file respectively.
We should point out that the mean square error plot stops about where the third
trace begins. If we were to continue the mean square error curve we should be able to
identify several more progressively decreasing rates of convergence.




2nd NASA SERC Symposium on VLSI Design 1990

10!3 = T R T i T T L 1

3 - iy
=
g ey
o .
= i
't- Ly
: l
10° '
10* &
S 1 1 ) L 1 1 A N 1 1
0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45 0.50 0.55

Frequency

Figure 6: Scalar u Processing

By comparison, the mean square error and spectral average plots for a vector-y are
given in Figures 7 and 8 respectively. In Figure 8 the averages are taken beginning
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Figure 7: Mean Squared Error for a Vector p

at 12800, 38400, and 128000 points into the output file respectively. We see from both
these figures that the vector-u gives us a much more proportional convergence.

Both these demonstrations dealt with stationary problems, and used pre-determined
vector-us. For non-stationary problems the vector-u could be estimated using an ex-
ponential average as in (27). Again, as we pointed out in the first demonstration,
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occasionally we have to limit the largest values in the vector-u, because even though
the average power in those bins will be very small, a very large corresponding vector-u
element may cause the filter to overflow.

We also need to guard against choosing the block length too large since, as ex-
plained in Section 2, this may slow the overall convergence of the filter. Also, the
filter will be less able to track any non-stationarities in the input. On the other hand,
choosing longer FFTs allows us to better estimate A% and provide more proportional
convergence. One way to balance these two requirements is to increase the number
of points overlapped in each section. This decreases the number of points output at
each iteration and increases the computational overhead but provides the advantage
of more proportional convergence.

4 A Frequency-Domain ITR Adaptive Filter

Next, we consider extending the frequency-domain techniques developed for the transver-
sal adaptive filter to the recursive (or IIR) filter. This will include both the application
of the DFT to perform fast block IIR convolution and the use of a vector-p to make
the adaptive process converge proportionally. First we present the LMS IIR adaptive
filter as it was first developed in 1975 by White [31]. We will not concern ourselves
here with questions of stability beyond those addressed by White.

In the recursive filter, the output is a weighted sum not only of the current and
past inputs but also of past outputs.

Na—1 Ny-1
Yi= D, @Zj—i—  biyj-in (28)
=0 =0

The z-transform of the transfer function of the IIR filter is simply
N,-1 )
Z a;z~?

Y(Z) _ 1=0

X(z) M1
1+ Z b,-z""l
=0

(29)

As with the transversal LMS adaptive filter, we form an error sequence {e;} using
the difference between the output {y;} and a desired signal {d;}. Then we use the
expected value of the square of the error as a performance criteria upon which to base
decisions about how to adjust the forward and backward weights, a; and b; respectively.
Unfortunately, the recursive nature of the equations make analyzing F <e§~> the way
we did with the FIR filter nearly impossible. Instead we simply proceed with the
implementation. As before, we approximate E <e§> with e2, then we find the gradient
of the squared error with respect to the weights and use this to adjust the weights.
First, we observe V(e?) = 2e;Ve; and

T
- oy |8y By; 9y; 9y; Oy;
Ve:’ = V(dJ - yJ) -_ [aao’ aa1’- “ty aaNa_l’ abo,- cey abNb-l
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Now we need to find %”i and %{-. But

ayJ Na-1
'a—a‘. 6a, Z QpZjp — Z bkyJ k—1 (30)

k=0
N.,-l

and similarly,

dy; 9
a_Flﬁ:_y,-, Zb ikt (31)

Thus the gradient estimate may itself be computed recurswely. With suitable adaptive
gains puy and pp, the weight update equations are written

dy;
Qijy, = @i + 2p,feja—a: (32)

b

dy
g = b,". + 2#56_-,’ J (33)

0b;

We observe that we can reduce the number of computations required to implement
a recursive filter simply by performing FFT implemented block convolution on the
forward part of the filter and then computing the feedback contribution a sample at
a time for each sample in the block. However, our object here is to find a way to
bring to bear the power of the FFT in order to reduce the number of computations in
the feedback portion of the filter as well as the feedforward. Several ways to perform
recursive convolution in a block fashion have been developed [36,38,39,40,41]. We will
use an approach first proposed by Voelcker and Hartquist [37], but we will follow a
simpler development and make an additional observation. If we consider (28) it first
appears that there is no obvious way to perform block recursive convolution when the
block length L is greater than 1, since the feedback portion of the filter will require
inputs before they have been computed. This is true unless the backward weights
bo, b1...,br-1 (with L < N,) are identically zero. It would seem that this requirement
would limit the types of problems to which such a filter structure could be applied.
However, we will show that it is possible to add extra poles to the transfer function
in such a way as to set by through by_; to zero. The effect of the extra poles can be
compensated by adding equivalent zeros to the transfer function. To formalize these
ideas, let us adopt a slightly different notation. First, we rewrite the filter equation as

N,-1 Ny-1
Yi= D @iz — E biy;—i—r (34)
=0 =0

where we now represent the first non-zero backward weight as b. Then, the transfer

function becomes
Na-1

3 o
1=0

Ny-1
2z~ L Z b;z'i

1=0

Y(s) _
X(2)

(35)
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To implement the feedback portion of this filter using block methods, the largest block
that can be computed at a time will be L points long. Suppose we want to replace a
recursive filter with N, forward weights (po,p1,...,pn,-1) and N, backward weights
(90, q15---»9N,—1) w1th a block filter that has a feedback block length L. Both systems
will have to be equivalent, that is

Np-1 Na-1
z piz" E a;z”t
1=0 - 1=0 (36)
Nq-'l Np-1 .
1+ 21 Z q,-z“ 1+ Z-L Z b;zt
=0 =0

The order of the blocked denominator is N, + L — 1, while that of the unblocked
denominator is Ny, so we will have to add N, poles and zeros to the unblocked system
where

N.=Ny+L-N;-1 : (37)
That is, we need to find (eo, e1,...,en.-1) and (bo, by, ..., bn,~1) such that

Ng1 ) Ne1 , fat -,
1+270 37 gz (1 +271 Y ei;) =1+z70 ) bz (39)
i=0

=0 =0

Let us rewrite this equation as
(1+4271Q(2))E(2) = 1+ 27F B(2) ‘ (39)

where Q(z) = T " iz, B(z) = LN bz~ and E(z) = 1+ 271 Slerlei2),
Then we write '
E(z)=1+2""B(2) - z7'Q(2)E(2) - (40)

If we recognize that (40) describes E(2) as the output sequence of an all-pole recursive
filter with input sequence 14 z~LB(z), we can see that the first L points of the sequence
(1,e0,...,eN.-1) correspond to the first L points of the impulse response of an all-pole
filter with transfer function H(z) = 1/(1+271Q(z)), which is just the feedback portion
of the filter we are trying to model. Since Q(z) is general, we see that N, +1 > L.
To keep E(z) finite, we must choose B(z) to clear the filter. Conceptually we can do
this by setting b; to the negative of the output of the filter e 14 for 0 < j < N, — 1.
This will introduce N, zeros into the filter after which, provided there is no further
input (ie: b; = 0 Vj > N, — 1), the filter produces no further output. This would lead
to Ny = N, and N, = L — 1. We could let N, > L = 1 by not chosing the B(z) to
immediately clear the filter. This gives us some flexibility in choosing the initial terms
of B(z).

We can also make these same observations by expanding the left side of (38) and
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equate the coefficients of the two polynomials. In matrix notation this is

- 1 0 0 e 0 T r 9
% 1 o 0 (1)
0 o 1 0 r
3 1 0
: : . €o :
QN¢—1 9N¢—2 QN¢-3 et 1 el = (.) (41)
. . * : bo
gNg-1 9Ng-2 94Ng-3 °°° GNg-N.-2 €N~1 by
0 gNg-1 gNg-2 °°° dNg-Ne-1 ) ) :
: : : . : [ ONy-1 |
| 0 0 0 cee dN,-1 |

We note that the matrix is Ng + N. + 1 by N, 4+ 1 and that the rightmost vector has
Ny + L elements which equals Ny + N, + 1 using (37). Next, we observe that only the
first N. + 1 rows of the equation are needed to solve for (eg,ey,...,en,_1). Also, since
the determinant of the submatrix formed from the first N, + 1 rows of the matrix is
1, a unique solution exists. If L > N, + 1 however, rows N, + 2 through row L of the
matrix equation will not, in general, satisfy the equality. By using (37), this constraint
can be written as N; > N, that is, the equation is guaranteed to have a solution if
Ny > Ng. If Ny = Ny, (bo, by, ..., bn,~1) are explicitly determined, but in the case that
Ny > Ng, (bo,...,bn,—N,~1) can be chosen arbitrarily?. Also notice from (41) that L
can be chosen larger than N,.

Thus we can determine the e; either by using matrix methods on the first N, + 1
rows of (41) or, as we observed above, the first N, points of the impulse response of a
recursive system whose feedforward weights are given by the first N, + 1 elements of
the solution vector and whose feedback weights are given by the first N, + 1 elements
of the first column of the matrix excluding the leading 1.3 The undetermined b terms
are then found by performing the matrix operations indicated in the last N, rows of
(41).

Once the terms (eg, €1,...,€en,—1) have been determined, the block forward weights
(ag,a1y-..,an,—1) can be found by adding an identical set of zeros to the system. That
is,

Ng—1 . NP_I X Ne-1 .
Z azt = (E p,-z") (1 + 27! Z e,-z") (42)
1=0 =0 =0

Hereafter, we will refer to 14271 Y Ne"1 ¢;2% as the auxiliary equation and it’s roots as
auxiliaries. From this we see that the order of the feedforward portion of the block filter
will have order N;—1 where N, = N,+N,.. With (37) wehave N, = N+ Ny— N +L-1.
Although we can choose L to be smaller than N, we will achieve greatest efficiency
when L = Ny. In such a case, N; = 2N, + N, — N; — 1 and, with the constraint
Ny > Ng, we require Ng &> N + N, — 1. In most cases of interest, therefore, N, will
be larger than N;. In the case that N, ~ N, and, with the fact that implementing the
convolution with FFTs requires that N, and N, must be powers of 2, then most likely

20ther considerations may determine how we select values for these terms.
3We note that these two approaches are mathematically equivalent.
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we will need N, = 2N,. Often, it is undesirable to implement a filter that requires
two different length FFTs. One approach is to use the larger length FFT for both
convolutions but to use twice the amount of overlap in the feedback convolution as in
the feedforward. A more efficient approach is based on the observation that a 2N-point
convolution can be performed using two N-point convolutions. That is,

N¢—1 N¢/2—1 No—'l
y; = z AT = E ;T i + Z aT;
i=0 =0 i=N,/2

Notice that each convolution involves half of the weights and the input to the second
convolution is just the input to the first convolution delayed by N, /2. If N,/2 is chosen
to be equivalent to the block length L, then the input to the second convolution is the
same as the input to the first except that it is delayed by one block. Thus, one FFT
can be used for the input and, excluding the initial FFTs required for the weights,
only three FFTs per block are required to implement a fixed weight recursive filter.
The choice of L = N,/2 forces us to use 50% overlap but, by saving an extra FFT, it
is likely the most efficient approach. We also have assumed in the preceding argument
that we want to use the same block length for both of the forward and the backward
block convolutions. Although it is possible to have a different block length for each
convolution, the use of two different block lengths increases the storage requirements
of the filter as well as its complexity.

Presuming that we have chosen a suitable block length L which is larger than or
equal to the larger of the required number of backward weights and half the required
number of augmented forward weights, that is L > Ny and 2L > N,, then we pad N,

to 2L and N, to L by adding zeros to each. From these we form three L-point weight
vectors

Aal = [a03 az,.. -‘, a'L—l]T) Abl = [aL’ QL4130 a2L—1]T’ and Bl = [b07 bl9 oy bL—l]T

Now defining the matrix X; as we did for (11) (but with N = L) and the matrix Y}
the same way, we can write the block recursion as

Yi = X1Aa; + X1_14b - Vi1 By

where ¥} is the Ith L point output vector (defined as ¥; in (11). Following the procedure

developed in Section 2 we augment these vectors and matrices making ¥)2, and X7
circulant. This gives

. _ . . Aal . . Ab[ _ * * Bl
R B S S P R PR L
or, simply,
¥# = X{ A + X7, Ab} — Y&, B
Then, applying DFTs we have
DFT([Z!([_l)L, ceny z(l+1)L-——1]) ® DFT(Aaf)

Y = DFT™'{ +DFT([z(-2)L,--->210-1)) ® DFT(Ab}) (44)
~DFT([yu-2)Ls--->Y12-1]) ® DFT(B})
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Figure 9: The Block Recursive Filter

which results in the structure diagramed in Figure 9
Next, we need a method to adaptively update the coefficients of the block filter.
As we did for the block FIR filter, we first form an L-point error vector E; from
the difference of the Ith output block ¥; and the Ith set of L points from the desired
input, D;. Then we form the block mean square error and estimate it using only the
information available at the Ith iteration, yielding

1 1
ég=E <EE,TE,> ~ EE,TE,
and the block gradient estimate becomes
Vi=7VE B = —(VN) B (45)
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where

(V)T

( )Y
L \ 9141y

From (34) we can find

9y;
da;

= zj—i -_—

k=0

) |

L1 Oyjk-z
Zbk da;

oy
Ba(i43)L—1

a
£y

Suir
L b(141)L~1

Sy
dag

Syir41
861

Syt 41
Sa(143)L1
o
VIL 41
b
8UlLil
8by

Syir 41
Sb(141)0-1

dy+)L—1

Bag

8y(i+1)L 1
a3

Sy(1+1)r-1
Ba(142)L-1
By(141)L—1

Sy(141)L -1
LI

Oy(i+1)L-1

9b1+1)L-1

= B OY;i—k-L
9b;

1
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(46)

(47)

As in the scalar case, (47) can be solved recursively. By comparing these equations
to (34) and (35), we note that the recursions can be computed using block methods
directly as diagramed in Figure 10. Then we compute the gradient estimate and update

the weights

Gipyy =i +

L

L

k=0

2u5 Z_:l OYiL+k
da;

eip+k by,

:b'—i-

2 '\~ Oy +k

L

Figure 10: The Block Recursive Filter Weight Partials

€L

ab;,

+k

(48)




Figure 11: The Block Recursive Filter Weight Update

where u is the adaptive gain. Thus, the weight update can be performed as shown in
Figure 11.

At long last, we have a complete block IIR filter implemented using the FFT to
perform fast convolution. To summarize, we present the complete algorithm. To do
so, we define the vectors:

XF = [2ins 21L41s - - - T41)L-1)

Df =[dir,dip41, .- ->ds1yr-1]

YT = [yip, wiL+1,- - > Y 41)L-1)

El =ler,eirs1y- -1 €41)L-1] (49)
AaT = [ag,a;,...,a11]

AbT = [ar,ar+1,.--,a20-1]

BT = [bo, b1, .- 5 bL—1]

Also, we define T' to be a projection operator that sets the first L points of a vector to
zero. With the FFT and it’s inverse represented by F and F~1, we first compute the
feedforward contribution and subtract from that the feedback contribution computed
at the previous iteration to generate L points of output.

xe = FIXEXTT

Ve = X © Aa® + X2, @ AW - Vi,
(071¥7]F = 7=y

E =D -Y

(50)

Next we update the forward weights

g:;z = f[GZ;(,_l)”GZ'_.,]T

Z:.' = gg'l ® B

(07| zZ)F = rF122 Vi; 0<i<2L-1 (51)
Gaii+1) = [B1L—is -« o» Ze1)L-1-:)T — 2o,

& = a; + “ B Go1i)
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~/

where G4, = —al at each iteration and 2 and Z are 1ntermed1ate tesults. We then
update the backward weights

g1 = FlGa- 1)||Gb )7
2§, = gbz®3 B

(07|2E)F = rF-2g Vi; 0<i<L-1 (52)
Gb.(l+1) = ‘[y(t 1)L—is+ ,ytL_1_,']T — 2y,

where Gy = %}5} at each iteration. Finally, we transform the weights back into the .
frequency domain and compute the feedback contribution for the next iteration:

Aa = F[AdT||0T)T
Ab = F[AbT||0T|T

B = F(BT||07]" | o (83)
yla = -7[1[1{1||1/1T]T
=)V'®B

Equations (50), (51), (52) and (53) constitute a frequency doma.m IIR adaptive filter.

Now we turn to the question of efficiency. As with the FIR adaptwe ﬁlter wef
restrict our focus to filters whose inputs are real sequences. = . .

With N, forward and N, backward weights, a time-domain ITR ﬁlter requires N, +
N, real multlphes and real a.ddltlons including the error calculation. There are N, +N
recursions required to compute the weight updates and each requires Ny +1 m{ﬂtiplies
and N, + 1 additions including the sum for the actual weight update. Apart from the
recursions we also need two multiplies to form uge; and ppe;. Altogether, the time-
domain IIR filter requires (Np + N,)(N, + 2) + 2 real multiplies and (Np+ Ny )(Ng+ 2)
real additions for each output point. If we use 2L point FFTs in the frequency domain
filter, the feedback filter actually implements L feedback weights and 2L feedforward
weights. An equivalent time-domain filter would use the same number of feedback
weights. From (37) using Ny = L gives N, = L + 1. We also need to consider that
the frequency domain filter produces L output points at each iteration. To produce L
output points the equivalent time-domain filter requires 2L3 + 5L2 + 4L real multiplies
and 2L3 + 5L? + 2L real additions.

The filter section of the frequency-domain filter (excluding the weight FFTs) uses
3 FFTs, 3 ® operations and one three input ) operation. Using the same FFT
complexity estimates as we used for the frequency-domain FIR filter, the IIR filter
section uses 6L log,(L) — 2 real multiplies and 9L log,(L) + 18L — 42 real additions.. -
There are 3L recursions of the type in Figure 10. Each uses two FFTs, one ® operation
and one two input Y operation. Here, the sum occurs in the time domain and only
requires L real additions. So weight partials require 12L%log,(L) — 12L? — 6L real
multiplies and 18L?1log,(L) + 21L% — 78L real additions. There are also 3L weight
recursions .of the type shown in Figure 11. The ® operations involve L point real
vectors in addition to the multiply by u, or py, which can be performed after the 3.
Each recursion requires L + 1 multiplies and L additions for each of the 3L weights.
Adding in the cost of the three weight FFTs gives the cost of the weight updates as
3L% + 6L log,(L) — 9L real multiplies and 3L% + 9L log,(L) + 6L — 36 real additions.
Thus, the overall cost of computing L output points using the block recursive LMS




adaptive filter is 12(L + L?)log,(L) — 9L? — 15L — 2 real multiplies and 24L? + 18(L +
L?)log,(L) + 90L — 78 real additions.

Table 2 gives the ratio of frequency-domain to time-domain operations for several
choices of L. By comparison, the ratios are a little worse than but still of the same

| L[| Multiplies | Additions |

8 1.376 4.460

16 1.102 2.850
32 0.758 1.731
64 0.480 1.015
128 0.289 0.581
256 0.169 0.327
512 0.096 0.181
1024 0.054 0.099

Table 2: Ratio of Frequency Domain to Time Domain Calculations for the IIR Filters

order as those in Table 1. Here, we see that we need a filter length > 64 before we
realize a computational savings. While this filter length may be reasonable for a FIR
adaptive filter, one of the reasons for adopting an IIR approach is the hope of shorter
filters. However, the use of block methods may allow faster and more proportional
convergence even in smaller filters, justifying the added computational expense.

4.1 Proportional Convergence

The forward and backward filters are not strictly independent from each other and we
cannot find a simple non-recursive expression for the optimum weights as we did for
the FIR adaptive filter. If we take a somewhat heuristic approach and treat the filters
as independent from each other, we can apply some of the same ideas that lead to the
use of a vector-u. Following the same development that lead to (24)

Ad}yy = Adf + FILF* %A F (BT WaTh)

Abfyy = Ab} + FILF* 2207 F (EF G, (54)
By, = By + FILF*YuAs™ F (ETVsY)”

where we have used VAaﬁ to be the first I columns of V)-;l and similarly for Vj,
and Vg. The notation Vy indicates the vector gradient with respect to each of the
components of W. Il represents a projection operator that selects the first L points of a
vector and the the final term in each of the above equations is augmented by padding
each with L zeroes. Noting that Vi, = [Goy141)) Gay(141)s - "’GG(L—I)(I+1)]T1 Vap =

[GGL(1+1)) GG(L.H)(I-FI)’ LS ] Ga(zL_l)(l-{-l)]T’ and % = Gbo(1+l)’ Gbl(l+1)’ S) Gb(L_l)(l-}-l)]T’




2nd NASA SERC Symposium on VLSI Design 1990 3.4.29

we adjust the weight updates in (51) and (52) as follows

hp; = 2 ElTGb.'(1+l)
haa; = FLEf Gai41) Vi;0<i<L-1
haw = 2%LI‘;"TG“(-'+L)(1+1)

Adf,, = Aa? + IIF-1AS7 FIHT | 0T)T

Abf,, = Abf + IIF 1A FHT,||0T]T

B,y = Bf + IF-1AS7 F[HE||0T)T

(55)

where Hgo = [haqgyPAcys-+syhaa,_,] and Hyp and Hp are defined similarly. The
A’s can be estimated as they were in either (26) or (27). An exponential average is
preferred for A since it is difficult to predict beforehand the inputs to the backward
filter. If we use exponential averages, then

A — 1 1a B ! : a a*

A:u+x - 1+'3fAzx + 1+ﬁfd7'a'g [‘Xl ®’Yl ]

(56)

- 1 . . .
A = 1+ B A+ 1 fbﬂbdmg [y;l ® ]

Since the input to the backward filter is less predictable, one would usually choose
Bp to be larger than B¢, and thus provide for a shorter window average. Notice that
despite the fact that we have broken the forward convolution into two parts, we still
use only one A%. Even if we used separate estimators for both forward filters, they
would be very similar since, except for a.block delay, the inputs are the same to both
forward filters. In Section 5 we present the results of a frequency domain IIR filter
using both forward and backward vector-us. Using a vector-u for the forward filter
provides dramatic improvement in the case where the input to the filter is characterized
by a large eigenvalue spread. The improvement resulting from using a vector-y in the
backward filter is more difficult to assess but it appears to be useful.

4.2 Feasibility

Although adding auxiliary poles and zeroes allowed us to do the block recursion, and
although we showed that we could always find the auxiliary roots, we cannot guarantee
that the auxiliary poles and zeros will always lie on top of each other since we separately
adjust the forward and backward weights?. The plots in Section 5 indicate in fact that
they do not begin to coincide until the filter is almost converged. If the auxiliary root
happens to lie outside the unit circle and if the auxiliary pole follows a path (in time
or space) different from the one the auxiliary zero takes when outside the unit circle,
then the filter will become unstable. Another possibility is that the adaptive filter
may prevent the pole from moving outside the unit circle if the error surface gradient
estimate is steep enough in the direction associated with this motion. Though this
avoids instability, it prevents the filter from converging to the optimal solution. We say
a solution is feasible if the all the poles, including the auxiliaries lie inside the unit circle.
Voelcker and Hartquist [37] showed that if L is chosen large enough, all the auxiliaries
will fall inside the unit circle. We have noted above that choosing N, larger than

4Even in a fixed filter, roundoff errors will cause the auxiliary poles and zeros not to coincide.
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N, allows (bo, . . ., bn,—N,-1) to be chosen arbitrarily. We give an example to illustrate
that this choice can also aﬁ'ect whether or not a solution is feasible. Suppose we choose
Ny = N, = L = 3, in particular a system with poles at (-.7,0) and (—.5,%.5). The
denominator of the system function is in this case 1 +1.7z714+1.22-2 4 .35273. Setting

up (41) for this case
EHIHEES 7

and solving for eg and e; gives that the auxiliary equation is 1 —1.72714+1.692~2 which
has roots outside the unit circle at (0.85,1.983616). If we set up the same problem,
but with N = 4 we have '

1 0 0][eo -1.7
1.7 1 0f|lel=]| -12 (58)
1.2 1.7 1| e bo — .35

where we are free to choose by. We notice that the choice of by will only affect e,.
eo and e; will always be —1.7 and 1.69 respectively. Choosing e; = —.75 gives the
auxiliary equation 1 — 1.7z71 4 1.692~2 — .752~3 which has roots just inside the unit
circle at (0.464943, +0.870465) and (0.770114,0). To get this value for e, requires that
we set by = .433.

Choosing Ny still larger the N, gives more degrees of freedom (and also introduces
more auxiliaries). Whether this can be done in such a way as to guarantee that all
solutions for problems of a particular order will be feasible, or whether an adaptive
filter left to choose these “free” feedback weights will always choose a feasible solutlon
if one is available, are questions that require further research.

5 Frequency-Domain ITR Experiments

Here we present the results of an experiment to demonstrate both the frequency-domain
IIR filter itself, and the application of proportional convergence to the filter.

In this set of experiments, we color a white noise source using a first order But-
terworth filter designed with a cutoff of 0.1 f,amplc and implemented with an impulse
invariant transform. This colored noise is then applied to a time-domain IIR filter. The
output of this filter is applied to the desired input of a frequency-domain block IIR
adaptive filter implemented with 8 forward and 4 backward weights using 16 point
FFTs. The colored noise is also applied to the reference input of the frequency-
domain filter making this a system identification problem and the time-domain IR
filter the system model. A random number generator forms the white noise source.
The coloring filter has one forward and two backward weights which are [0.253195] and
[—1.158046,0.411241], respectively. The model filter has four forward and three back-
ward weights which are [1,—-1,1, 1] and [-.5, 0.25] respectively. In each experiment
we have used g = .002 for both the forward and backward sections of the filter, and
at each time we process 2000 eight point blocks, saving the weights every 40th block.

The filter will attempt to converge to the blocked version of the model weights.
Here we have N, = 4, N, = 3, and N, = L = 4. By (37), we have N, = 4, so there will
be 4 auxiliaries. Also, Ny — N, = 1, so we are free to choose one of the auxiliaries. One
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possible set is [(0.271844,0),(—.385923, +.557571),(0,0)]. The poles should converge
to [(.5, %.5),(—.5,0)], while the zeros should converge to [(0, +1),(1,0)].

There are three separate experiments, each using a different set of values for 85 and
By, which are used to estimate the forward and backward vector-ps as.given in (56).
If the A%s are initialized to the identity matrix, setting 8 = 0 is equivalent to using a
constant scalar-p. In Case A, both 8¢ and 8, are set to 0. In Case B, we set 7 to
0.03 which gives an exponential average of about 17 blocks. Finally in Case C, we set
both B¢ and S to 0.03. Plots of the pole-zero tracks and final pole-zero positions after
2000 blocks for each case are shown in the following figures. We also plot the forward
and backward weights after each 40 output blocks.

We see that Case C, with both a forward and backward vector-4, converges in 2000
blocks. Case B, with only a forward vector-u, also has the poles and zeroes converged,
but the auxiliaries are still moving. Case A has one zero converged and some other
poles and zeroes near convergence. The difference in the forward weight plots between
Cases A and B illustrates how the vector-u improves the convergence, making it more
proportional. Comparing the backward weight plots for Cases B and C shows that
a backward vector-u may have caused some improvement, but it is difficult to judge.
Still, it appears that the backward vector-u improved the overall rate of convergence.
This is an area where more experimentation needs to be done. As we indicated in
Section 4, a larger (3, might be expected to perform better.

6 Summary

We have presented a general frequency-domain FIR adaptive filter that not only re-
quires fewer computations than the time-domain LMS adaptive filter, but also pro-
vides faster and more proportional convergence which preserves the signal’s spectral
structure. We have also shown that the frequency-domain adaptive filters previously
proposed by Dentino [8], Clark [9], Ferrara [10], Narayan and Peterson [11,17] and
Mansour and Gray [15,16] are special cases of this general frequency-domain adap-
tive filter. We have extended these ideas to the recursive LMS adaptive filter and
shown that it is possible to reduce the number of computations from order L3 to order
L%log,(L). At the same time, we have presented a way to use the FFT to perform
fast IIR convolution through the addition of auxiliary poles and zeros. We have shown
that the convergence properties of the recursive LMS adaptive filter can be improved
by using an appropriately chosen vector-u. It is possible to show [29] that we can
use these fast convolution techniques to reduce the number of computations in the
CHARPF [33], SHARF [34], and Feintuch’s recursive LMS filter [32]. Both the general
frequency-domain adaptive filter and the frequency-domain LMS recursive filter were
implemented and tested. The results presented in this paper show the advantage of
using a vector-pu.
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Abstract - This paper describes a new logic simulator that was developed at the
NASA Space Engineering Research Center for VLSI Design. The simulator is
multi-level, being able to simulate from the switch level through the functional
model level. NOVA is currently in the Beta test phase and has been used to
simulate chips designed for the NASA Space Station and the Explorer missions.
A new algorithm was devised to simulate bi-directional pass transistors and a
preliminary version of the algorithm is presented in this paper. This paper also
describes the usage of functional models in NOVA and presents performance
figures.

1 Introduction

Logic simulation is, arguably, one of the most important parts of the of the current VLSI
design process. A fast, efficient, and accurate logic simulator can greatly enhance project
turnaround time and personal productivity. The logic simulation system developed at the
NASA Space Research Center for VLSI Systems Design located on the University of Idaho
campus is designed to relieve the current logic simulation bottleneck. It is designed to be
flexible and to meet the needs of VLSI designers for the near future.

NOVA is easily distinguished from other logic simulators currently available. First,
it is fast; speed is gained by novel use of software data structures (which can be easily
implemented in hardware) and by the development of a compiler (gibb) and flattener
(glink) to take a hierarchical description of a circuit and compile it directly into a flat file
for use by the simulator. NOVA also includes state models which incorporate most possible
state values. It has been shown [2] that to completely describe a circuit with three distinct
logic strengths, 21 states must be used; unlike other simulators, NOVA uses the required
21 states. This makes NOVA one of the most accurate simulators available. Third, NOVA
is user-extendible. Not only can NOVA be made to interface with the most of the software
that is currently available but even the internal primitives and functional models can be
defined by the user to customize the simulator for the user’s particular project. Lastly,
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NOVA is very versatile; it can simulate from the switch level through the large functional
model level.

In this paper, an overview of the key architecture features of the simulator is presented
in Section 2. A discussion of logic states and a preliminary version of a new bidirectional
pass transistor simulation algorithm is presented in Section 3. User-defined Functional
models are discussed in Section 4. A comparison of NOVA versus the performance of other
simulators is presented in Section 5 and the superiority of NOVA in terms of speed for
equivalent accuracy is shown. Future uses and enhancements to NOVA are discussed in
the final section.

2 Overview

In this section, the set of programs written for the NOVA system will be discussed, the
use of busses and bus notation will be explained and the true multi-level nature of NOVA
will be shown.

2.1 Multi-level Simulation

NOVA is a true multi-level simulator. The simulation engine and the circuit description
language are robust enough to allow the user great flexibility.

NOVA can be used as a switch level simulator. In fact, it can be used as a switch level
simulator with user-defined timing delays. This allows the designer to describe the circuit
in terms of transistors alone and simulate the entire system.

NOVA also has as its primitives, most of the common gate structures used. Delays on
these gates may be allowed to default or may be set individually (rise time and fall time
may be different) for maximum flexibility. The circuit description language allows modules
to be declared which can then be thought of as user-defined gates.

Functional models are supported in NOVA and are described in Section 4. Briefly, one
may define anything as a functional model whether it be a chip, a board, a gate, or any
arbitrary set of transistors and gates.

Hence, NOVA is flexible and can simulate using any mixture of levels of abstraction of
the chip under design.

2.2 The Program Set

The NOVA system is composed of two basic subsystems. One is the system dealing with
the circuit description language and the other deals with the simulation engine itself.
2.2.1 Circuit Description in NOVA

A circuit is described in the BOLT language. This is a hierarchical language and has a
modularity which is similar to Pascal-like languages [1]. A program named ¢ibb compiles
the BOLT file into an intermediate format calling upon dpp to preprocess bus notation
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into an expanded format, does the file inclusion, and performs string replacement. The
intermediate format is then sent through glink which is the hierarchy primitive flattener.
glink generates temporary files which are used by greloc to produce the flat file which is
used by NOVA. A shell script is also created by glink if any functional models are present
in the circuit description. This shell script directs the compilation of the user’s ‘C’ code
and links a program named fmnova.

2.2.2 The Simulator Programs

After successful circuit compilation, the simulator programs are used. The shell script nova
is used to determine whether the program fmnova (circuit contains functional models) or
the program nfmnova (no functional models) should be run [6]. Each of these programs
runs the actual simulation.

2.3 Busses in NOVA

Special syntax allows a bus, a range of similarly named nodes, to be specified in a compact
way in the BOLT language and in NOVA commands.
The syntax is fairly simple:

bus-name[index1:index2)

where indexl and index2 are non-negative numbers.

The bus is then expanded internally to:

bus-name[index1], ..., bus-name[index2)

As an example, a BOLT module for a 16 by 3 bit adder may be declared as:A
sum(15:0] .adder16x3 a[15:0] b[15:0] c[15:0];

3 Logic STATES

The circuit node or wire may be divided into three types referred to as:
1. State information
2. Strength information

3. STATE (capitalized) information — both state and strength information collectively

State information is the the logical value of the node (wire). A binary system (0,1) requires
three states to represent the logical state of a node:




1)0
2)1
3)X where X represents an unknown logic value, or a half level (neither 0 or 1).

Informally, the simulator requires the state information to calculate the output of the in-
dividual elements comprising the circuit. It is the State information regarding the inputs,
of say, a NAND gate or an N-channel transistor, that is used to calculate what the output
of the element would be if no other other circuit element were connected to it.

Strength information is used to resolve conflicts between multiple circuit elements that are
connected to the same node. Thus, a classical logic simulator, which does not allow more
than one circuit element capable of driving a logic state to be connected to a node, does
not require any strength information at all. Modern logic circuits are rarely built solely
out of the classical logic elements (NAND, NOR, INVERTER, AND, OR). Pass-transistor,

tri-state, and pre-charged logic require a more sophisticated simulation scheme.

In general, different strengths may be assigned to the logic signals produced by a circuit
element. If two or more elements are attached to a node, the node will assume the logic
state with the greater strength. If a node has two circuit elements attached to it, both of
the same strength but trying to output different logic values, then the node is evaluated
to an X state.

3.1 Representing Indeterminate STATEs

STATEs representing either a 1 or a 0 must contain two pieces of strength information:

1. The greatest strength the signal may be driven to
2. The weakest strength it is possible for the signal to be

The first is significant because it sets a lower bound on the signal strength required to
overdrive the signal. The weakest possible signal strength is important because it sets an
upper bound on the strength of signal it can overdrive. In a case of contention between
signals, the logic state goes to an X if neither signal can overdrive the other.

A logic system with the three basic strengths: Active (a), Resistive (r), and Floating (f)
requires 12 distinct STATE:s to describe the zeros and the ones in the circuit.
(Remember: Active > Resistive > Floating.)
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Table 1: Logic STATEs Representing 0 or 1 in a Binary System With Three Basic Logic
Strengths ‘

In general if the system has N basic logic strengths represented by integers from 1 to N,
these STATEs may be represented by the triplet, Kiqy , where:

K represents the actual logic state ( 1 or 0);

b represents the strongest possible strength of the signal
and ranges from: 1 <=b <= N;

d indicates the weakest strength

and ranges from 1 <=d <=b.

The indeterminate, or X logic STATEs also require two pieces of strength information:

1. the greatest strength of any circuit element connected to the node that
may be attempting to drive it to a 0;
2. the greatest possible signal strength driving the node to a 1.

The first is necessary because it sets a lower bound on the strength of a signal capable of
overdriving the node to a 1; and the second piece of strength information is used to set a
lower bound on the strength of a signal that can overdrive the X to a 0.

The logic system with three basic strengths described above therefore needs 9 distinct logic
STATEs to represent the indeterministic or half-level logic conditions that may occur on
a node.

Xaa xra Xfa
xar x'r xfr
Xay Xey Xy

Table 2: Logic STATEs Representing Indeterministic Node Conditions in a System with
Three Basic Logic Strengths
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In general, if the system has N basic logic strengths that are represented by integers from
1 to N, these indeterministic STATEs may be represented by the triplet, X,,, where:

X indicates the actual logic state is unknown or at half level;

P represents strongest possible strength of any signal driving
the node to a logical 0;

q represents strongest possible strength of any signal driving

the node to a logical 1;

Both p and ¢ range from 1 to N.

The minimum number of internal logic STATEs required to represent the information
necessary to accurately simulate a binary system (0,1) with IV basic logic strengths is seen
to be:

#STATEs = N(2N + 1) (1)

where: N? STATEs represent unknown logic values and (N? + 1) STATEs represent the
(0,1) STATEs. For a system containing three basic strengths (active, resistive, floating)
equation 1 gives a minimum of 21 STATEs required for proper simulation.

3.2 The Number of Basic Logic Strengths

It should be noted here that adding NIL strength STATEs corresponding to no connection
(placed one step lower in the hierarchy of strengths than a floating strength), can simplify
the formulation of the transistor models significantly, but is not, strictly speaking, neces-
sary. The addition of a strength placed one level higher in the strength hierarchy than the
floating strength can simplify the simulation of charge sharing effects and is appropriate
when a large capacitance charge shares with a small capacitance. On the other hand, if
depletion transistors, pullup resistors, and other overdrivable devices are not among the
logic elements used in the circuit, then the resistive strength may be eliminated. The
number of basic logic strengths may be extended to as many or as few as desired. (In the
Table below, the alphanumeric representation is used for display only. The STATEs are
represented internally as in the first column.)

3.3 Simulation of Bi-directional Pass Transistors

Transistors are not inherently uni-directional, rather, they are bi-directional. In all but the
most unusual cases, the designer can easily determine the source node and can, therefore,
use the uni-directional model. For those instances when a bi-directional model of a transis-
tor is required, an algorithm to correctly simulate the action of those nodes was developed.
In the development, a couple of assumptions were made. First, a designer will not have
long chains (greater than 8) of bi-directional pass transistors; due to the distributed RC
time constants, the circuit slows down considerably when the chain becomes larger than
4 to 8 [5]. Second, the designer will not use the bi-directional model if a uni-directional
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model will work as well; one must realize that a simulation of bi-directional transistors will
slow down the simulation. The algorithm, then, can be a separate routine rather than a
routine that is exercised every time the simulator is used.

3.3.1 Extensions to the basic States

As a signal propagates through a bi-directional pass transistor, its ability to overdrive
another signal lessens, ie. the signal strength deteriorates slightly. To accommodate this
within the framework of states that are already in place, the state strengths are given
subscripts. The highest strength subscript is a 0 and the lowest strength is a 7. As an
example of the use of the subscripts, let us suppose that a signal of state lar enters a
chain of bi-directional pass transistors. After propagating through the first transistor, the
state is lagro, after the second transistor, the state is 1la;r;, and after the ** transistor,
the state is la;r;.

3.3.2 Overdriving a State

One state may overdrive another state using the established rules of precedence as given
in [2]. The substrengths 0 through 7 may be overdriven by any higher strength. This
property is better shown by example:

e lasrs + lagrs — laszrs
o Orgrs + 1f1fi — Orgrs
e lajaq + 0aza; - Xajaq
® Xriag + larar — lagas

It is easily shown using the theory of Hamiltonian cycles, that the algorithm will con-
verge to a proper state even with opposite ends of a chain being driven to different states.

One must be careful with regards to the timing algorithm. Through empirical study,
it was decided to allow any transition to an X state happen in zero delay time but the
transition from an X to a 1 or 0 state would happen in the normal delay time. Of course,
a simple strength change within the same state happens with zero delay.

3.3.3 Interaction with Uni-directional Transistors and Gates

One can think of a group of bi-directional transistors as a cluster. A state comes into the
cluster and is appended with the extra subscripts, ie. the state Spq becomes the state
Spogo. When the state finally leaves the cluster, the extra subscripts are simply dropped
and the state takes on the original format.
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4 Functional Modeling in NOVA

In today’s complex design arena, a complete functional and behavioral language is a neces-
gity for a complete logic simulation tool. Functional models are useful for modeling large
blocks of circuitry. Examples of some blocks that one might want to create a functional
model for include micro-processors, co-processors, and any number of large circuits that
one might want to interface with. These models are also used during a design for top-level
simulation and design and exercising gate/transistor level models. The NOVA functional
modeling language is a super-set of ‘C’. The user may write programs using I/O, sockets
and other LAN access, math, graphics, etc.; the communications with the simulation en-
gine is done through a set of carefully defined routines. The functional model language in
NOVA is based on a set of ‘C’ language function calls. These calls organize the interaction
between the NOVA engine and the functional models into an efficient model and provide
integrity of the internal NOVA data structures.
There are two major parts to a functional model within NOVA.

1. the BOLT language module description

2. the ‘C’ language functional description

For a functional model to interface with other modules that may be functional models
or may be transistor or gate level models requires information to be specified and passed
to a functional model and back to the NOVA simulation. Following is a discussion of the
major design choices to be made and the major paths of information flow from the user to
the functional model and to the NOVA simulation.

4.1 Evaluation

The major means of passing information into the functional model from the rest of the
NOVA simulation is through the input pins to the module block. This information can
be used as input data, clocking information, and the forcing function for evaluating a
functional model. The issue of when to evaluate a functional model can be a difficult
decision. One must consider the architecture of the block that is being modeled (i.e. if the
model only needs to be evaluated on a rising or falling clock edge) and weigh this versus
having any change in any input evaluate the model. As NOVA is a timing simulator and
all inputs do not change at exactly the same time, having the functional model evaluate on
all changes to all inputs will cause the simulation to proceed at a much slower pace than
is necessary. For this reason the execution speed tradeoff between building a functional
model and using the gate and/or transistor level BOLT model may not be as obvious as
initially thought. A clocked synchronous model will typically execute much faster than an
asynchronous block such as a RAM of comparable size.
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4.2 Local Storage

If a user wishes to only have one instantiation of a given functional model, creating local
storage is simple. The user merely needs to declare the variables that he wishes to remain
between calls to the functional model as static within the ‘C’ program. If there is to be
more than one call to the functional model, then the user may create local storage which
is allocated by the NOVA simulator on a per instantiation basis. One can allocate variable
amounts of storage by using “malloc” and storing the pointer to the allocated structure in

the NOVA local storage.

4.3 Communicating with NOVA

All the communication from the functional model to the NOVA simulation is done strictly
through use of Output pins from the module. As this is how information is passed in a

gate/transistor model, the functional model must utilize the pins to send information to
the NOVA simulation. '

4.4 External Communication

The functional model user is free to do anything that the ‘C’ language is capable of doing.
An example might be to initialize a RAM or ROM model by reading a file or to prompt the
user for information through a terminal. More elaborate uses might be building a “Virtual
Logic Analyzer” by connecting a functional model through a graphical interface (such as
X windows) allowing the user to view the simulation in a human oriented manner as it
progresses and allowing the user to add asynchronous events if desired. NOVA has been
specifically designed to allow functional models the full use of the UNIX operating system
and the I/O available.

4.5 Scheduling Other Events

One problem with using the functional model system as presently constructed is the lim-
itation of NOVA being able to only schedule one event on a node at a time. When
constructing a functional model, one often knows that certain events will happen in the
future at a given time. This state information must be stored by the functional model
which can lead to some awkward coding practices. A set of functional models constructed
at Advanced Hardware Architectures have implemented a method for handling this in a
non-obtrusive manner and will be discussed in a future paper.

4.6 Other Uses For Functional Models

A number of additional uses for functional models (as opposed to modeling blocks that
will be present in the design) have been developed. These include:

¢ a module for comparing differences in incoming vectors and documenting the time
. and variation
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¢ a module describing a block and running in parallel to the gate/transistor model of
the block and feeding into a comparison block

e analysis of the incoming vectors and providing a human readable analysis of the

vectors to a file

¢ synthesizing complex input patterns that require feedback from the simulation to the
pattern. The tool used by Advanced Hardware Architectures for pattern generation,
PATGEN, lends itself well to these applications as it also is a super-set of ‘C’.

5 Performance Issues

Seconds ‘

10000 +

1000+
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To a designer, time is of the essence. One would like to be able to perform as many
simulations as possible in a given time frame both to decrease development time and
to increase confidence in the chip being designed. As has already been discussed, logic
simulation proceeds in two steps. First, the circuit description is compiled, then the circuit
is simulated. For comparison purposes, the results of identical simulations using three other
simulators have been compared to NOVA. All four simulators were tested using the Quick
Simulator Benchmark [3] and were run on the HP9000/370 [4]. The only major difference
between the runs was that NOVA was tested on a machine with 16MB of memory and the
other three were tested on a machine with 32MB.

1K 10K 100K IM_FETs
190 1900 19K 190K Gates
Figure 1: Compile Time Comparison
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Figure 1 shows the compile time comparisons. As can be seen from the graph, NOVA
(gibb) compiled circuits faster than AWSIM, BEST and VERILOG. It is interesting to
note that VERILOG hit a physical memory limit at about 60K gates. This is because
VERILOG uses about 400 bytes of memory per gate (whereas NOVA uses 32 bytes).

Simulation time is compared in Figure 2. The results are somewhat deceiving. None of
the other simulators have as many features as NOVA so it is hard to compare. AWSIM is
a zero delay simulator; therefore, it should be simulating much faster as propagation delay
is not taken into account. BEST uses only 11 states and should be faster than NOVA but
it isn’t. VERILOG is faster than NOVA for the circuits that it can simulate. It should
be noted that VERILOG cannot simulate as many gates as can NOVA due to memory
limitations. VERILOG also cannot simulate at the transistor level. Neither BEST nor
VERILOG can handle arbitrary delays; hence, they are tuned to run at a certain delay
speed.

Seconds ‘
10000+
1000+
100 +
AW
10 +
BE
NOXA
. | 7VERILOG
1K 10K 100K IM FETs
190 1900 19K 190K Gates

Figure 2: Simulation Time Comparison

Lastly, the relative performance (and portability) of NOVA is shown in Table 3. Using
the HP9000/340 as a base for comparison, a suite was run to determine the relative simu-
lation time. It is interesting to note that neither the size of the circuit nor the length of the
simulation affected the relative simulation time appreciably. All four systems in the table
are UNIX systems and it is the feeling of the ones porting the code, that NOVA could
easily be made to run on any UNIX based machine. It might be noted that the DN10000
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Type of Relative
System Speed
HP9000/340 1.0

HP9000/375 3.02
Apollo DN10000 5.08
Cray X-MP 6.56

Table 3: Relative Performance on Various Computers

is a two processor machine for which there is a very efficient ‘C’ compiler. The relatively
low performance of the Cray X-MP can be partially explained because only about 6% of
the code in the simulator could be vectorized. Much of the code is involved in pointer
manipulation and in integer arithmetic which are the most inefficient operations on the
Cray.

6 Future Uses and Enhancements to NOVA

Future enhancements to NOVA are currently focusing in two areas. Oneis the improvement
in functional models and the other is coupling the I/O with the X-window system.

The industry seems to be standardizing upon two languages for describing behavioral
and functional blocks. These languages are VHDL and VERILOG. A compiler can be
designed that will translate these languages into the appropriate ‘C’ code and then compiled
into the NOVA system for efficient execution and close tying of the functional blocks to the
extant gate/transistor models. This allows a Top-down design with the same simulation
tools being used throughout the design.

An X-window interface is currently being implemented and tested. The ability to see
transitions graphically will greatly enhance NOVA’s usefulness.
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Path Programable Logic:

A Structured Design Method for
Digital and /or Mixed Analog Integrated Circuits

B. Taylor
Bonneville Microelectronics Inc.
1399 S. 700 E. Suite 10
Salt Lake City, Utah 84105

Abstract-

The design of Integrated Circuits has evolved past the black art practiced
by a few semiconductor companies to a world wide community of users. This
was basically accomplished by the development of computer aided design tools
which were made available to this community. As the tools matured into
different components of the design task they were accepted into the community
at large. However, the next step in this evolution is being ignored by the large
tool vendors hindering the continuation of this process. With system level
definition and simulation through the logic specification well understood, why
is the physical generation so blatantly ignored. This portion of the development
is still treated as an isolated task with information being passed from the
designer to the layout function. Some form of result given back but it severely
lacks full definition of what has transpired. The level of integration in I.C.’s for
tomorrow, whether through new processes or applications will require higher
speeds, increased transistor density, and non-digital performance which can
only be achieved through attention to the physical implementation.

1 Introduction

The future of circuit integration is rapidly moving toward high speed and/or analog el-
ements. Digital signal processing techniques can take advantage of the fastest possible
logic and with the Gallium Arsenide process becoming available this means clock rates of
250-500 Mhz. The “real world” is also inherently analog in nature and this means more
system integration will require analog operations. Both of these areas require absolute
control of the physical placement of transistors and interconnect.

Tool makers have historically treated physical layout almost as an after thought in the
design process. The conventional design methods ignore the physical placement until the
end and can then only define it in a geometrical format with no real relationship to the
original definition except for connectivity. There have been tools developed to help manage
this problem such as Frameworks but nothing to “fix” the problem.

The way to correct this problem area is to place equal importance on the physical as
well as the logical and system definition. Equal importance means that they are all done
at the same time in the design process and best by the same person. Adding this third
dimension cannot be realized unless the design method is changed to allow it.
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Physical definition fundamentally contains positional information and effects the per-
formance and possibly the function of transistors. In this new design method the designer
can take advantage of this positional information by defining what logic elements are to be
adjacent and how interaction, whether connection or function, is to take place on all sides.
To give equal importance to the interconnect and simplify its implementation would mean
to have it on the same level as logic functions. Implementing logic is having predefined
transistors personalized at a local position. Applying this equally means having predeﬁned
wire interconnects with personalized connectivity at a local position.

The requirement for this new design method clearly could not be satisfied by current
tools. The benefits and demands for such a method could no longer be ignored. This lead
to the development of a new VLSI design tool called Path Programmable Logic (PPL) [1]

(2].

2 The PPL Design Method

PPL is a two dimensional specific cellular grid-based design method which combines logic
function and physical layout definition at a higher level. This higher level relates to a
system level description in terms of binary values, register descriptions, logic operations,
as well as connectivity. In the case of analog operations, it can utilize opamps, switches,
comparators, and any other components that can be realized on an 1.C. These functions
are represented as a character. The character has a ont ot correspondence of position,
form factor and area to both its logic icon and physical implementation on the chip. Each
cell with connecting wires running through all four sides is placed into a “sea-of-wires”
through the use of these characters. The connection between adjacent cells is implicitly
made unless a break is inserted to electrically isolate them from each other.

The PPL method places more emphasis on wiring than on transistors. The PPL circuit
plane is covered with two sets of wires, one running horizontally, the other running verti-
cally as shown in Figure 1. Cells are placed under wires to form logic function. Subsets
of the wires in each direction are collected into an area called a unit cell. The size of the
unit cell is determined by the number of wires that must pass through in each direction
and the number of transistors for forming the simplest function.

PPL cells are designed to join all four sides with interconnecting wires running through
the edges of each cell at the predefined wire locations. Interconnection between adjacent
cells is implicitly made, unless a break is inserted. Breaking a wire which comes from a
port of a cell means that port of the cell does not connect to the outside world as shown in
Figure 1. Studies have shown that more connections are made than breaks of connections.

The PPL design method simultaneously specifies logic, layout, and interconnect since
the spatial mapping of the PPL character to logic symbol or physical layout is one-to-one.
Thus, like full custom design, the designer has control over placement and routing which
effect signal coupling, inductance and stray capacitance, while, like semicustom design,
hiding layout details from designer. This feature is ideal for the design of analog and high
speed, critical path circuits.
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The power busses can be included in the unit cell (Figure 2) so that no explicit power
and ground need to be done by the designer. The configuration can be changed according
to the need such as alternating in the Y-axis for lower power Cmos logic, in both X and
Y directions forming a mesh in different layers of metal for high speed, high current GaAs
logic, or routeable for Analog implementation. Power busses can also be shared between

cells in row or columns which implies that cells at alternate row or columns are being
mirrored automatically by the design tool.

vdd Gnd Power wires  Signal wires

Gnd T

| vad AT T
CMOS Digital GaAsDigital CMOS Analog

Figure 2: Varied implementation for power distribution

3 PPL Cells

With an initial design plane filled with blank cells, PPL circuits are designed by replacing
blank cells with cells that form logic functions. In Figure 3, one blank cell is replaced
by a cell connecting a column wire to a row wire. Another blank cell is replaced by an
unit capacitance cell. All cells are rectangular. Ports at four edges of a cell correspond
to the points where signal wires or maybe power wires (as in the case of analog circuit
section) cross cell borders. Cells can be as small as a unit cell or a multiple unit cell size in
both x and y directions. Cells may have modifiers that may change a cell wire scheme, its
function, or its value. For instance, cell “c” (capacitor cell) with modifier of 0 means its
capacitance equals 1.00 unit capacitance (Cu), while a modifier of 99 means its capacitance
is 1.99Cu.

Digital cells are quite primitive, consisting of 2 to 4 transistors and covering only one
grid location (unit cell size) in many cases. They have been carefully designed to fit
together to form a useful distributed logic function. Figure 4 shows a PPL circuit of an
EXOR function which looks very similar to the format in the EXOR truth table. Each
PPL cell is represented by a logic character with specific meaning. For example, the logic
symbol 1 indicates that this “1” cell senses a column containing a logic Q or TRUE output.

The 1 and 0 characters will actually group when they are on the same row forming an
AND logic function. The plus characters will group in the column or vertical direction
forming an OR function. The design tool will automatically complete the gate structure by
connecting to power and, in the case of complementary CMOS logic, adding the appropriate
connections to each output forming the node and the series the N-channel transistors are
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Figure 3: PPL Design-replacing blank cells
grounded at one end and shorted to the node on the other. This expression is then extracted

as gates in a netlist format complete with performance characteristics annotated to the
gates because the physical layout is also defined when the character is placed.

A B Out EXORtruth table
11 A|B|Out
10+ 10 1
01+ o1 1

PPL circuit
Figure 4: PPL Circuit and truth table for EXOR

4 PPL Design

Notation The data entry in this new design method required a different type of notation,
one that could be handled at a higher level than logic gates, void of too much information
but easily understood as to its construction and function. With the interconnecting being
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Characters 22
Transistors 190
Area 150 mi. sq. @ 2u rules

Description File | 670 bytes
Schematic File 25173 bytes
Layout Cif file 20447 bytes
Gate Netlist 3737 bytes
Transistor Netlist | 11764 bytes

Table 1: Counter Statistics

fixed, this notation did not need to explicitly display it. Removing interconnect from a
drawing greatly reduces its complexity and removes a undesired burden from the designer.
With a coarse grid defined by the unit cell placements an icon representation equal to this
can be text characters. To show size of cells, a character with fill characters occupying the
extent of a large cell can be displayed. The use of characters is also more translatable to
a system level description.

1 0 0 1 H

€6 66 €6 €& 6 £c € ¢
I,’ €C 66 66 €€ €& 66 ¢ +

€€ 6¢ €6 ¢¢ ¢ €6¢ € €& €€ ‘(II
(X4 “F (X3 F (¥4 F“ F “I
=4=>’lr r T r .11

€ €6 €6 €6 €€ €Cc & ¢ ¢¢

U kR U 2 U 2 U L2 ] a I
Figure 5: Design notation of counter

Figure 5 is the design notation for a BCD counter. It is constructed of 4 basic flip-flops
(“F” characters occupying 4 rows by 2 columns) placed next to each other causing them to
be connected together. The “4” character generates a two phase clock driver for the flip-
flops. A synchronous reset is added to the flip-flops through the use of the "r” character.
The flip-flops are made to count by adding the “U” character. A data path in the vertical
direction is constructed in this manner and its width is a simple expansion or repetition in
the horizontal direction. The binary value of 1001 (nine) is decoded at the top and ORed
with an external reset signal then sensed by a “1” character that drives the synchronous
reset of the flip-flops. This reset is also ANDed with an external count enable signal by
the “a” character to control the carry-in of the “U” cells. This notation completely defines
the function and placement of 190 transistor occupying 88 (8 X 11) unit cell locations. The
size of the physical layout would now depend upon the technology to be used ie. Gate
Array, GaAs, Custom, 2u rules, 1.2u rules, etc. This same notation is transportable across
any of these technologies without any redefinition, only a reverification of performance.

The design notation requires only 22 character placements to fully define the BCD
counter. This represents the amount of actual effort required by the designer. The con-
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nectivity was generated automatically and for clarity some signal wire names were added
that resulted in the description file being 670 bytes of data. This file contains enough
information to allow the automatic generation of the schematic, layout, and annotated
mnetlists. Table 1 of counter statistics shows designer’s effort is leveraged approximately

3000X.

5 Conclusion

IC’s which contain analog or high speed sections require the design tools to give the
designer the ability to place the interconnections as well as the logic. The new PPL design
method incorporates tools that meet this requirement. No other tools, aside from the
old methods of handcrafting a custom chip, provide this capability. Other considerations
include transistor density, productivity, and design portability. PPL designs are typically
within 10% of custom densities, are completed in one tenth the time of custom or one half
the time of standard cell implementations and are readily ported to various technologies
and/or design rules. Total design effort can be easily done by a single designer without
need of scheduling and interfacing with specialized resources such as layout engineers.
The critical aspects of the design are always taken into consideration because the person
defining the critical areas is also doing the implementation. The data compression is
sufficient to allow designs to incorporate millions of transistors in a manageable form. The
mundane but critically important task of documentation is taken care of by the concurrent
generation of schematics from the logic placement.
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Automated Synthesis of
Sequence Invariant State Machines

D. Buehler, S. Whitaker and J. Canaris
NASA Space Engineering Research Center
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Moscow, Idaho 83843

Abstract - A CAD tool for the design of VLSI synchronous sequential con-
trollers is presented. Both the design and layout of the state machine are au-
‘tomatically generated. The program is process independent allowing a choice
of design rules to base generation upon. An incremental layout creation ap-
proach has been implemented which makes the tool useful in a wide range
of layout applications. Flow table descriptions are input to characterize the
desired machine and a layout archive is output.

1 Introduction

A state machine can be implemented as a programmable PLA based structure or as random
logic. The realization of state machines based on random logic often results in the most
compact and highest performance circuits, but the logic, which is a function of the state
assignment, flip flop type and flow table, does not lend itself to easy automatic synthesis.
Controllers implemented as PLA structures can be generated automatically, but are less
area efficient and have reduced system performance.

An architecture that retains the traditional strengths of dedicated state machines, but
offers the programmability of a microcontroller, was presented in [1]. This architecture
produces controllers whose logic is invariant with respect to the actual sequence desired.
State machines designed using this method approach the performance and size of random
logic based state machines and have a programmability superior to a PLA based design.

This paper presents a CAD tool for generating VLSI dedicated controllers based on the
sequence invariant architecture, described in Section 2. The tool, named “sm” (for SISM
maker), is a flexible tool which not only provides the layout of complete state machines,
but can generate stand alone sub-circuits as well. The layouts are design rule independent
and correct by construction. Layout generation is done on the fly, with a process rule
file being the minimum input required. The software, which is a pipeline of sub-circuit
generators, provides great flexibility and speed, for an engineer and layout designer, in the
implementation of CMOS controllers. A significant reduction in engineering design time
is also attained, as “sm” performs all of the logic design tasks normally associated with
state machines. The interesting and creative design task, flow table definition, remains in
the hands of the engineer, while the time consuming portions are handled in software.
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Table 1: Example flow table.

Section 3 of this paper describes the approach “sm” takes to layout generation itself,
while Section 4 provides a description of the input options available. Section 5 outlines

the benefits of the CAD tool.

2 Sequence Invariant State Machines (SISMs)

2.1 What does “Sequence Invariant” mean?

State machines are used primarily as control structures in digital circuits. A traditional
format for the description of a state machine is the flow table, such as shown in Table 1.
The flow table has dimensions of 7 inputs wide by s states tall. Entries in the flow table
determine the state transitions that are made during operation.

The driving idea behind the sequence invariant architecture is to build a state machine
given only the dimensions (i and s) of the flow table. The state machine created must be
capable of performing the operations of any sequence of states that are described in the ¢
by s flow table.

2.2 How is “Sequence Invariance” accomplished?

The sequence invariant architecture is broken into functional blocks as shown in Figure
1. In effect, the Destination State Codes are a representation of the flow table to be
implemented. The Input Switch Matrix selects a single column of the flow table and
passes the next state information for the entire selected column to the Next State Logic.
The function of the Next State Logic is to select which of the states from the column of
states presented to it should be selected as the next state. This choice of next state is
based upon the current state. The hardware implementation of the Input Switch Matrix
and Next State Logic circuits is dependent only on the dimensions of the flow table to be
implemented. The only difference between state machines with dimensions i =z, s =y is
the programming of the Destination State Codes.
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Figure 1: General block diagram.
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So | Not | Noz | Nos
S1 | Nu | Nig | Nis
S2 N21 N22 N23
53 N31 N32 N33
S¢ | Ny | Nyg | Ngs
Ss | Ns1 | Nsa | Nss
Se | Ne1 | Nea | Nes
S-] Nn Nn N73

Table 2: General eight-state three-input flow table.

2.3 Operation

The following illustrates specifically how this architecture works. Let Table 2 depict an
example for a general 3 state variable, 3 input state machine. I, I; and I are the inputs,
So...Sy are the present states, and Ng,1,,Ns,1, ... Ns,1, are the next states. This can
be generalized so that Ns;; are the next states for S; under input I;. Ng;; has been
abbreviated as N;;. The set of N;; also comprise the destination state codes. Let the state
assignment be So = 000, §; = 001, S; = 010, ...,S7 = 111.

The next state logic is a general BTS circuit [2,3] with paths that decode each state.
The input switch matrix is a pass transistor matrix, that passes the destination state codes
to the next state pass network as shown in Figure 2. The circuit realization of this network
operates in the following manner: All of the destination state codes N;; are presented to
the input switch matrix. For each input state I;, all of the destination states in I; are
presented to the next state logic. The present state variables, y, select one and only one
next state entry which is passed to the flip-flops. If the machine is in state S; and input I,
is asserted, then N;;, would be passed to the input of the flip-flop for next state variable Y;.
The current input state selects the set of potential next states that the circuit can assume
(selects the input column) and the present state variables select the exact next state (row
in the flow table) that the circuit will assume at the next clock pulse.
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Figure 2: General eight-state three-input next state equation circuit.
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2.4 SISM’s and state machine output equations

It has been shown [4,5] that the same logic which is used to implement Sequence Invariant
State Machines can also be used to generate the forming logic for the state machine output
equations. In this case the feedback terms are removed. The present state information is
provided by the logic blocks in the SISM. The same sequence invariance is available, as is
the programmability. The CAD tool described here has the ability to generate logic blocks
suitable for implementing these output equations.

3 Automating Layout

3.1 Layout approach

The structure of the SISM logic lends itself to two “natural” layout approaches. First,
the regularity of poly spacings vertically and metal spacings horizontally, (see Figure 3),
suggests a gate-matrix layout approach [6]. In this approach, horizontal poly-silicon and
vertical metal pitchs are calculated, then contact and diffusion areas are placed to form
transistors. The gate-matrix approach proves undesirable due to the inflexibility of the
monolithic layout structure created. The second approach is also suggested by the regu-
larity of the SISM logic. The layout can be divided into a number of tiles which can be
calculated, created, then placed. The tile-laying methodology was chosen because it allows
decomposition of the layout problem into smaller cell layout problems.

Although the ultimate goal is a complete state machine layout, this methodology allows
useful layouts to be made available, as intermediate steps, in the compilation. The next
section describes the layout decomposition.

3.2 Layout Decomposition

The organization of the SISM layout, (see Figure 4), parallels the functional blocks shown
in Figure 1. Decomposition of the layout for creation purposes follows the functional
decomposition shown. “sm” creates a cell implementing the Input Switch Matrix and a
cell for the Next State Logic. Additional layout cells provide programmable connections
for power and ground. Feedback taps for the state variables are also generated.

A single state bit cell can be created and replicated for each state bit because the
Input Switch Matrix and Next State Logic are identical for each state variable bit (due
to Sequence Invariance). After this base architecture is created, a programming mask is
placed over the Input Switch Matrix to program the desired state transitions.

As described in Section 2.3, the Next State Logic block is a general BTS network
and Figure 2 indicates that the Input Switch Network is a general pass transistor OR
structure. Both of these functional blocks are found in logic implementations, other than
state machines. Therefore, “sm” was designed to optionally create layouts of these sections
independent of a particular SISM design. The user can then copy, connect, and program
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NAME: MACH1

PROCESS: CM0S34

a: c¢c b a.

b: d c b.

c: ed c.

d: £ e d.

e: af e.

f: baf.

Table 3: Flow table entry format |

them manually. This allows more flexibility in the layout process, and provides automatic
generation of structures which may have uses in applications other than SISMs.

4 ‘“sm”

4.1 Layout options

The amount of layout generated is very flexible. The user can choose to specify the
number of states and generate the Next State Logic cell. Specifying the number of inputs
in addition to the number of states allows the user to generate an unprogrammed Input
- Switch Matrix and/or a Next State Logic cell, or a complete, unprogrammed state machine.
These options allow the layout designer to create blocks which generate the output signals
of a state machine, as described in Section 2.4. To generate a complete, programmed state
machine the user must create a file with a flow table description of the state machine.

4.2 Flow table description

When the user requests creation of a complete, programmed state machine, “sm” requires
a flow table description of the desired state machine. The flow table description is a simple
ASCII text file consisting of state transition information. Table 3 shows the flow table
entry format used to create a state machine corresponding to the flow table shown in
Table 1. State declarations are followed by a colon and the state transition information for
each input, then closed with a period. Undefined or “don’t care” states are not allowed.
States are assigned sequentially, beginning with the first state declared, which is assigned
state variable value zero. It is often advantageous to assign this state to the reset state.

4.3 Process choices

The CAD tool described here is process independent. Layouts are created on the fly, using
a tiling algorithm. Fabrication of VLSI circuits, however, is not process independent.
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When targeting a specific process, “sm” requires a Design Rule file for that particular
process. “sm” currently has two Design Rule files available:

o Hewlett-Packard 1.6um CMOS-40 rules.
o Hewlett-Packard 1.0um CMOS-34 rules.
e Implementation of the MOSIS Scalable Rule set is planned.

4.4 Transistor width

The transistors used in the SISM layout default to a minimum transistor width, which is the
size of a metal/diffusion contact plus diffusion overlaps on each side. If the user wishes, the
transistors can be created larger than this minimum. The resolution of transistor widths
allowed is 0.2um .

5 %“sm” and SISM Benefits

Use of “sm” and sequence invariant state machines has many benefits over PLA and
random logic state machine implementations. Running on an HP 9000/375 “sm” took two
seconds real time (half a second CPU time) to create the layout shown in Figure 5. This
layout implements the state machine from the flow table description shown in Table 3.
The layout created is correct by construction and will pass Design Rule Checks (DRC).
A layout designer would require half a day to lay out, check continuity, and run DRC
verification on a hand crafted SISM state machine layout.

A traditional state machine requires a significant amount of work. The engineering tasks
required include flow table construction, state assignments, choosing a flip-flop, designing
input forming logic, designing output forming logic, and circuit design. The layout task is
one of the most time consuming in a VLSI design. An experienced layout designer may be
able to draw about 8 transistors/hour of random logic. Traditional controller designs tend
to have large amounts of random logic associated with them. A traditional implementation
of the flow table, Table 3, might require several days of layout.

Time is saved, using “sm”, because no state machine design time, other than the flow
table construction, is required. The sequence invariant implementation will yield additional
savings in the event of design changes which require modification of the state flow sequence
or the addition of new states.

“sm”, while remaining a simple program to use, provides flexibility to the layout de-
signer, as well as time savings to the design engineer.
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Figure 5: “sm” generated layout
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CMOS Output Buffer Wave Shaper

L. Albertson, S. Whitaker and R. Merrell
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Abstract - As the switching speeds and densities of Digital CMOS integrated
circuits continue to increase, output switching noise becomes more of a prob-
lem. This paper reports a novel design technique which aids in the reduction
of switching noise. The output driver stage is analyzed through the use of
an equivalent RLC circuit. The results of the analysis are used in the design

of an output driver stage. A test circuit based on these techniques is being
submitted to MOSIS for fabrication.

1 Introduction

There are two main types of output switching noise in CMOS circuits which can cause
problems for circuit designers. These types, although closely related, can be defined as
ground bounce, which is the variation of the chip ground to the external ground and ringing
(undershoot/overshoot) on the output signal lines. Ground bounce, is caused by the rapidly
discharging or charging of the output capacitance and is accentuated by simultaneously
switching output drivers. Ringing on output signals is caused by the improper damping of
the inherent RLC discharge or charging loop. Both of these sources of noise are attributed
to having an inherent inductance in the charging or discharging path of the output load
capacitance.

There are several reasons why output switching noise should be eliminated or at least
reduced below some specified level. Noise caused by ground bounce can cause false switch-
ing of internal gates leading to incorrect logic states and reduced reliability of the integrated
circuit. Ringing on signal lines is also undesirable in that it can falsely trigger an input
resulting in incorrect data to other circuits in the system. Both types of switching noise
are also a problem in the area of integrated circuit testing.

Over the past decade or so there has been a significant amount of effort put forth in
finding solutions to the problems of output switching noise. Many of these solutions have
not been published in the literature due to integrated circuit manufacturers attempting to
maintain their competitive edge. However, most of these solutions are based upon three
main approaches:

1. providing a slower turn on time of the output transistors,
2. staggering the turn-on times for the different output transistors 1], and

3. a noise sensing feedback approach.
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All of these techniques have one main drawback; the output buffer will be inherently slower,
thus speed is sacrificed for a decrease in the amount of generated output noise.

This paper concentrates on analysis of the undershoot /overshoot problem and a possible
solution for use in high speed CMOS VLSI circuits.

2 Analysis

A typical CMOS output driver circuit is shown in Figure 1. It consists of scaled inverter
stages which are generally a factor, f (in the range from 3 to 8) times larger than the
previous stage. The problem of scaling to optimize delay and /or area of the driver chain has
been examined by several authors [2]-[6]. For the purposes of this work, scaling to optimize
delay of the output stage was not addressed, however it can become very important when
maximum speeds are required since the ringing noise reduction techniques create an extra
time delay.

Do )
Last gate of
internal logic chain _ fl“ CrLoad

Figure 1: Typical scaled output buffer stage

The output driver structure of a CMOS VLSI circuit can be complicated to analyze,
if viewed as a complete circuit. Therefore, it is necessary to break it down into simpler
subcircuits which can be easily analyzed. The first part of this analysis will deal with the
RLC discharge loop of the load capacitance during a low going transition of the last stage
of the output buffer. Secondly, the resistance of the output driver FET will be analyzed
and finally a technique for minimizing the problems of ringing will be discussed.

2.1 RLC Discharge Loop

A typical CMOS pull-down circuit of an output buffer stage is shown in Figure 2. It
consists of an n-channel transistor with its drain tied to a load capacitance, its source tied
through an inductance to ground, and the gate tied to an input voltage source. The pull-up
circuit would be very similar, with a p-channel transistor with the source tied through an
inductance to Vec. '

Using the simplified equivalent RLC circuit shown in Figure 3, the output switching
noise produced by the circuit of Figure 2, can be analyzed.

In the equivalent RLC circuit, the n-channel traasistor is replaced by a switch, S and
a resistance R. The resistance R represents the ON resistance, R,, of the device and the
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Figure 2: CMOS pull-down circuit of an output inverter stage

l +
S

Vou
+ t

R Ve A Crona
+ _—

\'4
L Vi

Figure 3: RLC circuit representation of the CMOS pull-down circuit of an output stage

switch S represents the switching point of the device. The value of Cp,eq is the lumped
sum of the capacitances associated with the n and p-transistor drain regions, bonding pad,
circuit packaging, PWB traces and input capacitances of the receiving devices. The value
of L is the sum of the inductances associated with the internal ground ring, the connections
between the bonding pads and the IC pins, (packaging parasitics) and the PWB ground
trace (plane) and signal trace. The RLC circuit of Figure 3 can be analyzed as follows.
Initially the capacitor will be charged to V. (by the pull-up p-transistor). With the switch
open, no current flows in the circuit, thus there is no initial condition for the inductance,
L. At time t = 0, the switch is closed. The circuit is excited by the initial charge on the
capacitance and the total response of the circuit can be determined as follows:

3 Va=0= Ri(t) + L% + % [ttt - v.(07) (1)
nd & 1
V.(07) = Rilt) + L5 + / i()dt (2)

Applying the properties of Laplace transforms yields:

H:D — RI(s) + sLI(s) + %I(s) 3)
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Solving for the network function u’{&)—'y yields:

I(s) 1 1 (4)
V.(0-) L 32+%3+I%
The characteristic equation of the network is given by the denominator of the equation
given above. Solving the quadratic equation for s yields:

R R\? 1
iy (ﬁ) a7 (5)

Thus the roots of the characteristic equation are:

R R\? 1

a=-x+/(z) ~1e (6
R R\? 1

w=-5-\(3z) “1o (7)

Since the quantity under the radical sign can be positive, zero or negative, three dis-
tinct solutions exist which will produce an overdamped, critically damped or underdamped
response respectively.

Case 1: Roots are real and unequal resulting in an overdamped response

(E)’ > L
2L LC

Case 2: Roots are equal resulting in a critically damped response

(1)’ _ 1
2L/ — LC

Case 3: Roots are complex conjugates resulting in an underdamped response

R )’ 1
() < 16
For a typical case of L=20nh and C=>5pf, if the MOSFET resistance is less than 12712,
then the circuit to be underdamped and will ring as shown in Figure 4. If the value of the
inductance was even larger and the capacitive load even smaller, then R would be required
to be even greater. Thus, in order to properly damp the RLC circuit, it is necessary to

analyze the resistance characteristics of the MOSFET so that a good estimation of it’s
ON resistance can be obtained.
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Figure 4: Voltage across the load capacitance for L = 20nh and C = 5pf

2.2 MOSFET Resistance Characterization

The ideal (first order) equations describing the behavior of the nMOS transistor in the
different regions of operation are given by [7] and shown below.

0; Vie— Vi <0 cut—off
Is=4 P [(V}c - V)Va, — Y;‘] ; 0<Vy <V,, —V; linear
%(VL. - V)% 0<V,, — Vi <V saturation

where I, is the drain to source current, V,, is the gate to source voltage, Vg, is the drain
to source voltage, V, is the transistor voltage threshold voltage, and 8 is the gain factor of
the MOS transistor and is given by:

HoEr€0 w
= —_ 8
p=torce ®)
The MOSFET resistance equation for the device in the linear region can be found by
taking the partial derivative of I;, with respect to V,.

) A 1
R= l/ana B ﬂ(Von - Vt - Vda) (9)

A simple method of approximating the MOSFET resistance is by using a linear resistor.
However, upon a more detailed examination, this does not prove very accurate since the




4.4.6

+

40mA

30mA 4

I

20mA 4

10mA 4

OmA ] T
0.0V 2.0V 4.0V 6.0V
Vs

Figure 5: I-V curves and equivalent resistance of 8 MOSFET

approximation does not account for the nonlinear, time-dependent current-voltage charac-
teristics of a MOSFET. Thus the equivalent resistance is a function of both Vy, and V,,
such that R = Bf.(Vy,,V,,). Since the input signal V,,, in a normal system will not have
an infinite rise time, this makes the resistance characterization very difficult.

Shoji [8] estimates the equivalent DC resistance in the following manner. Firstly, he
assumes that the gate input signal switches instantaneously, thus eliminating V,, from the
function yielding:

R = ﬂVgofn(Vdc) (10)

From Fig. 5, it can be seen that the resistance at the maximum input voltage, V,, = 5V
is equal to Y‘-Eﬂ = Ry = 122(}, the point the transistor moves into the linear region of
operation. When the load capacitance has been completely discharged at time ¢t = oo, V4,

nears 0V, and the resistance is equal to = 75(2, the lower bound.

In light of this, and looking back at the previous example where L = 20nh and C = 5pf,
the circuit would be underdamped when the equivalent resistance was less than 127Q2. This
point on the I-V curves is when the capacitor was fully charged to 5V, thus from that point
down to when the capacitor becomes fully discharged, the MOSFET resistance will be less
than the required 1279 for overdamping.

In reality, the transistor operates quite differently on the I-V curves when a finite rise
time signal is applied to the gate of the device as shown in Figure 6.

As the gate voltage rises towards 5V, at V,, = V, the transistor begins to turn on, and
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Figure 6: MOSFET I-V curves and equivalent resistance as a function of C; and input
rise time

the capacitive load begins to discharge, thus never reaching the point on the V,, = 5V
curve where V,, — V; = Vy,. The transistor actually operates for a period of time on the
lower V,, curves as a function of the rise time. This is very beneficial to the damping of the
RLC circuit since the resistances are higher on these lower curves as V,, is transitioning
toward 5V. Therefore, waveshaping the input voltage such that the transistor operates on
the lower V,, curves for a longer period of time is beneficial in damping the RLC discharge
loop. The disadvantage to using this technique for properly damping the RLC discharge
loop is that an added time delay is introduced.

2.3 Input Signal Waveshaping

There are several techniques which can be used for waveshaping the input signal to the
output driver transistor. One possible way would be to size the pre-driver stage such
that it can not effectively drive the input capacitance of the output driver transistor, thus
slewing the input signal. Another technique [1], uses a nMOS pass-transistor, controlled
by a voltage, Vpi,,, in series with the output driver gate input as shown in Figure 7.

This technique has the advantage that the amount of resistance can be controlled
somewhat by varying Vp,,,. The drawback is that there is not a very large range over
which Vpi,, can be adjusted and still provide enough voltage to the gate of the output
driver transistor. The MOSFET resistance also increases dramatically as the input voltage
to the pass-transistor is increased.

These problems can be overcome by using a transmission gate in place of the nMOS
pass-transistor, as shown in Figure 8.
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Figure 7: Output Buffer with input rise time control using an n-channel pass transistor
This also has the advantage of being adjusted by bias voltages, and will allow a wider

range of adjustment. The resistance is also more constant since it is the parallel combina-
tion of the n-transistor and p-transistor resistances.

Output

Pull Down
Input
VB,

Figure 8: Output buffer with input rise time control using a transmission gate

A bi-directional TTL compatible I/O pad was designed in the MOSIS 2um CMOS

process using the techniques outlined above and shown in Figure 9.

3 Simulation Results

Shown in Figure 10 is the simulation model which was used to simulate output ringing as
well as delay and rise and fall time characteristics of the uncompensated and compensated
output buffers. The model includes 30nh of inductance between the buffer and the-Vdd
and Vss supplies and the 5pf output load capacitance. Simulations were performed using
the PSpice level 1 electrical model. A set of typical parameters for the model were derived
by averaging extracted parameters from 10 recent runs from a 2um CMOS MOSIS foundry.
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Figure 9: Bi-directional I/O Pad with ringing compensation
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Figure 10: Output buffer simulation model
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Figure 11: Uncompensated and compensated output buffer waveforms

The results of the simulations of the uncompensated and compensated buffers are
summarized in Table 1 and shown in Figure 11. The results for the compensated buffer
include three sets of gate voltages for the transmission gates to show the effects they have
on the output ringing, delay time and rise and fall time. As can be seen in Figure 11, the
cost of reducing the output ringing is sacrificing some speed performance.

Typical Case Parameters, 25deg C,Vdd = 5V,C = 5pf
Simulated Parameter | Standard | Compensated Buffer @ various gate bias
Buffer |VB,=5V |VB,=4V | VB,=3V
VB,=0V | VB, =1V VB,=2V
Overshoot (peak)@ 5V | 0.839V 0.168V 0.250V 0.050V
Undershoot (peak)@ 0V | —0.818V | —0.084V | —0.002V none
Delay Time 2.34ns 4.12ns 5.28ns 8.53ns
Rise Time 0.90ns 1.64ns 1.96ns 2.88ns
Fall Time 0.81ns 2.38ns 3.43ns 6.99ns
Table 1: Comparison of simulation results
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4 Evaluation Test Circuit

An evaluation test circuit has been designed in the 2um CMOS n-well process, and is
being submitted to MOSIS for fabrication. Both an uncompensated and compensated
buffer stage were fabricated on the same test chip. Special considerations were given to
the layout to help eliminate measurement errors due to the differences in power bus drops,
lead inductances, and time delays of input and output paths so that accurate results can
be compared. The buffers were designed such that they are identical with the exception
of the inclusion of the transmission gates in the compensated version. Their inputs were
driven from the same source which was placed an equal distance from each buffer. The
pads were placed such that the distance to the Vdd and Vss pads was as nearly identical
as possible.

5 Summary

The problems dealing with ringing on the output signals of CMOS VLSI circuits has been
discussed, analyzed and a solution proposed. A compensated output buffer was designed,
using the techniques discussed, which helps to minimize the ringing effects by changing
the resistance of the output driver transistors. This is accomplished by slewing the input
signal to their gate using voltage controlled transmission gates. This technique allows for
the proper damping of the RLC charging and discharging loops. Simulation results have
been presented which substantiate the theoretical analysis. A comparison between the
amount of output ringing versus the delay time and rise and fall times of the buffers was

presented. A test circuit was designed in the 2um CMOS n-well process and has been
submitted to MOSIS for fabrication.
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Abstract- Standard cell and gate array macro libraries are in common use
with workstation CAD tools for ASIC semi-custom application and have re-
sulted in significant improvements in the overall design efficiencies as con-
trasted with custom design methodologies. Similar design methodology en-
hancements in providing for the efficient development of the library cells is an
important factor in responding to the need for continuous technology improve-
ment. This paper presents the characteristics of a library development system
that provides design flexibility and productivity enhancements for the library
development engineer as he provides libraries in the state-of-the-art process
technologies. An overview of Gould’s library development system (“Accolade”)
will also be presented.

1 Introduction

Over the past decade significant advances have been made in CAD technology to support
the design and layout of ASIC circuits. Today, many systems are available to assist the de-
sign engineer with such tasks as schematic capture, logic simulation, automatic placement
and routing, design rule checking, back-annotation and post-layout simulation. With the
advent of such CAD tools and the standardization of libraries and design methodologies
engineering design productivity has been greatly enhanced. Design cycle times have been
reduced from months to weeks or days. Design engineers are now in a position to focus on
innovation and value-added engineering in other aspects of their system design.

Key to many current design methodologies is the availability standard cell and gate
array libraries in the latest process technologies for the various design environments. Con-
tinuous improvement in process technologies creates a need for the library development
system to be flexible and efficient in incorporating the ever changing process requirements
into the available cell libraries. A review of the status of tools currently available to sup-
port the library development activity plus suggested characteristics of an integrated library
development system to further enhance the productivity of the library development engi-
neer and an overview of Gould AMI’s library development system known as “Accolade”
are presented.
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2 Library Development Tools

Various tools exist for completing the layout portion of the cell libraries. Some of these
tools are computer aided drafting, symbolic layout and compaction, layout synthesis, and
module generators. Computer aided drafting systems or hand layout are the simplest of
the tools [3],(4]. Basically the designer draws colored polygons that are mapped to specific
mask layers for use in the silicon fabrication process. This process is time consuming and
is prone to design rule errors.

Symbolic layout and compaction are another set of layout tools [3],(4], [5]. The de-
signer uses a subset of primitives (mainly transistors, wires, and contacts) to formalize the
topology of the cell in a symbolic layout. The primitives may be parameterized. As an
example, transistors may have parameters for width, length, and the number of contacts
to the source and drain. This symbolic layout contains no information about the actual
spacing or distance between objects. Once the symbolic layout is defined, the compaction
tool using a set of design rules for the process technology then moves the objects as close
together as possible without violating the process design rules.

Layout synthesis takes a transistor level schematic representation (present tools use a
netlist) and converts it into a symbolic layout using place and route algorithms [2], [9]. The
symbolic layout can then be compacted to generate mask data compatible with the design
rules. This results in a significant time savings as the layout of cells is completely handled
by the synthesis system. Of course this method will benefit from human interaction to
control how the cell is built, especially for analog cells where capacitance and crosstalk is
of great concern.

Module generators are composed of procedural code that defines the cells. The code is
parameterized to handle possible variation of the cell such as the number of inputs, types
of control logic, the number of memory elements, etc. Some sophisticated generators take
into account delay, and area considerations. Module generators require coding experts or
programmers and are difficult to debug and maintain [6]. On the other hand they work
well for structures containing regular repetitive blocks such as RAMs, ROMs, and PLAs.
Also this tool makes an attempt at integrating the whole design task of layout, extraction,
verification and data generation.

As mentioned previously, other tools exist to aid in the design of the cells. Gate sizing
algorithms are used to optimize performance and area parameters. One such algorithm
is given in [7]. Mask data extraction tools are a valuable aid in the library development
process. These extractors are useful for design rule checking, layout versus schematic
checks, netlist extraction and the extraction of electrical parameters for use with circuit
simulators (3], [4], [8].

Extracted data such as cell netlists and capacitance loading information can also be
useful in the development of the library datasheets. Propagation delay values for the cell
to be used for verification, logic model generation, and datasheets can be obtained using
circuit simulators [3].

The circuit simulators contain models that allow the user to model the behavior of
transistors and other physical devices in silicon for a given process technology. A netlist
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Figure 1: Library development System

of the cell including extracted parasitic capacitances and waveform stimuli can be sent
to the simulator. The simulator then performs an incremental transient analysis yielding
information about the changes in the node voltage and device currents as a function of
time. From this data the delay from a switching input to a change in the output can be
determined. Adding different load capacitances to the circuit can be used to characterize
the propagation delay as a function of capacitance loading.

3 Library Development System Features

The CAD tools reviewed in the previous section have yielded significant productivity gains
for the library development engineer. Further productivity gains can be realized as these
tools are integrated into a single development system optimized to meet the specific needs of
the library development engineer. Figure 1 illustrates the objectives of such a system. The
inputs to the system would include a technology file and the library definition. Optionally,
a GDSII reader would be desirable to permit data for cells that were not developed on this
system to be entered into the system. The library development system using data from
the technology file together with the cell library definition would then output the data
required to support a library released for use with various engineering workstations. The
output data to support the libraries would include the following:

1. Physical layout data in GDSII format, —

2. Datasheets including cell schematics and icons, timing diagrams and cell parameter
specifications, etc.,

3. Workstation path delay timinglﬁles',
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4. functional description,
5. Circuit netlist, and

6. CDL (Circuit Description Language) file for use in Layout versus Schematic (LVS)
checks.

In the following sections we will review some of the desirable characteristics and features
of this library development system.

3.1 Input Features

The user interface is one of the more important characteristics of the system. This interface
should be designed with the human being in mind and adapted to the human style of
doing the task [1]. Therefore it is proposed that graphical data entry be used for most
of the interfacing. This allows IC design engineers to focus on the engineering aspects of
the library development task instead of the procedural code to implement the library cell
generators, etc. Efficiencies gained through graphical data entry permit the design engineer
to efficiently perform “What-If” analysis in evaluating alternative library designs.

The schematics for the circuit can be captured graphically using a mouse and screen.
Various primitives can be selected such as transistors and a parameter menu can be pulled
up to add values of width, length, and other values including variables related to a sizing
table or expressions. This schematic now defines the data submitted to the layout synthesis
tool. The schematic data can also be used for the logic comparison with the mask layout
data as well as for generating cell simulator formats for use in system simulations.

The option should also be provided to allow the designer to enter symbolic layouts
using a graphical entry style similar to that used by layout editors. The symbolic layout
as entered does not include geometric data. Sizes can be automatically transferred to the
symbolic layout from the schematic of the cell.

Icon definition is an important feature to allow for hierarchical definitions of cells.
As megacell generators are developed, the capability to design blocks using a graphical
interface which can automatically be converted to parameterized code is desirable.

A graphical interface should also be devised for specifying the characterization cir-
cuit netlist, input signal conditioners / generators, and the instrumentation probe points
to automatically obtain the cell characterization data using a circuit simulator. Several
instances of the cell (icon) can be placed with various waveform generators and loads
connected to them to setup the characterization conditions.

Delay probe pairs can be placed on nodes to designate timing measurements. These
probes can have parameters defining voltage level and direction (rising or falling) of the
waveforms to compute the desired measurements. The probes can be assigned names so
that the measurements can be identified in the characterization database. Text can also
be added to set variables equal to expressions that use the delay measurements from the
characterization database.
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The circuit simulator netlist and control information can then be extracted from the
graphically entered data. This data is then used by the circuit simulator to setup and
perform the transient analysis. Results are then extracted from the circuit simulation
output and specified computations are completed and returned to the characterization
database.

Graphical interfaces should also be developed to provide network and icon information
required for datasheets and logic models. Some of the output files may be strictly textual
and may only need a textual template. All of the graphical interfaces should be menu
driven. Some functions could benefit by the implementation of both menu and keyboard
drivers.

Integration of these graphical front-ends with the various design engineering tools to
provide for user-friendly input to the library development system can significantly improve
engineering productivity.

Another important data input consideration is that the process technology inputs and
the cell library inputs should be isolated to provide true process independence. A consistent
set of standard library cell definitions and models is important. Once the library data has
been entered for one technology subsequent libraries can be developed to support different
process technologies by updating the process technology file and then using the library
development system to produces the new library of cells.

‘3.2 Operational Features

In operation the library development system is an integration into a single package of many
of the different tools which are available. For example, this means combining such tools as
the following into a single design environment: gate sizing algorithms, layout, verification,
simulation, and data generation and formatting tools. The preferred layout tools for library
cell development are layout synthesis and compaction tools. Layout synthesis provides for
the auto place and route of the symbolic layouts. Several modes may be needed to control
the layout synthesis and compaction of the cells. Decisions have to be made as to whether
the cell will use double or triple layer metal and which metal levels will be used for routing
the signal and power ports. It is also desirable to be able to place layout constraints on
the cell such as preventing certain signal lines from crossing.

Since instances will arise where the designer needs control over the placement and
routing of certain cells, a symbolic layout editor needs to be provided. The compactor is
useful in producing area efficient layouts for a given technology file or set of design rules.
Another option for the compactor is to be able to define symbols for existing mask blocks
which can be placed into the symbolic layout. These blocks will then be placed into the
cell mask data without being compacted. The process independence created by using the
symbolic layout reduces the amount of rework required when migrating cells to a new
technology. A hierarchical compactor is required to handle the large number of objects
involved in creating such megacells as RAMs, ROMs and PLAs. Another useful feature
of the system is the ability to use the symbolic layout generators to develop the different
memory sizes.
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Tools for the verification algorithms also need to be integrated into the system. A
design rule checker should be added to verify the correctness of the mask data according
to the design rules contained in the technology file. A layout versus schematic checker to
verify that the mask data agrees with the schematic should also be included.

Access to various simulation tools is an important feature of the library development
system’s design environment. For example, a circuit simulation updated to reflect layout
parameters such as capacitance loading is needed to provide data for the logic models
and cell datasheets. Graphical interfaces to setup the netlist and control functions as
discussed previously in the input features section greatly enhances the design engineers
productivity. This interface should permit the specification of waveform generators, output
loading, nodes for delay measurements, voltage levels that designate valid level changes
for the node, and calculations of the required delay measurements. A software routine
should then translate the setup and control information and the parasitic parameter data
extracted from the mask into a transistor level format readable by the circuit simulator.
As the simulation is completed, a delay extractor retrieves the requested data, performs
necessary calculations and stores the data in the characterization database. Other cell
data such as node capacitances, area, device count, leakage currents, power consumption
can be stored in the characterization database.

The system should provide for both interactive and batch mode operation. Since the
tools being integrated in this system can run independently, the interactive mode is easily
implemented. This mode is most useful for the development of new designs. The batch
mode is used for the production of previously defined libraries in a new process technology.
A restart capability at various points through the library development process is important.
For example, with the restart capability an existing library can be re- characterized with
new models without having to re-synthesize and compact all of the library cells. Similarly, if
the datasheet templates are changed for a library, new datasheets can be provided without
a new compaction or characterization. This can provide a significant time saving for many
library maintenance tasks. With restart capability comes the ability to read in existing
mask data and then use the library development system to characterize these cells and
provide updated datasheets.

3.3 Output Features

The final tool to be added to the system is the data format generators. These generators
are used to format the cell data into the various formats required to complete the formal
release of the library. The mask data needs to be written out in a common format such
as GDSII along with the pin locations which can be read into the place and route tool.
In additions to the GDSII layout database, the circuit netlist and control data should be
included as a system output file to be released with the library. This will allow library
users to perform additional simulations on the cell as required by the application.

It is also