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Abstract

Multilevel (ML) algorithms for eigenvalue problems are often faced with several types of difficulties such as: the mixing of approximated eigenvectors by the solution process, the approximation of incomplete clusters of eigenvectors, the poor representation of solution on coarse levels and the existence of close or equal eigenvalues. Algorithms that do not treat appropriately these difficulties usually fail, or their performance degrades when facing them. These issues motivated the development of a robust adaptive ML algorithm which treats these difficulties, for the calculation of a few eigenvectors and their corresponding eigenvalues, presented in this paper. The main techniques used in the new algorithm include: the adaptive completion and separation of the relevant clusters on different levels, the simultaneous treatment of solutions within each cluster, and the robustness tests which monitor the algorithm's efficiency and convergence. The eigenvectors' separation efficiency is based on a new ML projection technique generalizing the Rayleigh Ritz projection, combined with a novel technique, the backrotations. These separation techniques, when combined with an FMG formulation, in many cases lead to algorithms of \(O(qN)\) complexity, for \(q\) eigenvectors of size \(N\) on the finest level. Previously developed ML algorithms are less focused on the mentioned difficulties. Moreover, algorithms which employ fine level separation techniques are of \(O(q^2N)\) complexity and usually do not overcome all these difficulties. Computational examples are presented where Schrödinger type eigenvalue problems in 2-D and 3-D, having equal and closely clustered eigenvalues, are solved with the efficiency of the Poisson multigrid solver. A second order approximation is obtained in \(O(qN)\) work, where the total computational work is equivalent to only a few fine level relaxations per eigenvector.
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1 Introduction

Large scale eigenvalue problems (EP) arising from physics, chemistry and engineering often have special features which are not always exploited by eigenvalue solvers, such as: the EP can be approximated on several levels; only few eigenvalues and eigenvectors are sought. These features can be exploited naturally by multilevel (ML) solvers as has been done successfully by several authors (see for example [3] and [12]). Such solvers generally involve the discretization of the problem on a sequence of levels, relaxations employed on all levels, transfers of solutions and residuals from fine to coarse levels, interpolation of correction from coarse to fine levels, and often a fine level eigenvector separation technique.

Multilevel methods for EP sometimes encounter difficulties which make their robustness and efficiency questionable. Often such difficulties are due to several reasons which we classify as: (i) mixing of eigenvectors by the used procedures, (ii) incompleteness of a treated cluster, (iii) incompatible fine-coarse level representation of a cluster. Procedures such as relaxations, transfers and ML cycles can introduce or amplify an eigenvector in the error component of an approximated eigenvector. This we refer as eigenvector mixing. For example, it is known that ML procedures mix Fourier components which are the eigenvectors of many discretized differential operators. If the eigenvectors of an iteration operator do not coincide with the eigenvectors of the problem to be solved, then the iteration may mix the problem’s eigenvectors. This difficulty occurs especially when clusters of eigenvectors with close or equal eigenvalues are approximated. Usually it is treated by simultaneous separation techniques, e.g., by a Rayleigh Ritz type projection. However, if not all eigenvectors which are mixed by the involved procedures are approximated, e.g. the clusters are not complete, then one can expect the separations to be inaccurate and inefficient. Thus a cluster will be called complete relative to a procedure if it contains a whole set of eigenvectors which are mixed by the procedure. Difficulties related to incomplete clusters may be treated by completing the clusters and processing them simultaneously. The incompatibility of clusters representation on different levels is another difficulty which has to be identified and taken care of. In particular, not all clusters can be approximated on an arbitrarily coarse level and the eigenvalues clustering may differ on various levels. These difficulties and their remedies suggest the following conclusions: (i) Clusters of eigenvectors should be treated simultaneously using a separation technique like the Rayleigh-Ritz projection, (ii) Clusters have to be completed, (III) Different clusters should be differently treated on different levels. This suggests that previously developed algorithms may fail in some standard situations. These include nonadaptive algorithms, algorithms which treat the eigenvectors sequentially in clusters, which do not complete the relevant clusters, or which do not take into account the inter-level eigenvector mixing. Even in cases when such algorithms work, their efficiency may be improved by an adaptive treatment or by coarse level separation techniques as used in this work.
This paper focuses on a more robust and efficient algorithm for the calculation of a few eigenvalues and their corresponding eigenvectors. Its development was guided by the above mentioned difficulties and their remedies. Beside its robustness, the algorithm achieves a better computational complexity than previously known ML eigenvalue algorithms which use fine level projections. The robustness of the present approach is based on the adaptive completion and separation of the relevant clusters on different levels; the simultaneous treatment of solutions for each cluster; and robustness tests which monitor the algorithm's convergence and efficiency. A central efficiency feature of the algorithm presented here results from the newly developed Generalized Rayleigh Ritz (GRR) projection and backrotation (BR), which employ the projection on coarse levels, adaptively with the cluster involved. This reduces in many cases the most time consuming part of the algorithms, namely, the $O(q^2N)$ fine level separation work, to $O(qN)$ for $q$ eigenvectors of size $N$ on finest level.

These ideas are combined in an FMG algorithm which first solves the problem on coarse levels, then interpolates the solutions to finer levels where they serve as an initial approximation to the corresponding finer level problems. On the currently finest level, clusters are identified and tested for completeness, completed if necessary, and improved by ML cycles using coarser levels. The eigenvalue equations is relaxed on each level followed by FAS transfers. Generalized Rayleigh Ritz projection and backrotations (GRR-BR) are employed on coarse levels usually, in order to separate eigenvectors within their clusters, and to keep the coarse level representation of the solutions as close as possible to the fine level solutions. This is done adaptively for different clusters on appropriate levels. On the level on which the algorithm starts, only a part of the sought eigenvectors are approximated usually, and more eigenvectors with their corresponding eigenvalues are added on finer levels.

In the examples presented here for the Schrödinger eigenvalue problem in 2-D and 3-D, two to four fine level relaxations per eigenvector were performed. Equal eigenvalues were calculated with more than ten decimal places and accurate results were obtained for very close eigenvalues as well. A second order approximation is obtained by 1-FMG-V(1,1) in $O(qN)$ work, for $q$ eigenvectors of size $N$ on the finest level.

The present approach can be extended to nonlinear eigenvalue problems, an example being presented in Costiner and Ta'asan [6].

We refer to the early works of Hackbusch [9] McCormick [17], Bank [1] for theory on multilevel eigenvalue solvers and first algorithms. A sequential ML algorithm for linear eigenvalue problems performing the projection on fine levels is presented in Brandt McCormick and Ruge [3]. More theory and algorithms on ML EP may be found in Hackbusch [12]. Zaslavski in [23], [24], uses an adaptive algebraic correction scheme cycle to compute the first eigenvector and its eigenvalue for the multigroup neutron diffusion equation. The elements of such a ML cycle, modified to the FAS form, can be used in the algorithm presented here. Our approach differs from previous ML approaches mainly by the following issues: emphasis on robustness, simultaneous
cluster processing, cluster completion, ML separation by GRR and BR, treatment of eigenvector mixing, treatment of close and equal eigenvalues. The ML projection idea was first introduced by Ta’asan [21]; backrotations were introduced in Costiner [5]. The combination of our technique with domain decomposition techniques is natural but was not analysed yet. For some domain decomposition techniques for eigenvalue problems see for example Bourquin and d’Hennezel [2], and Luo [14]. A review article on single level large-scale complex eigenvalue problems, containing many references, is Kerner [13]. For a theory on Ritz projections and on algebraic eigenvalue problems we refer to Parlett [19], Wilkinson [22], Golub and Van Loan [8]. The single level technique to obtain the eigenvectors by relaxations and projections is referred in different places as subspace, simultaneous or Ritz iterations. We refer to Nikolai [18], Rutishauser [20] and McCormick [17] for a single level algorithm and mathematical foundations.

The paper is organized as follows. Section 2 presents the GRR ML projection, the backrotations and the multilevel cycle. Section 3 presents and discusses the adaptive techniques such as the robustness tests, the cluster completion, and the adaptive FMG. Section 4 presents computational examples.

2 Multilevel Projection Techniques

One of the key elements of our algorithm is the ML projection used to separate eigenvectors corresponding to closely clustered and equal eigenvalues. To motivate the new projection method consider a fine level problem

\[ A_h \tilde{U}_h - \tilde{U}_h \Lambda = 0 \]  \hspace{1cm} (2.1)

where \( \Lambda = \text{diag}(\lambda_1, \ldots, \lambda_q) \) contains on diagonal the \( q \) sought eigenvalues corresponding to the desired eigenvectors which are the columns of \( \tilde{U}_h \). Assume that \( U_h \) consists of linearly independent combinations of eigenvectors belonging to the sought subspace. In this case, a Rayleigh-Ritz (RR) projection provides a \( \Lambda \) and a \( q \times q \) invertible matrix \( E \) such that \( \Lambda \) and \( \tilde{U}_h = U_h E \) are solutions of (2.1). The FAS coarse level equation after performing the projection on the fine level becomes

\[ A_{2h} U_{2h} E - U_{2h} E \Lambda = T_{2h} E \]  \hspace{1cm} (2.2)

where \( T_{2h} = A_{2h} I_{2h}^h U_h - A_h U_h \) is the usual FAS right hand side. The form of the coarse level solution \( U_{2h} E = T_{2h} E \) suggests that one may obtain \( E \) and \( \Lambda \) on the coarse level from 2.2. This can be done by a generalized version of the (RR) projection, presented next.
2.1 Generalized Rayleigh Ritz Projections and Backrotations

Solutions \((E, \Lambda)\) of (2.2) may not exist if \(U_h\) is not a basis of \(\text{span}(U_h)\). However, as in the usual (RR) projection, if \(U_h\) approximates a basis of \(\text{span}(U_h)\), one finds \(E\) and \(\Lambda\) such that the projection of the residual of (2.2) on \(\text{span}(U_{2h})\) is minimized, i.e., solving a \(q \times q\) generalized eigenvalue problem as:

\[
(U_{2h})^T(A_{2h}U_{2h} - T_{2h}^h)E = (U_{2h})^T U_{2h} E \Lambda
\]  

(2.3)

The process of solving for \((E, \Lambda)\) given \((A_{2h}, U_{2h}, T_{2h}^h)\) is denoted by

\[
(E, \Lambda) \leftarrow \text{GRR}(A_{2h}, U_{2h}, T_{2h}^h)
\]  

(2.4)

The above projection is referred later on as generalized Rayleigh Ritz Projection (GRR) or as multilevel ML projection when several levels are involved. The GRR projection cannot be directly combined with the usual FAS correction \(U_h = U_h + I_{2h}^h(U_{2h} - I_{2h}^h U_h)\), since it will change an exact fine level solution \(U_h\), e.g. if \(E\) is not the identity but rather a permutation matrix. This difficulty can be solved by using a modified FAS correction such as

\[
U_h = U_h E + I_{2h}^h(U_{2h} E - I_{2h}^h U_h E)
\]  

(2.5)

Note that (2.5) would lead to \(O(q^2 N)\) operations, equivalent to a fine level projection work. Thus it is desirable to replace (2.5) with more efficient techniques. Other difficulties may occur for degenerate subspaces when any matrix can serve as a solution for \(E\), thus, mixing and destroying orthogonality of fine level solutions for example.

A natural technique to fix these difficulties is introduced and used in combination with the multilevel projection. It is referred to as backrotation because of its geometrical meaning. As suggested by the above discussion, for degenerate subspaces the backrotation should produce block diagonal submatrices in \(E\) which are close to the identity matrix of the appropriate dimension and eliminate permutations of eigenvectors. A backrotation step will be further denoted by

\[
(E, \Lambda) \leftarrow \text{BackRotation}(E, \Lambda)
\]  

(2.6)

A particular backrotation algorithm is:

**BackRotation**

**Input** \((E, \Lambda)\)

1) Sort the eigenvalues of \(\Lambda\) and permute the columns of \(E\) accordingly
2) Determine the clusters of eigenvalues of \(\Lambda\) to be considered degenerate, and determine the clusters to be considered nondegenerate
3) For each diagonal block in $E$
   associated with a nondegenerate cluster do:
   Bring to the diagonal the dominant elements of the block by
   permuting the columns of $E$,
   and correspondingly the diagonal of $\Lambda$.

4) Let $F$ be a block diagonal matrix
   whose diagonal blocks are the diagonal blocks of $E$,
   corresponding to the clusters.
   Replace each diagonal block which does not correspond
   to a degenerate cluster by the corresponding identity matrix

5) Set $E = EF^{-1}$.

6) Change the signs of columns of $E$
   to get positive elements on diagonal.

7) Normalize the columns of $E$.
   Output $(E, \Lambda)$

2.2 Multilevel Combined Cycles

In general, not all required eigenvectors can be well approximated on an arbitrarily
coarse level. For example, fine level discretized Laplace operator eigenvectors corre-
sponding to larger eigenvalues may not be representable on coarse levels. Moreover,
the eigenvector cluster structure may differ on various levels. However, the efficient
solution of the eigenvectors corresponding to small eigenvalues may often be done
using coarse levels. A major difficulty is that solutions belonging to a cluster are
often mixed by procedures, i.e. the procedures may regard linear combinations of
solutions as a solution. This obstacle can be overcome by simultaneously treating
all the cluster's eigenvectors and separating them on different levels.

Efficiency and convergence considerations require that the GRR projection should
be done for different clusters on different levels. Moreover, the coarsest level used to
treat a given cluster may not coincide with the level on which the GRR projection
is done. Thus, the full algorithm depends on some parameters associated with each
cluster, that determine the flow of the algorithm for that cluster. These parameters
are determined adaptively during the solution process (as explained in the next
section).

Following is a description of a basic ML cycle used in the adaptive algorithm
presented in the next section.

Let $q'$ eigenvectors be approximated by $j$ clusters on level $k$:

$$U_k = (U^1_k, \ldots, U^j_k)$$  \hspace{1cm} (2.1)

where, each $U^i_k$ approximates $\bar{U}^i_k$, the solution of

$$A_k \bar{U}^i_k = \bar{U}^i_k \Lambda^i + T^i_k \hspace{1cm} i = 1, \ldots, j$$  \hspace{1cm} (2.2)
where each \( \bar{U}^i_k \) is a matrix whose columns are eigenvectors and \( \Lambda^i \) is a diagonal matrix whose diagonal elements are the corresponding eigenvalues. Usually, on the finest level, \( k = m, T_k = (T^i_k, \ldots, T^i_k) = (0, \ldots, 0) \). Denote \( \Lambda = \text{diag}(\Lambda^1, \ldots, \Lambda^j) \). For each cluster \( U^i_k \) let \( l^i_p \) be the level on which the GRR-BR projection is done, and \( l^i_c \) the coarsest level used in the ML process for this cluster. Here it is assumed that \( l^i_c \leq l^i_p \).

Denote \( l_p = (l^i_p, \ldots, l^i_p) \), \( l_c = (l^i_c, \ldots, l^i_c) \) and by \( l^i_k \) a function transfer from level \( k \) to level \( j \). For improving a given approximation \((U^m_m, \Lambda_m, T_m)\), a multilevel cycle consisting in a sequence of cycles for each cluster in turn, is:

\[
(U^m_m, \Lambda_m, T_m, l_p, l_c, q') \leftarrow \text{CL-MLP} \ (m, A_m, U^m_m, \Lambda_m, T_m, l_p, l_c, q')
\]

For \( i = 1, \ldots, j \) do:

For \( k = m, \ldots, l^i_p \) do:

Repeat \( N^i_k \) times:

If \( l^i_p = k \) then \( (U^i_k, \Lambda^i, T^i_k) \leftarrow \text{GRR-BR}(m, A_k, U^i_k, \Lambda^i, T^i_k, l^i_p, k) \)

\( U^i_k \leftarrow \text{Relax} \ (m, A_k, U^i_k, \Lambda^i, T^i_k, k, l^i_c) \)

If \( k > l^i_c \) then:

Set \( k = k - 1 \),

\( U^i_k = I^i_{k+1} U^i_{k+1} \),

\( T^i_k = I^i_{k+1} (T^i_{k+1} - A_{k+1} U^i_{k+1}) + A_k U^i_k \)

End

For \( k = l^i_c, \ldots, m \) do:

If \( (k > l^i_p) \) Correct \( U^i_k = U^i_k + I^i_{k-1} (U^i_{k-1} - I^i_{k-1} U^i_k) \)

Repeat \( N^i_k \) times

\( U^i_k \leftarrow \text{Relax} \ (m, A_k, U^i_k, \Lambda^i, T^i_k, k, l^i_c) \)

If \( l^i_p = k \) then \( (U^i_k, \Lambda^i, T^i_k) \leftarrow \text{GRR-BR}(m, A_k, U^i_k, \Lambda^i, T^i_k, l^i_p, k) \)

End

End

The GRR-BR algorithm used above is the following:

\[
(U^i_k, \Lambda^i, T^i_k) \leftarrow \text{GRR-BR}(m, A_k, U^i_k, \Lambda^i, T^i_k, l^i_p, k)
\]

Perform

\[
(E, \Lambda') \leftarrow \text{GRR}(A_k, U^i_k, T^i_k)
\]

\[
(E, \Lambda') \leftarrow \text{BackRotation}(E, \Lambda')
\]

\( U^i_k = U^i_k E \)

\( T^i_k = T^i_k E \)

Observe that in CL-MLP the clusters are treated sequentially and within each cluster the solutions are treated simultaneously in the ML cycle. A simultaneous cycle for several clusters is obtained by grouping the clusters into a single larger
cluster and applying CL-MLP to it. This may be used to improve separation between clusters. Observe that if for each cluster the GRR-BR projection is performed on the finest level, the algorithm still requires less work than an algorithm performing the fine level projection for all clusters simultaneously. Moreover, if mixings occur on coarse levels, one may expect an algorithm using fine level separation to have a poor efficiency; a coarse level separation usually improves the efficiency in such cases. For well separated eigenvalues the projection may not be needed except at initial coarse level stages of the FMG, later the eigenvalues determine the separation of eigenvectors via the multilevel cycles. The same holds for well separated clusters which do not need a simultaneous separation. This is especially useful for a larger number of eigenvectors, belonging to well separated clusters (e.g. already for 10 eigenvectors the improvement can be noticeable). Accurate normalization, if needed, can be performed as the last step only on the finest level.

Several parameters in this algorithm have to be specified, such as coarsest levels \( l_c \) and \( l_p \), and numbers of iterations. These parameters are chosen by the adaptive algorithm discussed in next section. The choice of \( l_p \) and \( l_c \) depends on cluster and stage of the algorithm. The number of iterations \( N_k \) can be deduced for simple cases based on Fourier or 2-level cycle analysis or in general cases, by robustness tests performed during execution. The number of relaxations can vary with level. In the computational tests one or two relaxations per fine level passing were performed.

sought

3 Adaptive Multilevel Algorithms

For robustness, the construction of an adaptive version of the CL-MLP is essential since the grouping of eigenvectors into clusters, the sizes of the clusters, the coarsest level corresponding to a given cluster are not known in advance, usually. Eigenvectors belonging to clusters usually are mixed by different procedures. This deteriorates the algorithms' efficiency and often prevents convergence. A typical difficulty occurs when a procedure approximates only several eigenvectors of a cluster. Then the nonapproximated eigenvectors usually are the dominant components of the errors which are hard to eliminate due to mixing. This suggests to complete the clusters and separate the solutions within clusters whenever necessary. Simultaneous techniques treating at a time all solutions belonging to a complete cluster, can be easier coupled with separation techniques at different stages, thus acquiring better efficiency than sequential techniques which hardly avoid difficulties due to mixing.

In the adaptive algorithm, the clusters are tested for completion and completed. The cluster completion is tested on all current finest levels and performed on several levels since the structure of clusters can differ on different levels.

The full multilevel solver described below starts on coarse levels, and solves there for as many eigenvectors as possible. Then it uses those as an initial approximation for finer level solutions where more eigenvectors are added if needed.
Two important parts of this algorithm are the completion and addition of clusters. The completion of a cluster is done by adding in turn a new vector and improving it by multilevel cycles. An approximate eigenvalue is associated with this eigenvector, by a Rayleigh quotient. If the eigenvalue is close to the cluster then the new vector is added to the cluster. If the found eigenvalue does not belong to the cluster then the cluster is considered complete. The convergence of the additional eigenvector is not sought. At the end, the complete cluster is improved by several CL-MLP cycles.

The addition of a new clusters is usually done in the first stages of the algorithm when not enough complete clusters are found. This is performed by the cluster completion algorithm described next.

Denote by $d_j$ the current dimension of the cluster $U^j_k$. The cluster completion and cluster addition algorithms are given by:

$$(j, U^j_k, \Lambda^j, T^j_k, l^j_p, l^j_c, q'') \leftarrow \text{Complete-Cluster}(j, U^j_k, \Lambda^j, T^j_k, l^j_p, l^j_c, q'')$$

Until (Cluster-Completion-Test = TRUE) Do

Choose random $\phi$

Until $< A_k \phi, \phi > / < \phi, \phi >$ and residuals stabilize Do:

$(\phi, \Lambda^{j}_{\text{max}}, T^j_k, 0, l^j_c, 1) \leftarrow \text{CL-MLP}(k, \phi, \Lambda^{j}_{\text{max}}, T^j_k, 0, l^j_c, 1)$

Separate $\phi$ from $(U^1_k, \ldots, U^j_k)$

Set $\lambda < A_k \phi, \phi > / < \phi, \phi >$

$U^j_k \leftarrow (U^j_k, \phi)$

$\Lambda^j \leftarrow \text{diag}(\Lambda^j, \lambda)$

$q' = q' + 1, \quad d_j = d_j + 1$

End

Perform $(U^j_k, \Lambda^j, T^j_k, l^j_p, l^j_c, d_j) \leftarrow \text{CL-MLP}(k, U^j_k, \Lambda^j, T^j_k, l^j_p, l^j_c, d_j)$

$$(j, U_k, \Lambda, T_k, l_p, l_c, q') \leftarrow \text{Add-Cluster}(j, U_k, \Lambda, T_k, l_p, l_c, q')$$

Set $j = j + 1$

$$(j, U^j_k, \Lambda^j, T^j_k, l^j_p, l^j_c, q'') \leftarrow \text{Complete-Cluster}(j, U^j_k, \Lambda^j, T^j_k, l^j_p, l^j_c, q'')$$

Set $U_k = (U^1_k, \ldots, U^j_k), \quad \Lambda = (\Lambda^1, \ldots, \Lambda^j)$

The Separation of $\phi$ from the other eigenvectors may be performed by orthogonality, projection or by a ML cycle.

Another crucial part of the algorithm are the robustness-tests. Robustness tests are techniques which find parameters to be used in a certain procedure for given data such that the procedure will be convergent and will be as efficient as possible. Typically, the procedure is tested over a set of data, or information from intermediate results is used in order to reduce the work involved in testing. Next, for simplicity,
we consider only the robustness test which provides the parameters \((l_p, l_c)\) for the CL-MLP cycle. This ensures the proper values for the parameters \(l_c, l_p\) in order to get convergence and the best attainable efficiency for CL-MLP. This is done by examining for clusters the different possible values for \(l_c, l_p\). The use of an FMG algorithm suggests that these parameters for a given cluster will stabilize with the refinement process. Thus, a notion of a stabilized cluster is introduced in order to save unnecessary work in looking for new values for \(l_c, l_p\) for stabilized clusters.

A complete cluster on level \(L\) is called stabilized if it corresponds to a complete cluster from level \(L - 1\) or \(L + 1\) in the sense of the number of eigenvectors in the cluster, the values of the eigenvalues and the eigenvectors approximation. For stabilized cluster, corresponding to a coarser level stabilized cluster, we take the \(l_c, l_p\) values from the corresponding coarser level cluster. For not stabilized clusters, which would exist usually on coarse levels only, we perform a search to obtain best values for \(l_c, l_p\). This is done by performing ML cycles with different choices of these parameters, and choosing the ones that perform best. This is summarized in the next algorithm. Such tests are inexpensive when performed on coarse levels, and often lead to significant fine level work savings. Moreover, such tests are essential to ensure the algorithm’s convergence.

Convergence is always obtained since at least the single level cycle converges, being a subspace iteration algorithm [8).

Denote by \((l_p^m, l_c^m, m)\) the \(l_p\) and \(l_c\) parameters, for the level \(m\) cycle for the cluster \(j\), and by \(\mu(l_p^m, l_c^m, m) := \mu(\text{CL-MLP}(m, A_m, U_m, \Lambda, T_m, l_p^m, l_c^m, q'))\) the convergence rate (measured by the residual decrease) of the CL-MLP cycle for cluster \(j\) on level \(m\), using the parameters \((l_p^m, l_c^m)\). The following algorithm updates \((l_p^m, l_c^m)\) on level \(m\):

\[(l_p^m, l_c^m) \leftarrow \text{Robustness-Test} \ (m, A_m, U_m, \Lambda, T_m, l_p^m, l_c^m, q')\]

For \(j\) Do:

If \(|\Lambda_j^m - \Lambda_j^{m-1}| \leq \epsilon\) then

\[ (l_p^m, l_c^m, m) = (l_p^{m-1}, l_c^m, m - 1) \]

else

If \(|\Lambda_j^m - \Lambda_j^{m-1}| \geq \epsilon\) or if \((\Lambda_j^m)\) is not approximated then

Solve for \((l_p^m, l_c^m, m)\)

\[ \min_{l_p, l_c} \mu(l_p^m, l_c^m, m) : l_c^m \leq l_p^m \leq m, \]

else

\[ (l_p^m, l_c^m, m) = (l_p^{m-1}, l_c^m, m - 1) \]

endif

endif

Observe that since the initial values for \(l_c^m, l_p^m\) on any level are taken from the next coarser level, the search needed in the Robustness-Test is over just a few choices of
The full ML algorithm uses as building blocks the CL-MLP, Add-Cluster, Complete-Cluster and Robustness-Test algorithms described before. It is defined as:

\[
\text{Adaptive-FMG}(m, q, A) \quad \text{Set } k = 1, \quad q' = 0, \quad j = 0, \quad l_p^j = k, \quad l_c^j = k \\
\quad \text{Until } (q' \geq q \text{ or } q' \geq \alpha \dim_k) \text{ Perform} \\
\quad (j, U_k, \Lambda, T_k, l_p, l_c, q') \leftarrow \text{Add-Cluster}(j, U_k, \Lambda, T_k, l_p, l_c, q') \\
\quad (U_k, \Lambda, T_k, l_p, l_c, q') \leftarrow \text{CL-MLP}(k, U_k, \Lambda, T_k, l_p, l_c, q') \\
\quad \text{Until } k \geq m \text{ Do:} \\
\quad \text{If } k < m \text{ then:} \\
\quad \quad \text{Set } k = k + 1, \quad U_k = I_k U_k, \quad T_k = 0 \\
\quad \text{endif} \\
\quad \text{If } (q' \geq q) \text{ then:} \\
\quad \quad \text{If } (\text{Cluster-completion-test} = \text{TRUE}) \text{ then:} \\
\quad \quad \quad (U_k, \Lambda, T_k, l_p, l_c, q') \leftarrow \text{CL-MLP}(k, U_k, \Lambda, T_k, l_p, l_c, q') \\
\quad \quad \text{Else} \\
\quad \quad \quad (j, U_k^j, \Lambda^j, T_k^j, l_p^j, l_c^j, q') \leftarrow \text{Complete-Cluster}(j, U_k^j, \Lambda^j, T_k^j, l_p^j, l_c^j, q') \\
\quad \quad \quad (U_k, \Lambda, T_k, l_p, l_c, q') \leftarrow \text{CL-MLP}(k, U_k, \Lambda, T_k, l_p, l_c, q') \\
\quad \quad \text{endif} \\
\quad \text{Else} \\
\quad \quad \text{Until } (q' \geq q \text{ or } q' \geq \alpha \dim_k) \text{ Perform} \\
\quad \quad \quad (j, U_k, \Lambda, T_k, l_p, l_c, q') \leftarrow \text{Add-Cluster}(j, U_k, \Lambda, T_k, l_p, l_c, q') \\
\quad \quad \quad (U_k, \Lambda, T_k, l_p, l_c, q') \leftarrow \text{CL-MLP}(k, U_k, \Lambda, T_k, l_p, l_c, q') \\
\quad \text{endif} \\
\]

### 3.1 Storage and Complexity

For the Adaptive-FMG algorithm, storage is required for the \( q \) eigenvectors of size \( N \) on the finest level, the potential and the corresponding right hand sides, on all levels, giving an overall estimate of memory of order \( O(3(N + 1)) \) for problems in 2-D and 3-D. The FMG work requires \( O(N) \) operations per eigenvector. The work performed on coarsest levels should be added to these estimates. In the performed tests where a few eigenvectors were sought, the coarse level work was usually a fraction of the finest level work. If accurately zero scalar products are needed on finest levels then orthonormalizations or projections may be required within the finest level degenerate or close clustered eigenspaces. However, as can be seen in the computational examples, accurate orthogonality inside degenerate clusters may be obtained by coarse level separation also.

In the computational examples presented here, a complexity of \( O(qN) \) is obtained.
4 Computational Examples and Discussions

We have chosen several examples in which we focus on different aspects of the method. The first example is of an adaptive algorithm in which we take a case of special difficulties in terms of clustering of eigenvalues, and correspondence of these clusters between levels. The second example shows that it is enough to treat the clusters in a sequential manner, and separation has to be done within each cluster only to obtain good convergence and accurate separation.

The third example shows that the new multilevel projection technique may be performed on coarsest levels, even in cases with closely clustered or equal eigenvalues, thus reducing the computational work significantly. A last example shows that the same efficiency is obtained for problems in 3-D as for problem in 2-D.

In all examples the periodic boundary conditions Schrödinger eigenvalue problem

\[(\Delta - V)u = \lambda u\]  \hspace{1cm} \text{(4.1)}

defined on \(\Omega = [0, a]^d\) (d=2 or 3) where \(a = 2\pi/10\), was considered. The potentials are chosen such that the distribution of eigenvalue present special difficulties. A finite difference discretization on cartesian grids is used.

**Example I: Adaptive Algorithm**

As an example for the adaptive algorithm we have chosen a potential which determines a distribution of eigenvalues which present special difficulties. Not only closely clustered eigenvalues are present but also the correspondence of the clusters between levels is not appropriate, as explained later.

The potential for this case is \(V(x, y) = 5 + 3\sin(10x)\) and the results are presented in Tables 1 and 2. The first \(q = 12\) eigenvalues were required, and have been approximated using an adaptive 1-FMG-V(1,1) algorithm which uses as its coarsest level a employs \(4 \times 4\) coarsest grid.

The \(i\)th eigenvalue and eigenvector will be denoted next by \(\lambda_i\) and \(v_i\). The boxes in Table 2 show the clusters of close or equal eigenvalues (with (-) sign) found by the algorithm (the formats are chosen to outline the equal digits). As can be seen there the cluster structure on the different levels is not the same. Particularly, level 2 cluster structure differs from the level 1 cluster structure. Observe that the cluster of 6 eigenvalues on level 1 \(\{\lambda_6 - \lambda_{11}\}\), with multiplicities 1 - 4 - 1, has no correspondence on level 2.

For demonstrating the adaptive flow of the algorithm we give a full history of one specific run, for the potential discussed here.

The particular algorithm described in section 3 is used.

The algorithm started on level 1 adding eigenvectors until the cluster containing \(\lambda_{12}\) was completed. Note that \(\lambda_{16}\), the last eigenvector that was found belongs to the next cluster, confirming the completeness of the last sought cluster. Observe that on level 1, \(\lambda_{12}\) belongs to a cluster consisting of two degenerate subspaces, each of
dimension 2, and the eigenvalues corresponding to these degenerate subspaces are close to within $O(10^{-4})$ relative difference.

The relevant eigenvectors $v_1, \ldots, v_{15}$ were interpolated to level 2 where they provided initial guesses for the level 2 algorithm. Here the completion of clusters restarted but this time working with the cluster structure from level 1 and using two level cycles. A test was done for the efficiency of a simultaneous cycle with fine level projection. The cycle was performed to provide first approximations of the level 2 eigenvalues. The cluster structure and eigenvalues obtained were compared with the ones of level 1. Since the agreement was not satisfactory, except for $v_1$, a cluster completion algorithm started with $v_2$. The completion continued until the complete cluster containing the last sought eigenvector was obtained, (e.g. for level 2, the desired $v_{12}$ belongs to the cluster $v_{10} - v_{13}$. The completion was ensured by the far value of $\lambda_{14}$). Then the relevant eigenvectors were updated by one or a few cycles.

The solution obtained on level 2 was interpolated to level 3 where a cluster completion test was satisfied only by the first cluster, $v_1$. The cluster completion algorithm was applied to the remaining eigenvectors (using cycle robustness tests and the cluster completion tests). This resulted in few cycles per eigenvector. The parameters $l_c$ and $l_p$ were found in the following way: 1) for cluster 1, $(v_1)$, the values were obtained from previous level since this cluster was stabilized from the beginning; 2) For cluster 2 and 3 ($v_6 - v_9$ and $v_{10} - v_{13}$) $l_c$ and $l_p$ were taken from level 2 values since these clusters resulted stabilised after the cluster completion; 3) Robustness tests were used for cluster 4 since the eigenvalues $\lambda_{10} - \lambda_{13}$ on level $L=3$ and the next coarse level $L=2$ were not enough close. Then one cycle (here $V(1,1)$), was performed for each cluster.

The level 4 cluster completion test was satisfied by the first 3 clusters, eigenvalues $v_1 - v_9$ and their parameters were taken from level 3. The cluster completion algorithm was again applied to cluster 4, $(v_{10} - v_{13})$, a few cycles being sufficient, then the parameters were taken the corresponding level 3 ones since the cluster resulted stabilised. One cycle was performed for each cluster.

The level 5 cluster completion test was satisfied by all relevant eigenvectors $(v_1 - v_{13})$. One cycle $(V(1,1))$, was performed for each cluster. The $l_c$ and $l_p$ for the separate clusters, in the final cycles, on levels 3, 4, 5 were found as: for $v_1$: $l_c = l_p = 1$, for the other clusters, containing $v_2, \ldots, v_{13}$ $l_c = l_p = 2$ were obtained, ( a test for the asymptotic convergence rate, for cluster $v_{10} - v_{13}$ may lead to $l_c = l_p = 3$, but such a test was not used in this run).

The additional last eigenvector obtained in the cluster completion test, used just to ensure that the previous cluster was complete, was not needed and not used in further steps. Usually its convergence was poor since the algorithm didn't separate it from the next eigenvectors in its cluster e.g. on level 2, to separate $\lambda_{14}$ from the next 7 eigenvectors with close eigenvalues.

Observe that a second order approximation and a good convergence rate of order $O(10^{-2})$ for the first cycle are obtained. A simultaneous cycle for all clusters with
separation on the coarsest common level for all clusters (here level 2) would improve the efficiency of first cycle but was not needed. (This also would improve the scalar products which resulted of order $10^{-4}$ after first FMG cycle, in this case, accurate orthogonality being obtained by the algorithm described next).

Observe that this algorithm is of order $O(qN)$ if one does not use fine level separation inside the clusters. The adaptive coarse level work on levels 1, 2, took approximately 1/6 of the computer time and on levels 1, 2, 3, approximately 1/4 of the computer time. This is a fixed time and it would contribute only with 1/16 if level 6 would be employed too.

### Table 1

<table>
<thead>
<tr>
<th></th>
<th>level 1</th>
<th>level 2</th>
<th>level 3</th>
<th>level 4</th>
<th>level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1.49E+2</td>
<td>0.37E-13</td>
<td>0.69E+0</td>
<td>0.39E-12</td>
<td>0.60E+1</td>
</tr>
<tr>
<td>2</td>
<td>0.53E+2</td>
<td>0.44E-13</td>
<td>0.30E+2</td>
<td>0.35E-12</td>
<td>0.30E+1</td>
</tr>
<tr>
<td>3</td>
<td>0.61E+2</td>
<td>0.36E-13</td>
<td>0.30E+2</td>
<td>0.29E-12</td>
<td>0.30E+1</td>
</tr>
<tr>
<td>4</td>
<td>0.66E+2</td>
<td>0.68E-13</td>
<td>0.30E+2</td>
<td>0.30E-12</td>
<td>0.30E+1</td>
</tr>
<tr>
<td>5</td>
<td>0.55E+2</td>
<td>0.39E-13</td>
<td>0.30E+2</td>
<td>0.45E-12</td>
<td>0.30E+1</td>
</tr>
<tr>
<td>6</td>
<td>0.52E+2</td>
<td>0.12E-12</td>
<td>0.11E+2</td>
<td>0.32E-12</td>
<td>0.44E+1</td>
</tr>
<tr>
<td>7</td>
<td>0.60E+2</td>
<td>0.31E-12</td>
<td>0.45E+2</td>
<td>0.54E-11</td>
<td>0.44E+1</td>
</tr>
<tr>
<td>8</td>
<td>0.61E+2</td>
<td>0.20E-12</td>
<td>0.45E+2</td>
<td>0.57E-11</td>
<td>0.44E+1</td>
</tr>
<tr>
<td>9</td>
<td>0.62E+2</td>
<td>0.17E-12</td>
<td>0.45E+2</td>
<td>0.71E-11</td>
<td>0.44E+1</td>
</tr>
<tr>
<td>10</td>
<td>0.73E+2</td>
<td>0.33E-12</td>
<td>0.45E+2</td>
<td>0.15E-09</td>
<td>0.12E+3</td>
</tr>
<tr>
<td>11</td>
<td>0.58E+2</td>
<td>0.34E-12</td>
<td>0.11E+3</td>
<td>0.41E-09</td>
<td>0.12E+3</td>
</tr>
<tr>
<td>12</td>
<td>0.54E+2</td>
<td>0.39E-12</td>
<td>0.12E+3</td>
<td>0.81E-11</td>
<td>0.12E+3</td>
</tr>
<tr>
<td>13</td>
<td>0.51E+2</td>
<td>0.70E-12</td>
<td>0.12E+3</td>
<td>0.50E-04</td>
<td>0.12E+3</td>
</tr>
<tr>
<td>14</td>
<td>0.44E+2</td>
<td>0.96E-12</td>
<td>0.12E+3</td>
<td>0.19E-05</td>
<td>0.12E+3</td>
</tr>
<tr>
<td>15</td>
<td>0.53E+2</td>
<td>0.16E-12</td>
<td>0.12E+3</td>
<td>0.65E+0</td>
<td>0.12E+3</td>
</tr>
<tr>
<td>16</td>
<td>0.69E+2</td>
<td>0.19E-08</td>
<td>0.12E+3</td>
<td>0.65E+0</td>
<td>0.12E+3</td>
</tr>
</tbody>
</table>

### Table 2

<table>
<thead>
<tr>
<th></th>
<th>level 1</th>
<th>level 2</th>
<th>level 3</th>
<th>level 4</th>
<th>level 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.49E+1</td>
<td>0.33E+2</td>
<td>0.49E+1</td>
<td>0.49E+1</td>
<td>0.49E+1</td>
</tr>
<tr>
<td>2</td>
<td>0.82E+2</td>
<td>0.20E+2</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
</tr>
<tr>
<td>3</td>
<td>0.82E+2</td>
<td>0.20E+2</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
</tr>
<tr>
<td>4</td>
<td>0.86E+2</td>
<td>0.94E+1</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
</tr>
<tr>
<td>5</td>
<td>0.86E+2</td>
<td>0.94E+1</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
<td>0.10E+3</td>
</tr>
<tr>
<td>6</td>
<td>0.167E+3</td>
<td>0.194E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
</tr>
<tr>
<td>7</td>
<td>0.167E+3</td>
<td>0.194E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
</tr>
<tr>
<td>8</td>
<td>0.167E+3</td>
<td>0.194E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
</tr>
<tr>
<td>9</td>
<td>0.167E+3</td>
<td>0.194E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
</tr>
<tr>
<td>10</td>
<td>0.167E+3</td>
<td>0.194E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
</tr>
<tr>
<td>11</td>
<td>0.167E+3</td>
<td>0.194E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
<td>0.204E+3</td>
</tr>
<tr>
<td>12</td>
<td>0.248E+3</td>
<td>0.329E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
</tr>
<tr>
<td>13</td>
<td>0.248E+3</td>
<td>0.329E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
</tr>
<tr>
<td>14</td>
<td>0.248E+3</td>
<td>0.329E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
</tr>
<tr>
<td>15</td>
<td>0.248E+3</td>
<td>0.329E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
</tr>
<tr>
<td>16</td>
<td>0.248E+3</td>
<td>0.329E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
<td>0.384E+3</td>
</tr>
</tbody>
</table>
Example II: Fine level Separation

In the next example the potential \( V(x, y) = 5 + 3\sin(10x) + 2\cos(10y) \) causes a further splitting of the eigenvalues. The clusters were treated sequentially and the projection for each cluster was performed on the finest level to provide accurate finest level separation inside clusters. The results, for 9 eigenvectors, are presented in Tables 3 and 4. A 10-FMG-V(1,1) algorithm was used to show the constant convergence rate per cycle. The coarsest relaxation level for clusters 2 and 3 was level 2 and for the first eigenvector was level 1. On levels 1 and 2 the adaptive algorithm and few cycles were used. All eigenvectors came out accurately orthogonal (10\(^{-13}\) scalar products on level 4).

This shows that it is enough to perform separation only within clusters.

Table 3
10-FMG-V(1,1), 2-D, 9-EV, 4-Lev
Residuals at Start and End of ML Cycles

<table>
<thead>
<tr>
<th>Evect.</th>
<th>level 1</th>
<th>level 2</th>
<th>level 3</th>
<th>level 4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.46E+02 0.14E-13</td>
<td>0.83E+00 0.12E-12</td>
<td>0.27E+00 0.27E-11</td>
<td>0.72E-01 0.41E-11</td>
</tr>
<tr>
<td>2</td>
<td>0.46E+02 0.83E-09</td>
<td>0.30E+02 0.48E-09</td>
<td>0.11E+02 0.11E-12</td>
<td>0.30E+01 0.21E-11</td>
</tr>
<tr>
<td>3</td>
<td>0.52E+02 0.29E-09</td>
<td>0.30E+02 0.12E-08</td>
<td>0.11E+02 0.75E-12</td>
<td>0.30E+01 0.52E-11</td>
</tr>
<tr>
<td>4</td>
<td>0.56E+02 0.56E-10</td>
<td>0.30E+02 0.73E-09</td>
<td>0.11E+02 0.93E-12</td>
<td>0.30E+01 0.56E-11</td>
</tr>
<tr>
<td>5</td>
<td>0.54E+02 0.85E-09</td>
<td>0.30E+02 0.55E-08</td>
<td>0.11E+02 0.17E-11</td>
<td>0.30E+01 0.12E-10</td>
</tr>
<tr>
<td>6</td>
<td>0.53E+02 0.57E-02</td>
<td>0.11E+03 0.40E-05</td>
<td>0.16E+02 0.61E-12</td>
<td>0.44E+01 0.16E-10</td>
</tr>
<tr>
<td>7</td>
<td>0.53E+02 0.68E-11</td>
<td>0.45E+02 0.57E-05</td>
<td>0.16E+02 0.10E-11</td>
<td>0.44E+01 0.39E-10</td>
</tr>
<tr>
<td>8</td>
<td>0.41E+02 0.13E-10</td>
<td>0.45E+02 0.29E-05</td>
<td>0.16E+02 0.82E-12</td>
<td>0.44E+01 0.33E-10</td>
</tr>
<tr>
<td>9</td>
<td>0.43E+02 0.80E-02</td>
<td>0.11E+03 0.14E-05</td>
<td>0.16E+02 0.83E-12</td>
<td>0.44E+01 0.48E-10</td>
</tr>
</tbody>
</table>

Example III: Coarse Level Separation, 2D and 3D

In the next two runs (Tables 5, 6) we show that a coarsest level separation \((l_c = l_t = 1)\), even for clusters containing very close and degenerate eigenvalues, can be enough to provide accurate finest level separation. In the degenerate clusters the eigenvectors were not orthogonalized on finest levels but resulted so from the FMG, where orthogonality was imposed on the coarsest level solution (in the FMG, not during the cycles). This implies an \(O(qN)\) algorithm even for close clustered cases.

Table 5 shows results for a problem in 2-D with a potential \( V(x, y) = 2 + 0.1\sin(10x + 10y) \), which produces a splitting of the first cluster of four eigenvalue-
ues into two degenerate clusters whose eigenvalues are close to within $10^{-4}$. A second order approximation was obtained by an 1-FMG-V(1,1) algorithm and the asymptotic convergence rate per fine level cycle was $1/10$. Observe the 13 equal digits of the degenerate eigenvalues, on all levels. On level 5, 8 cycles were performed to show the constant convergence rate per cycle, (see cycles 3 and 8 where the convergence rate is accurately $1/10$). The eigenvectors came out accurately orthogonal, even in the degenerate eigenspaces, although the projection was performed only on the coarsest level, (the eigenvector’s scalar products being of order $10^{-13}$ on level 5).

The same efficiency is obtained for problems in 3-D as can be seen in Table 6. The potential $V(x,y,z) = 2 + \sin(20x + 10y - 10z)$ determines a cluster of six close eigenvalues grouped into two clusters of two and four equal eigenvalues (with 13 digits). Observe the $1/10$ convergence rate in cycle 3 and the first 6 common digits of the eigenvalues in the cluster.

These examples indicate that the reduction of complexity of the newly developed algorithm from $O(q^2N)$ to $O(qN)$ is quite general and also works for rather difficult cases.

| Table 5 |
|-----------------------------|-----------------------------|
| cycle | vector | first res | last res | eigenvalue |
|-----------------------------|-----------------------------|
| LEVEL 4 | | | | |
| 1 | 1 | 0.13E-02 | 0.13E-03 | -0.1999975249715E+01 |
| 2 | 0.30E+01 | 0.43E-02 | -0.1016297920394E+03 |
| 3 | 0.30E+01 | 0.43E-02 | -0.1016297920394E+03 |
| 4 | 0.30E+01 | 0.43E-02 | -0.1017293114073E+03 |
| 5 | 0.30E+01 | 0.43E-02 | -0.1017293114073E+03 |
| LEVEL 5 | | | | |
| 1 | 0.46E-03 | 0.36E-04 | -0.1999975002638E+01 |
| 2 | 0.76E+00 | 0.40E-03 | -0.1018697004993E+03 |
| 3 | 0.76E+00 | 0.40E-03 | -0.1018697004993E+03 |
| 4 | 0.76E+00 | 0.40E-03 | -0.1018697004993E+03 |
| 5 | 0.76E+00 | 0.40E-03 | -0.1018697004993E+03 |
| 3 | 0.35E-05 | 0.33E-06 | -0.1999974980102E+01 |
| 2 | 0.27E-04 | 0.26E-05 | -0.1018697004993E+03 |
| 3 | 0.27E-04 | 0.26E-05 | -0.1018697004993E+03 |
| 4 | 0.27E-04 | 0.26E-05 | -0.1018697004993E+03 |
| 5 | 0.27E-04 | 0.26E-05 | -0.1018697004993E+03 |
| 8 | 0.97E-11 | 0.26E-10 | -0.19999749759142E+01 |
| 2 | 0.29E-09 | 0.31E-10 | -0.10186970048439E+03 |
| 3 | 0.29E-09 | 0.31E-10 | -0.10186970048439E+03 |
| 4 | 0.29E-09 | 0.31E-10 | -0.10186970048439E+03 |
| 5 | 0.29E-09 | 0.31E-10 | -0.10186970048439E+03 |
5 Conclusions

A robust and efficient ML algorithm to compute a few eigenvectors and the corresponding eigenvalues for large scale eigenvalue problems has been developed. The algorithm’s robustness results from the adaptive completion and treatment of clusters, the simultaneous treatment of solutions in each cluster, and from tests which monitor the algorithm’s convergence and efficiency. The algorithm treats central difficulties such as: the poor solution representation, on coarse levels, the existence of clustered eigenvalues, the approximation of incomplete clusters, and the mixing of approximated eigenvectors during the solution process. Its eigenvector separation efficiency stems from a new ML projection technique which is a generalization of the Rayleigh Ritz projection, combined with backrotations.

In the cases when the algorithm properly separates the eigenvectors on coarse levels, the algorithm’s complexity is of $O(qN)$ for $q$ eigenvectors of size $N$ on the finest level. The numerical tests showed that an accurate fine level separation was obtained by the coarse level projection, even for problems with very close or equal eigenvalues.

The results of the numerical tests for Schrödinger eigenvalue problems, show that the algorithm achieved the same accuracy, using the same amount of work (per eigenvector), as the Poisson multigrid solver. A second order approximation is obtained using the 5-point in 2-D and 7-point in 3-D discretized Laplaceian, by 1-FMG-V(1,1) in $O(qN)$ work. This means that the work was of order a few (2-4) fine level relaxations per eigenvector. The adaptive work was only part of the fine level work and enhanced the fine level cycle efficiency. Constant convergence rate per cycle was obtained for the presented cases. The robustness of the algorithm has been demonstrated on problems with eigenvalue distribution that present special difficulties.
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