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Third Annual NSIUWG Conference

NSI Networking in the Nineties

March 30 - April 3, 1992
Schedule of Events
(Subject to change)
MONDAY, March 30
5:00-7:00 Registration and No-Host Reception
7.00- 830 Executive Planning Meeting
TUESDAY, March 31
Opening Plenary
8:30 - 8:45 Opening Session
R. Zwickl/ NOAA-ERL
8:45-9:15 NSI Program Update
A. Villasenor/NASA HQ
9:15-9:45 NSI Project Update
C. Falsetti/ARC
9:45 - 10:00 BREAK
10:00 - 12:00 NSI Panel: Highlights, Status of Previous Findings, Current Issues
John Martin, SNP/Sterling
Milo Medin, NSI Engineering /ARC
J. Patrick Gary, NSI User Services & Applications | GSFC
Ron Tencati, NSI Security/ Hughes STX
12:00- 1:30 LUNCH
1:30 - 2:30 Plenary: Subgroup Agenda Review
2:30-5:30 Subgroup Meetings
* Networking
* User Services/Applications
* NSIUWG Organization
5:30 - 6:00 Executive Committee Meeting

Exhibit Area open from 10:00 to 5:00
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N5l Networking 0 the Nineties

SCHEDULE OF EVENTS

WEDNESDAY, April 1
8:30- 8:45 Subgroup Update (in plenary)
Science Networking Keynotes
8:45 - 9:30 UARS Project

D. DeVito/ GSFC
9:30 - 10:15 MARS Observer Project

* %k %k %k k %k

10:15 - 10:45 BREAK
Network Information / User Services Plenary

10:45-11:30 Internet Information Servers
Joyce Reynolds/ISI

11:30 - 12:15 X.500 White Page Service
Peter Yee/ARC

12:15 - 1:30 LUNCH (No Host)
1:30 - 2:00 Possible Plenary Session
Subgroup Meetings
2:30 - 5:00 Parallel Subgroup Meetings
(Break o Networking
3:00-3:15) e User Services/Applications

e NSIUWG Organization

7:00 - 10:00 GROUP DINNER (No Host)

Exhibit Area open from 8:00 to 5:00



N5l Networking in the Nineties
SCHEDULE OF EVENTS

Thursday, April 2

8:30 - 8:45 Subgroup Update (in plenary)

Network Communications Technology Plenary

8:45 - 9:30 Internet Forecast
Vinto Cerf/ CNRI

9:30 - 10:15 NASA NREN
Milo Medin/ARC

10:15 - 10:45 BREAK
Network Applications Technology Plenary

10:45 - 11:30 Distributed Visualization
Horace Mitchell/ GSFC

11:30 - 12:15 TAE
Marti Szczur /| GSFC

12:15 - 12:30 Overview of Tutorials and Demos

12:30 - 2:00 LUNCH (No Host)

2:00 - 5:00 Exhibits (in parallel with tutorials) Tutorigls (in parallel with exhibits)
EOS DAAC NCDC & PLDS On-Line Info Servers (NONA,
NCCS Visualization Archie, etc.)
NSI NOC & NIC NIC staff
NSSDC Master Directory
TAE Host Security (VMS & UNIX)
TGV Ron Tencati/Hughes STX

X.500 White Pages
Introduction to TCP/IP
John McMahon/TGYV, Inc.

Exhibit Area open from 8:00 to 5:00



NSl Networking in the Nineties

SCHEDULE OF EVENTS
Friday, April 3
Closing Plenary
8:30 - 12:00 Subgroup Summaries
¢ NSIUWG Organization
Linda Porter/ MSFC
* User Services/Applications
Neil Cline/JPL
* NSIUWG Organization
Ron Zwickl/ NOAA-ERL
12:00 Adjourn
1:30 Tour of GSFC

Exhibit Area open from 8:00 to 12:00
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PARALLEL SUBGROUP MEETINGS OF THE THIRD ANNUAL NSIUWG

Break
3:00-3:15

S:00

2:30

Break
3:00-3:15

5:00

Room B Room C
Information/User Services NSIUWG Organization
Chair: Linda Porter/MSFC | Chair: Neil Cline/JPL Chair: Ron ZwickUNOAA-
ERL
« NSI network update + Welcome
(technical status report) Neil Cline/JPL « NSIUWG direction
- network architecture
- protocol summaries » NSIUWG Direction « Other TBD
- protocol encapsulation Pat Gary/GSFC
update
- network management « User Services on the
tools used by the NOC Internet
Joyce Reynoids/SI
« NSI futures
- Frame relay? « Internet Cruise
- XTP? Laura KellehesriMerit
- OSPF “type of service”
routing? + NSI NIC Organization and
- other tutures Functions
Brian Lev/Hughes STX
Room B Room C
Chair: Linda Porter/MSFC | Chair: Neil Cline/JPL Chair: Dennis Gallagher/
MSFC
Ientative Agenda: Ientative Agenda:
. DECnet and OSl in the NS! |- Summary of Tuesday's + Crush
-What has NASA/NSI Discussion Ed Seiler/Hughes STX
done since last muting‘ﬂ Neil Cline/JPL
- NSl and the HEP-SPAN + Scientific Visualization
DECnet Coordination « NSI NIC Help Desk: What Alan McConnell/Pixel
Group it Does; How It Can Help Analysis

- implementation of Phase
V/OS! in ESnet-DECnet

- DECdns naming plans
and current implementa-
tion

- NSl plans for support of
CLNP

- Question & Answer

You .
Bill Yurcik/Hughes STX

Procedures for Providing

Network Connectivity
John Martin/Sterling
Software

Open Discussion

- NSI NIC Possibilities

- Info Tools on the internet
- User Concemns

- Feedback on Subgroup
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II. Meeting Summaries






NSI User Working Group Conference Overview

On March 30 through April 3 approximately 130 NSI users attended
the Third Annual NASA Science Internet (NSI) Users Working Group
(NSIUWG) Conference at the Marriott Hotel in Greenbelt, Maryland to
learn more about NSI, hear from projects which use NSI, and receive
updates about new networking technologies and services. The
NSIUWG Conference was sponsored by the NSI User Support Office,
which is managed by the GSFC Science Netwark Office/Code 930.6,
and was coordinated by Lenore Jackson of the NSI USO.

The plenary sessions gave. listeners the opportunity to hear from a
variety of invited speakers. These included NSI project management,
scientists and NSI user project managers whose projects and
applications effectively use NSI, and notable citizens of the larger
Internet community, such as Joyce Reynolds of the University of
Southern California Information Sciences Institute, Dr. Vinton Cerf of
the Center for National Research Initiatives, and Laura Kelleher of
Merit Network, Inc. User subgroups were Networking, chaired by
Linda Porter of Marshall Space Flight Center, User Services &
Applications, chaired by Dr. Neal Cline of the Jet Propulsion Lab, and
NSIUWG Organization, chaired by Dr. Ron Zwickl of the National
Oceanographic and Atmospheric Administration. One afternoon
offered well-attended tutorials covering the implementation and use
of X.500 services, an introduction to TCP/IP, using NSI Network
Information Center services, and network-oriented security for both
VMS and UNIX operating systems. Several NASA projects also held
demonstrations in the Exhibit Area which was interconnected with
theNSI at 1.5 Mbps throughout the week.

The NSIUWG Organization Subgroup proposed a number of changes
for next year's meeting. For example, because the users wanted the
sense of the conference to be understood less as a working group and
more as an information exchange, the name next year will change to
the NSI Users Forum. This reflects the evolving nature of the
conference as a forum for dialog among network users, NSI project
personnel, and representatives of various online resources. The
Organization Subgroup having completed its job, planning for next
year's meeting will begin with only the Networking and User
Services subgroups, although others will be added as emerging
interests demand. An updated mailing list and improved means of
announcing the annual meeting were also recommended.

13
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Some of the elements of the conference which users suggested not be
changed were convening annually in March, rotating to sites
alternately on the East and West Coasts, retaining the subgroups as
an integral part of the meeting, and including presentations by
speakers from outside NSI and even outside NASA.

The USO wishes to thank all of the presenters, tutorial instructors,
exhibitors, and NSI user attendees who participated in making this
NSIUWG Conference a success. The project and all its users thank Dr.
Ron Zwickl, Conference Chair, and Linda Porter, Network Subgroup
Chair, for their years of service. Both are stepping down this year.

Plenary Presenters:

Mr. Jeffrey Burgan, Sterling (NSI)
Dr. Vinton Cerf, CNRI

Dr. Theodore Clarke, JPL (Galileo)
Mr. Daniel DeVito, GSFC (UARS)
Ms. Christine Falsetti, ARC (NSI)
Mr. J. Patrick Gary, GSFC (NSI)

Mr. John Martin, Sterling (NSI)
Dr. Horace Mitchell, GSFC (NCCS)
Ms. Joyce Reynolds, ISI

Ms. Marti Szczur, GSFC (TAE)

Mr. Ron Tencati, Hughes STX (NSI)
Mr. Anthony Villasenor, NASA HQ (NSI)
Mr. Peter Yee, ARC (ISODE)

Dr. Ron Zwickl, NOAA/ERL

Subgroup Presenters:

Dr. Randy Barth, Hughes STX (NSI)

Mr. Jeffrey Burgan, Sterling (NSI)

Mr. Todd Butler, RMS/GSFC

Mr. Phil DeMar, FNAL/DOE

Mr. J. Patrick Gary, GSFC (NSI)

Ms. Laura Kelleher, Merit

Mr. Brian Lev, Hughes STX (NSI)

Mr. John Martin, Sterling (INSI)

Dr. Alan McConnell, Pixel Analysis/GSFC
Mr. John McMahon, TGV

L4



NSIUWG
Organization Subgroup

Findings:

1.

2.

Name needs to be changed to NSI Users Forum
Continue annual meeting, retain March time frame
Meeting site will vary
- Retain East/West rotation
- Can hold meetings at other sites
Subgroups are a necessary part of annual meeting format
- Do not want a seminar format
- New Subgroups will be formed as needed

- Currently two subgroups: Networking, User Services

Need updated, more complete mailing list
- Announce annual meeting

Continue to have presentations from outside of NSI

Support National Meetings
- Could have lower level of support, such as local dial-up

Regional User meetings be held during National Meetings

15



NSIUWG Network Subgroup Meeting Summary
March 31- April 1, 1992
Linda Porter/ Subgroup Chairman

Anywhere from 20 to 50 people attended the network subgroup

during the two afternocon meeting days. During the two days, various
speakers provided much technical information on NSI. Discussions
were limited to questions and answers. No formal findings were
established, however several requests were made:

Day 1:

o One or more postscript maps of the network with IP
addresses and DECnet addresses should be made
available. The "network™ in this case is the NSI
backbone and directly connected NSI sites over

a) Proteon or DEC h/w
b) encapsulated (logical DECnet connectivity only)

The idea is to be able to look at a map and visually trace
one’s way through the network under either TCP/IP or DECnet.
These maps should be made available on the NSINIC and kept
up-to-date.

o] Ability to traceroute DEC paths through NSI (similar
to ESnet/DECnet capability) The current problems (lack of
support) with the NSI provided Proteon routers is understood,
however it was noted that in a few months Proteon would be
supporting both a nonprivileged access mode and SNMP MIB for
DECnet functions. Both tools would be invaluable to the
network community, and NSI is requested to keep the
community apprised of new developments.

Day 2:

o There is a mail exploder for DECnet to OSI transition
set up for DECnet PV/OSI information. The address is

DECNET-OSI-TRANSITION@NSIPO.NASA.GOV
to be placed on this list, send a request to the address:
DECNET-0OSI-TRANSITION-REQUESTENSIPO.NASA.GOV

o A request was made to create a Usenet News Group
for NSI DECnet to OSI information.

o Some significant issues were raised with the DECnet VMS/OSI
product scheduled for release in the summer timeframe. The
VMS product will not fully support full (hierarchical, DECdns)
names at first customer ship (FCS). Primary concern is lack of
support for RMS. SET HOST and MAIL however, will be
supported. Users were asked to make their concerns known to
their local Digital offices, if they felt this was a problem in
implementing the product as a result. Also, mail can be sent
to SEGRESTEDC101.DCO.DEC.COM (Robert Segrest, DEC Network
Strategic Coordinator for DOE/NASA).

16
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NSIUWG '92
User Services Subgroup
(A) Follow-up On Last Year's Meeting

« Network Requirements Processing

 no customer problems reported
* further improvements in planning and
processing reported

« User Help Desk

« implemented by USO as outlined last year
 network support problem at JSC noted last year
appears to have been solved

/

\_

NSIUWG '92
User Services Subgroup
(A) Follow-up On Last Year's Meeting
(Continued)

« The NSI NIC

operational as advertised last year

menu-driven system (NONA) demonstrated

user requirements still needed

USENET feed being provided as needed,
demand for USENET newsgroup not establsihed
» X.500 involvement by NSI demonstrated

« Conference Support

« plans and schedule for FY 92 shown
« formal process for authorization established

=
™

=
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/ | NSIUWG '92 \
User Services Subgroup
(B) Findings

(1) NSl User Services need to be advertised in
media read by NASA scientists.

(2) E-mail distribution services need to be made
available to NSI customers.

(3) There is considerable user demand for
on-line availability of network maps, statistics,

and performance information.
/ | NSIUWG '92 \
User Services Subgroup
(B) Findings

(4) E-malil user comments, concerns, etc... should
be solicited prior to the next NSIUWG

\-

(5) X.500 pilot support should be continued
(6) User Support Officed and Planning Office has
assembled exceptionally dedicated & talented

teams; NASA should make sure they are
maintained

N -«

18




III. Presentation Material






A. Opening Plenary
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NSI Program Update
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Tony Villasenor
Program Manager, NASA Science Internet

OFFICE OF SPACE SCIENCE AND APPLICATIONS

NASA

Information Systems: an Integrated Approach I

SUPERCOMPUTING

... for Today's Research Environment !

NSI - NASA Sclence inlemet
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Headquarters Program Organization '

OSSA DIVISIONS
INFORMATION SYSTEMS
MANAGEMENT BOARD
{J. Alexander, Chair)

FLIGHT
SYSTEMS
DIVISION

INFORMATION SYSTEMS
(J. Bredekamp

NASA SCIENCE INTERNET
PROGRAM
(A.Villasenor)

['SCIENCE STEERING
COMMITTEE
(8. Smith, Chair)

NASA SCIENCE INTERNET
PROJECT OFFICE
(C. Falsetti)

NS - NASA Science Internet

| NSI Project |

NASA SCIENCE INTERNET
s’gn“:; PROGRAM uronn:’o:‘svmus
COMMITTEE (A.Vitlasenor) MANAGEMENT BOARD
o PROJECT MANAGER WTERCENTER
USERS (C.Falsetti) COORDINATING
WORKING COMMITTEE FOR
anoue DEPUTY MANAGER NETWORKS - SCIENCE
(M.Medin)

REQUIREMENTS OPERATIONS ENGINEERING USER
(J.Martin) “NOC” {M. Leon) SERVICES
(A.Wiersma) (GSFC: P, Gary)
(JPL: D.Gallop)

NSI - NASA Science inlernet
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NSI Acceptable Use Guidelines

1
?)
3)
4

5)

SUMMARY:

NSI supports all NASA science flight missions, discipline research
programs, and collaborating scientists at NASA Centers and sisewhere.

NS! Is not to be used for private gain or profit.

SPECIFIC USES:

Use of NS! must be In suppon of oficial NASA programs; all user requests for NSi
connectivity must be validated and supported by cognizani OSSA Discipline Chiels.

Use of NSl to support coordination and adminisiralive execution of OSSA research grants is
permissible;

Use of NSI to support NASA ressarch, related training, and assoclated technical aciivities at
non-profit institutions of research and education is accepiable.

Use of NSI for commaerclal or Iintellectual gain by for-prolit organizations is nol acceptable,
uniess those organizations are using NSI to satisly specific NASA contract or grant
requirements.

Use of NSI for research or education al for-protil institulions will be reviewed on a
case-by-case basis lo ensure consistency with OSSA programs; lack of program approval
will resull in disconnection.

Use of NSI to gain unauthorized use of resources attached to NSI will result in
disconnection and legal prosecution. NSI will make every attempt to iImplement precautions
to safeguard against unauthorized use of NASA computers, databases, and other attached
federat resources.

NSt - NASA Science internet

NSI Grades of Service

BASIC SERVICE

+ Required connectivity lo data archives, compulalionat facilities, and collaboraiors
worldwide; up to 56kbps

.+ Reliable communications monitored continuously (24 x 7), including automatic
fault detection procedures initiated within minutes ot occurrence.

. Fult interoperability with sclence and research communities via NSFnet, ESnet,
and other INTERNET networks in the U.S. and abroad; aiso interoperabie with the

evolving NREN.
+ Broad spectrum of network applications including electronic mall, tile transfer,
remote log-on, eic.
« User consultation and technical assistance through NSI “Help Desk" and network
documentation.
PRIORITY SERVICE ’
All the above, plus:

. Dedicated privats circuils between specilic facliities.
« Very high performance service, T1 or greater, to end users.

. Non-standard instailations and applicatlons requiring specially engineered
solutions and squipment.

« Large Influx of requirements for new circuits needed for operational use within two
years of current budget cycle.

26



PRIORITY SCHEMA (2/20/92)

INFRASTRUCTURE

0  Provide a high quality, reliable, 24 hour per day by 7 days a week, open access nelwork
connscting all current OSSA science missions, investigators, iheir dats archives and
computational resources. Includes basic network services such as e-mail, tile transfer,
remote logon, internet & Inter-Center access, sscurily management, and basic science
conlerence support as approved by the ISMB, etc.

MISSION SPECIFIC RESOURCES

1 Current active missions and campaigns where data is now being acquired and used for
sclence analysls; e.g., UARS, GALILEO, KAOQ, etc.

2 Near-term missions, campalgns, & research projects which will require NSI services in 6
months (circuit order time). e.g., EOS, ISTP, Balloons, etc.

3 OSSA Infrastruciure or sclence projects with management visibilily: key science conlerences,
JOVE, Easiern Bloc access, coordination with PSCN, ICCN, NSF, OAET/NREN, elc.

Long-term misslons & prajects: Antarclica, AXAF, elc.

5 Generic network services for space science community not directly traceable 10 specitic
project or discipline requirements: DECnet Phase V planning, performance measurement,
requirements management, securily, industry (IETF) collaboration, etc.

6 NSI technology enhancements, such as network applications, software/hardware upgrades,
NSIUWG technical forum, OSI transition planning, satellite-ground interoperation, Appletaik
encapsulation, packel radlo applications, etc. In general, items that Improve NSI robusiness.

7 Sclence conterences with supplemental funding, support for external activities such as NIST
testbed, eic. items that do not effecl “"NSI success” as percelved by OSSA Divisions.

*0 = Nghest priorNy
NSi - NASA Science Internet

Projected Requirements Growth

Projectsd Requirements
(with EOS)

4,000

3,000

2,000

1,000

Requirements

Fiscel Year

BN intrastructure () New Misston —<— Guideline
Users Specific Users Funding Leval

NSI - NASA Sclence Internet
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NASA CENTERS I

INTER-CENTER COORDINATING COMMITTEE FOR NETWORKING
and
ICCN lor Science

NS1 - NASA Science internet

The “Internet” I

Experimental
Commercial
Services

NSFnet

gateway

gateway |

ARPAnet

ESnet

gateway

Regionals

N8I - NASA Sclence internet
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National Network Hierarchy I

Reglonal/Network

USERS
( electronic mail, file transfer, logon, etc.)

INTERNET COMMUNITY : '

IABs Oversees the engineering of the Internet

INTERNEY
ACTIVITIES
BOARD
NSI-ENG
INTERNET INTERNET
ENGINEERING RESEARCH
TASK FORCE TASK FORCE |

COMMERCIAL NETWORK & CARRIER SERVICES

ATAT, MCt, SPAINT, Reglonet BOC's,
1BM, DEC, Appls, Proteon, Clsco, Waellties!,
PSI, ANS, Educom, etc.
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FNC Organization I

g Chaliman Dr Chares BrovnaleiGE )

DARPA NSF OSTP
GSA NASA DOE
NIST HHS OMB
DOD DCA NTIA
. USGS NOAA DE

J

WORKING GROUPS

[ RESEARCH & SECURITY.

DEVELOPMENT ENGINEERING I POLICY I
E : & OPERATIONS

[ EDUCATION ]

NSI - NASA Sclence internel

FNC WORKING GROUP CHAIRS |

( Chairperson \ Working Group Affilliation
Steve Wolft All Groups FNC Exec Director
John Cavallinl Policy FNC/DOE
Tony Villasenor Eng & Ops FNC/NASA
Paul Mockapetris} R&D FNC/DARPA
TBD Security FNC/NIST
TBD Education FNC/DE

NSI - NASA Science Internet
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Engineering & Operations Working Group

MEMBERS

INITIAL MEMBERSHIP OF THE EOWG WOULD CONSIST OF BUT NOT BE LIMITED TO
THE FOLLOWING, BECAUSE OF THEIR STRONG VESTED INTEREST IN THE
ENGINEERING AND OPERATION OF THE INTERNET:

Tony Villasenor, NASA - Chairman
Steve Woltf, NSF - Vice Chairman
John Cavallinl, DOE - Vice Chairman
811l Bostwick, U.S/CCIRN
Paul Mockapertis, DARPA
TBD, FARNET
T80, IAB

Note: Operations managers of key federal networks may be Included as
members. The EOWG will provide delegates 10 CCIRN meelings.

NSI - NASA Science Internet
Federal Internetwork Exchange ("FIX") '
An Example
LINK TO AGENCY LINK TO AGENCY LINK TO AGENCY LINK YO INTERNATIONAL
BACKBONES BACKBONES BACKBONES REGIONAL LINK
Cwrr)  (MPR) MPR MPR MPR
= MULTI-PROTOCOL ROUTER

NSI - NASA Sclences internet
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CCIRN

COORDINATING COMMITTEE FOR INTERCONTINENTAL RESEARCH NETWORKING

The purpose of the CCIRN is o agree and progress a sel of activities to achieve
Inter-operable _networking services batwesen participating entities (currenily North
America and Europe) o support open research and scholarly pursuit. Policy,
management, and lechnical issues will be examined, based on agreed
requirements. More precisely, ihe commitiee aims to:

a. stimulate cooperative intercontinental research by promoting enhanced
Interoperable networking services, specifically

- promoting the evoiution ol an open, International research network in line
with officlal policies on the uss of inlernational standards,

- coordinating and faciiitating etieclive use of the International networks to
snhance the quality of resesrch and scholarship.

b. optimize use of resources and lo coordinate Inlernational connections of the
networks represented on the CCIRN

¢. coordinate development of international network management techniques
d. exchange resuits of networking research and development

NSi - NASA Science Internet

International Technical Coordination I

CURRENT ACTIVITIES
+ inter-continental link coordination and planning
- global domain name system
- uniform network statistics and monitoring
- global registration
» global routing
- national character sets
- coordination among network control centers
+ CLNS Introduction
» mapping
- electronic mail interoperability & reliability

FUTURE TOPICS
- international X.400 with X.500 directory services
» international voice/video teleconferencing
» resource accessibility; authorization; control
* resource control: costing and accounting
« relevant national policy concerns

NSt - NASA Science Internet
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NASA |2 Moo Regional
SCIENCE |- ESNET Networks
INTERNET | ‘{lé
IR Gignbit

A — ap | | Tenstheds | [ Commereint
C. NSFNE:P m”' - Networks
. NIST ERAED s

NSi - NASA Science Internet

EVOLUTION INTO THE NREN |

Government

Industry, Suppliers

22 S0

Shared Interconnected
Backbones

Organized Service
Suppliers

regienal roglonsl
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The NASA Science Internet -
NASA's Worldwide Science Communications Network

NSIUWG 1992

Christine M. Falsetti
NASA Science Inlernet Office
Information and Communications Systems Division
AMES RESEARCH CENTER

NASA

Outline

I.  Background

Il. Current Services and Architecture

il. Future Directions

CMFaisetti 2

NASA Setence kviernet Prejest Office
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The NASA Science Internet
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NASA Science internet Project Oftice

CMFalsetti 3

Program Organization Chart

OSSA DIVISIONS
INFORMATION SYSTEMS
MANAGEMENT BOARD

“PugHT )

(J. Alexander, Chair) \
TR SYSTEMS :
\ DIVISION |
INFORMATION SYSTEMS :
1. (J. Bredekamp) :
SCIENCE STEERING e — %
COMMITTEE 1 v :
(B. Smith, Chair) [ ¢
GEann - NASA SCIENCE INTERNET i
PROGRAM Co h
{A.Viliasenor) ; ‘
ErN T A vd .
) NASA SCIENCE INTERNET |}
e PROJECT OFFICE
‘ (C. Falsetlli)

NASA Science internet Project Oftice
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NSI Project Organization

NSI OFFICE
o) Pt Sl
Deputy Prohe! Manager, { )
{M MedkARC)
m:::bn NS Security Otlice
{S. WalwortivARC) (R. Tencalitughes STX)
Budge!
{J. HilorvARC)
Plenning Otlice Engineer) n% Opseralions User Suppont
M. LeorvARI {M. LeonVARC, Oftice
- MartkiARC) h HondARC) A Wiersma/ARC) (P. Gary/GSFC)

rements Network Network
Requ c'::::d Design Provisioning Operations Intormaetion
(K. Bosavich/ARC) {J. ThompsowARC) {J. Burgan/ARC) Cenler %.'l‘.::l

NASA Selonce internet Project Office CMFalsefti 5

Service Organization

NSI PROJECT
A § M [] (] ] H ‘
OR H 2 1
. f !
YALUE ADDED .
SrHACES JF HA U
i 1
!
_ ’,—/ - A‘\\ h —
" NASA SCIENCE :
INTERNET NATIONAL
SCIENCE — NETWORKS
NETWORK . e
S NSFNET and INTERNATIONAL
REGIONALS NETWORKS
;
TELECOMMUNICATIONS ‘
SEAVICES

A R T A SR R < 7~

NASA Sclence internet Project Office

CMFalsetli 6
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Value-Added Services

Science Network Plannjng
Systems Planning - MOU development

Requirements management and validation
Tracking and Status Reporting
Conference Management.

Engineering
Network architecture configuration,
Custom design & documentation
Network service acquisition and testing
Development & Implementation of
¥T] Security measures and tools

Y, 24:hr.
' Network Manltorihg an :
Problem Management: report
Equipment Installaﬂo
Upgrades, '
-and Maintenan

~ User Support Services &

- Coordinate Integration ot OSSA
, information Systems
N Nalwork Information Center ,
'*Whltelvellow Pa;ﬁs directory services

Use Desk i

NSI User Working Group '

< Y J3T- e o e eper x 7 et e B PE=ts - ~~~oomn B -X Frype vun RRECAT SR i oy < i \m}
NASA Science Intemet Profect Oflice CMFalsel 7

Community Served by NSI —q

NSI PROVIDES SERVICE TO: !

OSSA DISCIPLINES AND FLIGHT PROJECTS:
SOffice of Space Science andApphcauons

NASA Science internet Project Oftice CMFalseti 8
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NSI Support of NASA Science

lar {
Life Sciences Division Y er
Space Life Sciences 1-4 Mg},’ﬂ an
Cosmos Galileo
Spacelab J Ulysses
- Mars Observer
CRAF/Cassini

lon Pioneer :

Crustal Dynamics z
Upper Atmospheric Research (UARS) |
Ocean Topography (TOPEX) -
Earth Observing System (EOS) _ Microgravity Science
WETNET Materials Science Lab
o International Microgravity

Astrophysics ’
Explorer Program : Space Eti:y:lﬁ
Scout Program e Dynamics Explorer
Supernova International Cometary Explorer
Cosmic Background Explorer | Solar Maximum Mission
Gamma Ray Observatory i | International Solar Terrestrial Physics { |
Hubble Space Telesrope * Rockets and Balloons q |
S e R 7 T T TS

NASA Science Internet Project Office CMFaisetli 9

"Working Together"

(>

Planning Process

Contact Science
Discipline

Understand and Participate in
Information Systems Planning Process
and Requirements Development

Identify und Conceptualize
Communications Arcliitecture

N

Draft and Sign Discipline MOU

Transfer to Production
Manage Requirements
throughout operation

NASA Selence intornet Project Office CMFalsetii 10
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Outline

.  Background

I Current Services and Architecture

lll. Future Directions

NASA Scionce Internet Preject Otfice CMFalgelti 11

NSI OSSA Requirements

Code S Office of Space Sclence & Applications
Code SB  Life Sciences Division
Code SE  Earth Sclence &: Apphcahons Division
Code SL.  Solar System’ Explormuon Dmsuon
:Code SM  Flight Systems*bcw ion ‘
}Code SN Microgravity Sélénuq& Apphcalnons Division
kCade SP Admlnlslratmn,a;\‘ EesourceMgmt Division

Code SS
Cade SZ

NASA Sclence ivernet Project Office CMFalsetti 12
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NSI Acceptable Use Guidelines

SUMMARY:

NSI supports all NASA science Hight missions, discipline research programs, and collaborating sclentists at
affiliated research institulions.

NSt is not 1o be used for galn or profit by non-NASA organizations engaged in non-NASA business.
SPECIFIC:

1) Use of NSI mus! be in support ol official NASA programs; all user requests lor NS connectivily must be
validated [and possibly funded] by cognizant OSSA Discipline Chiels.

2) Use of NS! to support coordination and adminisirative execution of OSSA research grants is permissible;

3) Use of NSi to supporl NASA research, related lraining, and associaled technical activitles at non-profit
institutions of research and educalion is acceptable.

4) Use of NSi tor commercial or intelleclual gain by for-profit organizations is nol acceptable, uniess those
organizations are using NSI 10 satisty specitic NASA contract or grani requirements.

5) Use of NSI for research or education at lor-prolil institutions will be reviewed on a case-by-case basis to
ensure consisiency with OSSA programs; lack of program approval will result In disconnection.

6) Use of NS to gain unauthorized use of resources atlached lo NS! will tesult in disconneclion and legai
prosecution. NSI will make svery altempl lo implement precautions lo safeguard against unauthorized
use of NASA computers, databases, and other allached lederal resources.

NASA Sclence nemet Project Otfice CMFaisetli 13

Process to Prioritize OSSA requirements...

Identification and
Initial Priorization of OSSA
Requirements

** Requirement must be prioritized
by the Division within NSI's ability to
implement; excess requirements are

NSI Requirements Based delayed or tunded separalely.
Budget Proposed

LY

ISMB Interdisciplinary Priority Cutoff

AN

SE
SZ
Final Review ss " NS OSSA
SL ) Implemention M
S,SP
SB,SN,SM

NASA Setence Iniernet Project Office CMFatsetli 14
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Priority Schema as of 2/20/92

INFRASTRUCTURE

0°  Provide a high quality, reliable, 24 hour per day by 7 days a week, open access network connecling
all current OSSA science missions, invesligators, their data archives and compulational resources.
Includes basic network services such as e-mail, lile transler, remote logon, Internel & Inter-Cenler
access, securily management, and basic science conlerence supporl as approved by the ISMB, elc.

MISSION SPECIFIC RESOURCES

1 Current aclive- missions and campaigns where dala is now being acquired and used lor science
analysis; e.g., UARS, GALILEO, KAOQ, etc.

2 Near-term missions, campaigns, & research projects which will require NSI services in 6 months
{circuit ordar lime). e.g., EOS, ISTP, Balloons, elc. )

3 OSSA Inlrastruclure or science projects with management visibility: key science conferences, JOVE,
Eastern Bloc access, coordination with PSCN, ICCN, NSF, OAET/NREN, elc.

4 Long-term missions & projects: Antarctica, AXAF, elc.
Generic network services for space science community nol directly traceable to specilic project or

discipiine requirements: DECnet Phase V planning, performance measurement, requirements
management, security, industry {IETF) collaboralion, elc,

6 NS! technology enhancements, such as network applications, software/hardware upgrades, NSIUWG
technical forum, OSl! transition planning, salellite-ground inleroperation, Applelalk encapsulation,
packet radio applications, elc. In general, items that improve NSI robusiness.

7 Science conlerences with supplemental tunding, support for exiernal activities such as NIST lestbed,
efc. ltems that do not etfect P S| success” as perceived by OSSA Divisions.

*0 = highest priority

NASA Science intemnet Project Office CMFalselli 15
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NSI Traffic Growth

Bytes/day Packets/day

March 1991 8 Billion 38 Million

March 1982 20 Billion 110 Milllon

Ammhmaudm
Aversge packel size ~ 200 byles

NS! - NASA Sclence internet
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NSI Today

~10000 hosts & 25000 researchers worldwide -In FY91, NSI implemented an additional 205
requirements to 60 sites; by end FY92, NSI will salisly 233 requirements 1o 58 new sites, thergby
reaching approximalely 25000 hosts and 60000 researchers worldwide.

Access to most U.S. universities & labs
Access to -3 million users via the Inlernet
Most major countries In Europe & Asia

High rellability - NSI-NOC provides continuous 24x7 monitoring 10r > 125 nodes; 90% of faults fixed
wilhin 30 minutes, 97% of all rouble tickets' detected by NSI-NOC before user knew problem
existed!

High performance - NSI continually upgrades bandwidths while optimizing and tuning the network
performance.
Strong user support & interaction at all levels - Eslablished strong lies with OSSA Divisions fo

review, justity, priorilize & track requirements. Ongoing user assistance provided by User Support
Office through the NIC (24 hour online service, prime shilt phone coverage, end-user documentation)

Between TCP/IP and DECnet science networks

With universities on the Internet, NREN, Regional & Campus networks

With commercial networks: Sprinl, Omnet, PS|, ANS, etc.

With key universities and research facililies in Europe, Asia, S.America, Australia, New Zealand

NASA Scionee internes Project Otice CMFalsetti 17
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NSI and the INTERNET

i ation rnet com |
NSI connectivity is extended to other sites via NSF, DOE, DARPA, and other [}
linkages. A
International connectivity is augmented by DOE, ESA, PACCOM, and
DARPA networks.

BARRNet MiDnel !
SDSCNET NCSA/UIUC ;
WestNel NYSERNet ‘
NorthWest Net JVNC ‘
NCAR/USAN SUF ANet
THEnet Sesquinel
NASA Science internet Project Office CMFalsetli 19
NSFnet Map

Alasks

lawaii

w— NSENET Backbone

=== Mid-level Comnections

Gengraphic Arca of Mid-leve) Netwawk
®  Mid level Network 1 lub

A Supercomputer Center & Mid-level Network Hub

NASA Sclence internet Project OMfice CMFalsetii 20
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NSI Challenges

Environment:
« NSl Is strictly requirements driven. Networking services are in high demand as shown by
explosion in OSSA requirements. As OSSA requirements grow, then more resources are

needed to satisfy demand, despite NSI's leverage & economies of scale, since every site
demands unique attention.

+  Current network architecture is a complex, interdependent service web with federal and
international network service providers.

+ Emerging NREN and new ISDN broadband technologies will provide chaltenges of
incorporation in our networking infrastructure.

Current Issyes;
< Requirements are growing much faster than current NSI resources can meel; growth rate
is 400 requirements per year vs. implementation capacity of 200 per year; many FY92

requirements will be delayed to FY93 & 94. Tight FY92 budget put NSI behind the curve
and It cannot catch up.

« Dependency on NSFnet as backbone supplier in FY94 uncertain. NSF plans to dismantle
NSFnet on April 1994 & swilch to NREN, without testbed demo. for routing & backbone
mgmt. NSI needs to use PSCN backbone links to Regionals/Commercials.

« EOSnet is the most critical ‘success’ component of EOSDIS, as delermined by NRC
Review.

NASA Seionae internet Project Ofice CMFalsetii 22

48



NETWORK REQUIREMENTS

Projected Requirements

(with EOS)
4,000 4,000
4 3,000 { 13,000
[ =4
g 2,000 | | 2,000
g 1,000 1 1,000
(-4
0 v . - v - 0
92 93 94 95 96 97 98
Fiscal Year
Infrastructure ] New Mission —*— Guideline
Users Specific Users Funding Level

NASA Selonse Internet Preject Otfice CMFaiselli 23

NS! Management Options

1. Advocacy ol OSSA Information Systems Budget to include NSI overguideline requests. in FY93,
this would accommodate new/delayed requirements from EOSDIS, UARS, Crustal Dynamics,
Mars Observer, ISTP, SLS & IML, FLINN, rocketsiballoons, etc. In FY94, NSI would establish a
new baseline to calch up with requirements growth, use new PSCN circuits during NSFNET
Iransition & stabilization to NREN, conlinue o build EOSDIS Network, accommodale emerging
local site ethernets with high bandwidih workslations, and address proliferaling OSSA
requirements for NREN usage.

Advantage: Program retains its interdisciplinary perspective and leverage. Economies of scale
and networking elliciencies are maximized across disciplines and priorities are established at an
interdisciplinary level with support from the ISMB.

BResult; Economies of scale and efficiency are maintained as interdisciplinary perspective is
ensured.

2. NSl directly negotiates supplemental lunds from each Division. Initiate a division tax scheme in
FY93/94 lime Irame.

Disadvantage; Program serves individual discipline interests as opposed to a unified OSSA
program. Many caplains leading ship , loss of interdisciplinary efficiencies and control.

Resull; Economies of scale and efficiencies compromised. Interdisciplinary perspactive is nol
ensured. Program may become Iragmented as discipline inlerssts are not moderated.

| NSI Recommends Management Option Number 1 |

NASA Setence internet Project Otfice CMFalselli 24
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Outline

. Background

Il. Current Services and Architecture

lll. Future Directions

NASA Selence intemet Preject Otfice CMFalsetli 25

Vision

+ A single integrated network, under OSSA control, tailored to
NASA science needs

« Transparent ubiquitous access to science data archives,
computational resources, and colleagues worldwide

« Total spectrum of network services: guaranteed bandwidth,
priority routing, selective routing, protocol transparency,
multi-medila, etc.

« Common use of distributed network applications & services:
online directories (white & yellow pages), robust electronic
mail, distributed databases, etc.

» Full interconnection with national network irifrastructures,
especially the NREN

+ Fully controlled access to NASA resources

NASA Selence internet Preject Office CMFalsetii 26
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National Research & Education Network: Plan

The NREN will be a computer communications network that
interconnects:

« educational institutions

+ national laboratories, non-profit research institutions,
and government facilities

« commercial organizations engaged in
government-supported research or collaborating in such |
research i

» unique national scientific and scholarly resources such
as supercomputer centers, major experimental facilities,
databases, and libraries

The NREN will provide high speed communications access to
over 1300 institutions across the United States within 5 years.

NASA Selonce intemet Prejoct Otfice CMFalsetii 27

NREN Stages

Stage 1 - upgrades existing agency trunks to 1.5 Mbps

Stage 2 - combines multiple agency trunks into a
shared 45 Mbps trunk system

Stage 3 - research & development phase to resultin a
shared national network with multi-gigabit-per-
second trunks; technologies yet to be developed.

NASA Sciense Injernet Preject Office CMFalsetli 28
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NREN Phases

Operational Net

\)
\J
\J
0N

Stage 3
Gbps

:Research and Development . -

" Transition to
Commercial
Services

Revolutionary
Technology
Changes

‘Operational Network

Evolutionary

NASA Selence intornet Project Otfice CMFalsetti 29

52



SA

Planning Office Status Report
NSIUWG Meeting Greenbelt, MD

March 31, 1992

John H. Martin

NASA Science Internet Office
Information and Communications Systems Division
AMES RESEARCH CENTER

NASA
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Overview

l._Organization

ll. Services Provided

Ill. OSSA Requirements Profile

lil. Highlights and Future Growth

NABA Bolence inteme! Preject John H. Martin 2

Planning Office Organization

NSI Planning Office

John Martin, Manager

Requirements Management Work Control Group
John Martin (Acting) Group Leader Kathy Bosovich, Group Leader
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Requirements Management Grbup

Provide "Customer Service" to OSSA Scientific User Community
Define, Document, and Report all OSSA Communication Requirements
Manage Requirements Throughout Entire Process

Draft and Facilitate MOUs with Disciplines

Plan Future Networking Requirements with Disciplines

Involved with Planning and Development of OSSA Integrated Sclentific
Resources/Systems

Provide OSSA Conference Support and Outreach Activities

Work Control Group

Track OSSA Requirements and Manage Requirements Information

Provide Requirements Reporting Information Tools (charts, graphs,
reports) to Increase NSI Responsiveness to OSSA Community

Provide Tracking and QA of NSl Internal Requirements Processing

Management of NSl Database Systems

Provide NSI Circult and Reporting Information to Communications Carrlers

Overall Tracking of NSI Processes and Procedures (l.e., validations, NSR,
RFS, USR, outreach documentation)

55



JOHN H. MARTIN, MANAGER

PLANNING OFFICE

CODE DISCIPLINE BEQUIREMENTS MANAGER HQ_VALIDAIOA ALTERNATE
YALIDAYOR
-1 Otfice of Space Sclence snd Maria Gallagher Dr. Joseph Alexander M. Rick Chapped
SB Lits Sciences Shell Jones Dr. Lawrence Chambers .I.:r l:umm
osle
SE Earth Sclence and RAepina Duda Mr. Emaest Lucier Me. Dizon Butler
Applications
SL Solar System Exploration JoAnn Nelson Mr. Guenier Strobel
SM Fiight Systems Division TBOVJohn Mantin Dr. Philip J. Cressy J.
SN Microgravity Science and Shel Jones/Maria Galagher Mr. Robert Schmitz Ms. Mary Kicza
Applicsiions
SP Adminisiralion and Resource TBDVJohn Martin Mr. Soolt Santiago
Management Division
S8 Space Physics Maria Gallaghet Dr. James Wilisht Mr. Louis Demas
82 Asirophysics Elizabeth Feinler Dr. Erwin Schmerting Or. Gusrier Riegier
— OSSA Conlerence Support Haitte Carison — _—
Overview

I. Organization

rvi Provi

lll. OSSA Requirements Profile

lll. Highlights and Future Growth

56




Planning Office Services

Requirements Planning

Requirements Management

Long Range

Project
Requirements Projection

Requirements Statuses

Intradiscipine

Manage Requirements
Requirements Prioritization

Throughout Process

Requirements Impact
Analysis/Planning

Communications
Requirements Reviews

Discipline Level MOU Work with Customer to

velopment Meet Sclentific Goals
Resource and Systems Continual User/P| Customer
Planning Contact and Feedback

Req's set with HQ Validator

Requirements Processing “Coordinating and

assuring requirements
are met"

NASA SCIENCE INTERNET

REQUIREMENT IDENTIFIED

AND PRIORITIZED HQ PROGRAM

VALIDATION

ALL OSSA SSSA
RESEARCHERS PROGRAM
FLIGHT PROJECTS MANAGEMENT

CAMPAIGNS : i
COLLABORATORS ! b

IF COST, THEN
HQ FUND
CERTIFICATION

AVERAGE MPLEMENTATION
(12-18 MONTHS)
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MOU Development Process

Coh ERG R RE ol

Understand and Participate in Discipline
Communications Planning Process
and Requirements Development

' Identity and Conceptualize
Communications Architecture § - .

Draft and Sign OSSA
Discipline MOU

Longer Standing - At
Discipline Level

’ﬂm HOVIO gclo

Y

Develop Requirements
Processing Priorities/Schedules

Draftt Project Specific
Requirements Reference Documenis

Revolving Document - More
Frequenl Updates 10 Meel
Changing OSSA Requirements

Project Review Cycle

Overview

l. Organization

Il. Services Provided

1] SA Requirements Profil

Ill. Highlights and Future Growth
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OSSA Current Requirements

600+
ﬂ I Completed
5004

0 Active

NSI OSSA Requirements Complement

Code S Office of Space Science & Applications
Code SB Life Sciences Division

Code SE Earth Science & Applications Division
Code SL Solar System Exploration Dlvision i

Code SM  Flight Systems Dlvision

Code SN Microgravity Sclence & Applications Division
Code SP  Administration and Resource Mgm:! Division ‘
CodeSS  Space Physics Division | ,
CodeSZ  Astrophysics Division i f

o hsotran . B T r——

1567
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OSSA Projected New Requirements

700 v st
600 + Meos
Miss
500 §
B\ss
4004
O«
360 + Os
SN
100
Dsm
0 1] v LS 1 .
FY 92 FY 93 FY 44 FY 95 FY 6 FY 97 FY 98 SP

Overview

I. Organization
Il. Services Provided

ll. OSSA Requirements Profile

| hlights and Future Growth
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Planning Office Highlights/ Improvements

Increased Requirements Management Staff to Offer Better Level of Service
Begun Movement Towards "Discipline Level" MOUs
integrated Work Control Group within NSI Planning Office

Further Refined Conference Support Policy and Requirement
Documentation/Tracking

improved Valldation Time Through Requirements Managers and WCO
Greater Emphasis on Planning Effort (Projecting, Scoping, etc.)

Increased Capacity to Process and Manage Requirements

Planning Office FY 92 Activities

Refine and Update NSR Process Through NSR Workshop -
Look to Include Cost Weighting and NIC Requirements

Look to Increase User Services/NIC Re%uirements Definition/Tracking
Effort te Incorporate into Existing OSSA NSR Process

Increase Requirements Manager's Outreach to Scientific Community
Redesign MOU Process to Develop Discipline Level MQUs

Step-up Planning Efforts with HQ Disciplines - Schedule Requirements
Continue Outreach and Conference Support Effort

Increase User Feedback and Quality Service Mechnisms/Measurements

Hold Communications Requirements Reviews Annually

Standardize Requirements Reporting Format
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Planning Office Schedule

March

April

May June

3‘;
<3

A

GRS

TRIRI

AH P A b3 E

SY-E88I8

Pre. Roq's Reviews

LPBC Houston, TX.

INSIUWC

NSR Workshop
NIC Requik ts incorp

1 g

i
I

—

[Communiostions Req. Review

|Valdetor's Process Update Mesting st HQ

[OBSA Req's Boheduls Pianning Meeting

AAS Columbus, Ohle

Bﬁﬂp‘lno MOU Development

AGU

NASA Sclence internet Freject
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NASA Science Internet
Engineering
Status Report

March 31, 1992
NSIUWG

Jeffrey G. Burgan
NASA Science Internet Office
NASA Ames Research Center
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Engineering Highlights
 Bacbone circuits upgraded to T1
ARC, GSFC, JPL, LaRC, MSFC
JSC - JPL (448Kb)
NASA HQ (448Kb)
« OSI (CLNP and IS-IS) capabilities deployed

- DECnet Phase |V routing enabled on the backbone
ARC, GSFC, JPL, JSC, MSFC

» Phase 1 of DECnet circuit upgrades to 56K completed

Engineering Highlights (cont.)

« Arizona DECnet consolidation completed
via T1 to University of Arizona

« Colorado DECnet consolidation currently being implemented
via T1 to NCAR, Boulder, CO

« DECnet routing implemented between NS| and ESnet
at both FIX interconnects

« Upgraded circuit to Univ of Alaska, Geophysical Institute
PSCN provided T1 to be shared with EOS VO network

« NSFnet access being upgraded to T3
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International Access

* NASA/ESA Connectivity
NSI connectivity to ESAnet via NASA/PSCN links
ESOC (256Kb)
ESTEC (576Kb)
Currently supports IP routing
DECnet IV routing being implemented
PSCN upgrading links in June

* United Kingdom
Univ of London (128Kb)
Oxford University (128Kb)
Rutherford Appleton Lab (64K)

International Access (cont.)

* PACCOM (Pacific Rim)
Univ of Hawaii (1.5Mb)
Australia - AARnet (51 2Kb)
New Zealand (64Kb)
Hong Kong (64Kb)
Japan (multiple circuits)

* Chile - Cerro Tololo Inter-American Observatory (56Kb)
* Greenland - Sondrestrom Radar Facility (56Kb)

* Antarctica - McMurdo Station (56K)
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Network Operations

« Network Operations Center (NOC) located at ARC

* 24 hour / 7 day availability

-\Toll free international access

 Network management of routers using SNMP (Overview)

« Monitoring of DECnet circuits using NICE (custom program)

« Evaluating DEC MSU to provide integrated IP and DECnet
management capability

Network Configuration

- 112 sites connected
71 using multi-protocol routers
(54 routing DECnet Phase V)
29 using DEC's DDCMP
12 utilizing DECnet encapsulation

« 2 interconnections with other Federal Agency Network's
(NSFnet, ESnet, TWBnet, MiLnet)
FIX-East (SURAnet, College Park, MD)
FIX-West (NASA Ames)

« Traffic increased 250% during past 12 months
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NASA Science Internet (NSI)
User Support Office (USD)
Objectives and Recent
Accomplishments

J. Patrick Gary
Science Network Office
Code 930.6
Goddard Space Flight Center

March 31, 1992

Presentation to the
NASA Sclence Internet User Working Group (NSTUWG) Conference

-

/ | NASA Science Internet User Support Office I \

Objective

* Meet user needs for NSI information and applications
services through the establishment and coordination of
an effective set of Network Information Center (NIC) and
network applications development efforts.

Key F ional Activiti
» NIC Requirements Definition and Analysis
* Network User Help Desk

* Publications/Documentation

* On-Line Services

\- User Outreach
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/ NASA Science Internet User Support Office \
NIC Requirements Definition and Analysis

Obiecti

- Collect and document NIC requirements in User Services Request (USR) form
— Information services, e.g., Yellow Page NSI Resource Guide
— Application services, e.g., IP-OSI Interoperability Gateway

« Identify existing or emerging products and applicable R&D efforts

+ Identify remaining resources needed to meet users’ requirements

Recent Accomplishments

« Drafted separate Information Service Request and Applications Service
Request forms to facilitate:
-—— Work planning
— Progress/status reporting
— Product documentation

« Reviewed Justification and prioritization factors with NSI's Deputy PM, e.g.,
— Extent of user demand
— Who and which sites will use this service and how often

\ — Availability of t his service in other NICs

— Maturity of the technology/products related to this service

/ NASA Science Internet User Support Office \

Network User Help Desk
Obiecti

» Maintain 8 hr/day x 5 days/week NIC help desk with >90% live phone response

* Respond to user requests .
— General network Information — Referrals (e.g., to NSI NOC, other NICs)
— Network user problem diagnosis — User node configuration/optimization

« On-going Help Desk operations routinely handling approximately 20 Email
requests and 10 phone requests per week; over 90% responses to Email by
close of business next day

+ Assembling reference files covering a wide variety of topics (e.g., internetwork
mail. online resources, the NSI-DECnet node database, the NPSS, etc.) for use
in day-to-day operations

« Planned Help Desk improvements in NSI NIC-NOC coordination, cooperation
and information exchﬂl_lge

« Initiated contact with NIC-related personnel at MSFC NPSS, Merit, NSFnet
Network Service Center, SURAnet, THEnet, and other Help Desks as part of
inter-NIC liaitson activities

Qo-chalrlng IETF User Documentation Working Group with near-term

goal of Improving internetworking bibliography
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NASA Science Internet User Support Office
Publications/Documentation

* Coordinate the development and distribution of quality documentation
* Prepared several new mini-guides designed to assist network users in better

understanding various network commands and in accessing numerous
on-line services

— How to Access the NSI Online Network Alde (NONA)

— The NSI-DECNET Node Data Base

— Using the EAST Int ability Gllﬂlg

— Basic TCP/IP (lnurne(; Commands for DECnet/ VMS Users

— Using the Flle Transfer Protocol (FTP)

== "Rules of Thumb" for Delermining the Source of Electronic Mail
— The MacSecure Anti-Virus Tool Kit for Macintosh Computers

* Planned contents for a NSI New User Packet, e.g.,

\_

— What is NSI — What is the NSI NIC, NOC, NSIUWG, ...
— Various minl-guides — _Glossary of basic networking terms
— Internetworking bibllography — NSI Resource Guide

[NASA Science Internet User Support Office
On-Line Services

Objecti

* Provide NSI users with easy on-line access to networking information and utilities

* Installed and configured NSINIC VAX 3400 running VMS and NSISRV
DECstation 5000/200 running ULTRIX as NSI-dedicated computers for
hosting on-line USO services

* Enhanced the NSI On-line Network Alde (NONA) system since its V1.0 release

— Completed various menus/informational files previously under construction

— Added "Hot News" feature to top menu

— Updated Electronic Mail Matrix information; also added a "knowbot" to
handle interactive user inquiries in this subject area

— Upgraded the on-line problem reporter and comments subsystem

— Designing and testing Version 2 of NONA

\_
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/ NASA Science Internet User Support Office \
On-Line Services (continued)

« Created the NSI Flle Cabinet and updated its informational holdings

—_ Presentl{rcontalns 39 directories, 1392 flles
— Major directories are IMAGE, MAC, NSINIC, RFC, and SOFTWARE

« Created NSI_DB as a replacement for the old SPAN_NIC Yellow Pages
« Continued approximately bi-monthly updates to the NSI-DECnet node data base
« Providing USENET News feed for several NSI-connected sites
» Created NSI Electronic Postal Facility/POBOX capability
— Maintains varions mailing lists to send announcements and bulletins
— Presently supporting the following groups:
« International Forum on the Scientl sers of Space Station (IFSUSS)

« AAS High Energy Astrophysics Divislon (HEAD)
«+ Applied Information Systems Research Program (AISRP)

Qvebped IKI-NASA Gateway system (now planned to be shut off)

/ NASA Science Internet User Support Office \
User Outreach

Obiecti

« Present NSI capabilities and demonstrate network information and
application services through active participation in user conferences,
symposia, and Working Groups

Recent Accomplishments

« Provided significant planning for the annual NSI User Working Group
Conferences

— Edited Proceedings of the Second Annual NSIUWG Conference,
February 11-14, 1991

— Coordinated numerous arrangements for Third Annual NSIUWG
Conference, March 30 - April 3, 1992

\-
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/ NASA Science Internet User Support Office \
User Outreach (continued)
Recent Accomplishments (cont'd)
* Assisted in staffing the NSI booths at key scientific conferences, e.g.,
— December 7-11 AGU conference in San Francisco, CA
— January 12-16 AAS conference in Atlanta, GA

— March 16-20 LPSC conference in Houston, TX

+ Presented NSI User Support Services at varfous project working group
meetings, e.g.,

— March 10-12 EOSDIS DAAC User Services Work Group Workshop
in Slous Falls, SD

» Provided network usage consultation and tutorials on NONA, the NSI File
Cablnet, and several other on-line systems to over 800 NSI users

» Establishing process of contacting user representatives at newly-connected
NSI sites

-

/ l NASA Science Internet User Support Office I \
New User Requirements and Recommended Changes —
We're Receptivel

* At This Conference:

— Discussion during Plenaries

— Discussion during User Services Subgroup
~— Discusslon during User Services Tutorlial
— glscusslon at NSI NIC Exhibit Booth

— Other...

« Anytime:
— Call and/or Email and/or FAX Help Desk

~ Leave message in NONA comments/suggestion box
— Other...

o
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¢ N
WHO YOU GONNA CALL?

NSI Network Information Center

Code 930.6
Goddard Space Flight Center
Greenbelt, MD 20771

301-286-7251
(FAX) 301-286-5152

nsihelp@nic.nsi.nasa.gov
nsinic::nsihelp
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NSI SECURITY
Update

RON TENCAT!
NSI SECURITY MANAGER
March 31, 1992
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NSI SECURITY UPDATE

HACKERS ON NSt:

HOW THEY GET IN:

» DIAL IN VIA ROLM LINES
* NPSS (X.25)
« TCP/IP OR DECNET NETWORK (NS!)

IYPICAL HACKER ACTIVITY:
* TRY TO GUESS PASSWORDS
« EXPLOIT GUEST ACCOUNTS THAT ALLOW OUT OUTBOUND ACCESS

« SEARCH FOR WORLD-READABLE SYSTEM FILES .
« USE NSVOSSA SYSTEMS AS STAGING AREAS FOR FURTHER ATTACKS.

NSI SECURITY UPDATE

LITIE X

« TFTP (Used if a node is a bool-server)
Allows files 10 be read/copied w/out specilying a userid/password
letc/passwd

. GlAINI':leFIOOT ACCESS VIA EXPLOITING BUGS, INSTALLING TROJAN HORSE
BINARIE

» TRIVIAL PASSWORDS

* DEFAULT ACCOUNTS AND “r" COMMANDS
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NSI SECURITY UPDATE

IMPROVING OVERALL SECURITY
* USE PASS-PHRASES
* REQUIRE PASSWORDS ON ALL ACCOUNTS
* ONE ACCOUNT PER USERNAME
* GENERATE AUDIT TRAIL (ACCOUNTING) DATA - REVIEW DAILY
* INSTALL PATCHES AS THEY BECOME AVAILABLE

* RUN SECURITY "TOOLKIT* SOFTWARE
UNIX: "COPS" VMS: "SPAN TOOLKIT"

* REPORT INCIDENTS WHEN THEY HAPPEN

* Come to the Tutorials on Thursday!

NSI SECURITY UPDATE

INCIDENT HANDLING
-DONOT REPORT NASA INCIDENTS TO THE "CERT"

* USERS SHOULD REPORT ANY ANOMALY TO THEIR SYSTEM ADMINISTRATOR

. SDYSTEI(A)ADMINIST RATORS SHOULD REPORT ANY SECURITY INCIDENT TO THEIR
PI-CS:

* IF INCIDENT INVOLVES AN EXTERNAL SITE, REPORT IT ALSO TO NSI-SECURITY
OFFICE, SECURITY@NSINIC.GSFC.NASA.GOV

* NSI SECURITY OFFICE ISSUES SECURITY BULLETINS TO NSI COMMUNITY VIA
ROUTING CENTER MANAGERS AND NASA AIS CONTACTS
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NSI SECURITY UPDATE

SECURITY ALERT DISTRIBUTION

« NSI ROUTING CENTERS

-ARC (Warren Van Camp, Milo Medin) - JPL (Sandy George, Joe Wieclawek)
- GSFC (Dave Stem,Jerome Benneit,Rick - MSFC (Sam Pizzano, Linda Porter)
Dunbar) - ESOC (Paul Hughes)
-JSC (Dan Anderson) - KSC (Mark Juhr, Mark Mason)
« OTHER NASA CONTACTS
- SSC (Paula LeBlanc)
- LeRC (Steve Pralwt)
- LARC (Steve Deny)
-HQ (Janet . Russ Davis)
-JTD (Rick
-« OTHER NETWORK/SECURITY CONTACTS
- ESneVDECnet (HEPnal) - SPAN France - DARPA/CERT
- INFN (ltaly) - European SPAN - FIRST (Int'l CERT Group)
- ISAS/NASDA (Japan) - SDSC - NSI-NOTIFY@NSIPO
- DAN (Canada) - DOE/CIAC
- RIKEN (Japan) - ESTEC

,

NSI Acceptable Use Policy

SUMMARY:

NS! supports sl NASA science fight missions, discipline research programs, and collaborating scientisis at NASA
Cenlers and sisewhere.

NS Is not 1o be used for private gain or proft.

SPECIFIC.

1)UuolNSleolnwppoﬂoloﬂddNASApmm;dmnqumslorNSleomndvllyrmslbonldmd
WWWMMOSSADWMCMR.

2) Use of NS1 10 support coordination and adminisirative execution of OSSA research granis is permissible;

3) Use of NSI to support NASA research, related lraining, and assoclated technical activides at non-profit institutions
ol research and education is acceptable.

4) Use of NSS! for commercial or intelleciual gain by lor-profit organizations is not acceptable, uniess those
organizations are using NS to sallsly specific NASA contract of grant requirements.

5) Use ol NSI for research or education at for-profit institutions will be reviewed on & case-by-case basis (o ensure
consisiency with OSSA programs; lack of program approval will result in disconnection.

8) Use ol NS o gain unauthorized use of resources attached to NSI wilt result in disconnection and legal
n. NSt wilt make every attempt to implement precaulions lo safeguard against unauthorized use of
NASA computers, databases, and other altached lederal resources.

7) Use of NS for the Introduction of worms, viruses, Irojans, or other software which maliciously Inlerleres with
normal NSI operaions s uniawful,
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@ NSI Acceptable Use Policy

KEY POINTS:

* NSI  "The Internet”
« NSI Resources are for OSSA Support Only

+ OSSA/NSI Users enjoy full network access
» Unauthorized use of NSI is unlawful

* Violators will be prosecuted

@ NSI SECURITY UPDATE

CONTINUING INITIATIVES
o REVISED POLICIES
o TOOLKITS (VMS & UNIX IN FY92)
o IMPROVED INCIDENT RESPONSE MECHANISM

o EDUCATION
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NSI Acceptable Use Policy SA

NS! supports ail NASA science figit misslons, discipline research programs, and collaboraling scientisis at NASA
Centers and elsewhere.

NS Is not to be used for private gain or profil.

SPECIFIC:

1) Use of NSI must be In support of official NASA programs; all user requests for NSI connectivity must be validated
and supported by cognizant OSSA Discipline Chiels.

2) Use of NS to support coordination and administrative exacution of OSSA research grants Is permissible;

3) Use of NSI to support NASA research, related lraining, and associated lechnical activilles at non-profil institutions
of research and education is acceptable.

4) Use ol NSI for commercial or itelleciual gain by for-profit organizations is not acceplable, uniess those
organizations are using NS! to salisly specilic NASA conlracl or grant requirements.

5) Use of NSI for research or educalion at for-profit instilulions will be reviewed on a case-by-case basis lo ensure
consistoncy with OSSA programs; lack of program approval will resull In disconnection.

6) Use of NSI 1o gain unauthorized use ol resources altached lo NS!I will result in disconneciion and legal
prosecution. NS will make every altempl to implement precautions to saleguard againsi unauihorized use of
NASA compulers, dalabases, and other allached federal resources.

7) Use of NSl for the introduction of worms, viruses, trojans, or other soliware which maliciously interferes with
normal NS operations Is unlawful.
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B. NSI User Projects Plenary
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Upper Atmosphere Research Project (UARS)

Project Update

NSIUWG
April 1, 1992

LITE )

Danie) S. DeVito
Code 430
UARS CDHF Manager

./

UPPER

(

Agenda

® Background

- UARS
- 6round System
- NS!I Support

® Lessons Learned

- Performance

- Engineering Support
- Operations Support
- Management

PHERE
mei Rl orre—)

PRECE™
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UPPER
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Background: UARS

© The UARS, deployed by Discovery on September 14, 1991, Is the first of

a serles of observatories to
Planet Earth® program.

be launched as partl of Lhe “Mission to

® UARS carries nine complementary experiments performing three types

of measurements as follows:

CLAES:
HALOE:
ISAMS:
MLS:

Composition
&
Temperature

HRDI:
Winds [ WINDII:
PEM:
SOLSTICE:

Energy Input
L susim:

Cryogenic Limb Array Etalon Spectrometer
Halogen Occultation Experiment

Improved Stratospheric And Mesospheric Sounder

Microwave Limb Sounder

High Resolution Doppler Imager
Wind Imaging Interferometer

Particle Environment Monitor

Solar/Stellar Irradiance Comparison Experiment
Solar Ultraviolel Spectral Irradiance Monitor

PHERE

OTE )

LK g)
mr'" ¥ PULERC
fFu mE SR e
Background: UARS (conl.)
® The UARS Scilence Team consists of 20 Principal Investigators at various
international locatlions:
Principal Investigator Location Instrument
[~ A E. Roache LPARL; Palo Alto, Ca CLAES
JM. Russell LaRC; tlamplon, Va HALOE
F.W. Taylor Oxford Univ.; Oxford, England ISAMS
J.W. Waters JPL; Pasadena, Ca MLS
Instrument | pg Hayes Univ. Of Michigan; Ann Arbor, M HRDI
Investigators| ¢ 6 spepherd York Univ.; Toronto, Canada WINDI1I
J.D. Winningham SwRi; San Antonlo, Tx PEM
6.J. Rottman Univ. of Colorado; Boulder, Co SOLSTICE
L 6.E. Brueckner NRL; Washington D.C. 5USiM
" DM. Cunnold Georgia Tech; Atlanta, Ga
M. Geller SUNY; Stony Brook, NY
J. 6ille NCAR; Boulder, Co
wW.L. Grose LaRC; Hamplon, Va
Theoretical & | JR. Holton Univ. of Washington; Seattle, Wa
Collaborative | J. London Univ. of Colorado; Boulder, Co
Investigators | AJ. Mitler NOAA; Camp Springs, Md
C.A. Reber (Proj Scl) 6SFC; Greenbelt, Md
A. O'Nelll UKMO; Bracknell, England
D. Wubbles LLNL; Livermore, Ca
L\ L R.W. Zureck JPL; Pasadena, Ca
/)
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Background: Ground System

® (nstrument Investigator Teams provide dally science and activity plans to the
Command Management System (CMS) based on planning alds.

® The CMS provides command loads to the Payload Operations Control Center (POCC)
which are subsequently uplinked to the aobservalory via the TDRSS.

® Telemelry and Tracking data are downlinked to the Data Capture Facilily (DCF) and
Flight Dynamics Facility (FOF) via Lhe TDRSS.

® The DCF archives the telemetry data, reverses the data to time-increasing order,
removes redundant data, and decommutales and formats the data for transmission
to CDHF.

® The CDHF provides non-critical mission supporl and data management functions:

ingest UARS Level O data and correlative data

Process Level O data using Pi-provided software

Store UARS data products and correlative data

Provide access to UARS data products and correlative data to UARS sclence
community via network communications (managed by NSI).

/)

)

u m;gn"’mu "
IHEE
Background: UARS (conl.)

® UARS mission lifetime

Flight Operations Ground Data Processing Support
Original Plan 1.5 years 25 years
Current Plan 5 years 6/7 years
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Science Mission Command
— Planning ——®Management]
Team
Group System
Telemetry ﬁ
and
Commands
=
TORSS Project . Command Loads
Operations
Telemetry Control Center|-POCC Displays Daily
L Science
? and
Activity
Flight Remote Plans
T k‘i_—"' Dynamics Analysis -
racking Facilit =
| Y Computers Planning Aids
Data
Capture Definitive -
Factlity orbit t
Processed Data Processing
Data Y Software
Central Data Handling Facility
L;':t'ao UARS Data
Products
Database Management,
Scheduling, and Accounting
Correlative
Data Data Initite 4 Comm.
Processing Computing Control
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Background: Ground System (cont.)

e UARS data available from the COHWF are:
- Level O: pre-processed telemetry
- Level |: output of sensors (e.g., radiances)
- Level 2: geophysical data (e.g., ozone mixing ratio_at footprint of sensor)

- Leve! 3A: geophysical data transformed to a common (ormat and
interpolated to equa! time and latitude steps (approximately one-minute
centers)

- Level 38: latftude/longitude maps on a daily basis at one-half height
intervals

e Correlative data, supplied by Correlative Measurement Investigators (Cris) via
Pis, are available from the COHF.

L\

zpp "I'HERE
-4l i

<)

Background: NSt Support

® Engineer, reliable, DECnet connectivity between the CODHF and RACs

® Analyze external network reconfigurations and technology advancements for impact
to the “UARSnet” (e.g. DECnel Phase V)

e Provide a minimum bandwidth equivalent to a 56 kbps dedicated circuit between the
CDHF and each RAC

@ Provide around the clock monitoring of all communication links

® Perform trend analysis on network links to monitor shared line utilization and trac:
reliability, maintainability, and avallability (RMA) of the “UARSnet”

e Report all line outages impacting the "UARSnet® and associated resolutions to CDHF
operations and Project personnel

® Provide utilization statistics for each “UARSnet® link

® Present NSI status at the UARS Data Systems Working Group Meetings (DSW6s) and
Systems Managers Meetings (SHMs)

W\

UI"PEI.I_ 108 I
-3 =Y (LR
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Lessons Learned. Performance

and Project personnel via e-mat).
“event®.

- 731 events were recorded

e Events are categorized by cause as follows:

- RAC: outage caused dy fallure or planned maintenance of RAC site

® Losses and subsequent acquisitions of communicalion links impacting COHF/RAC
connectivity are reported by the NSI Network Operations Center (NOC) to UARS operations
Each loss and gain of a 1ink to a RAC IS termed an

Ul”l’lﬂ_ PHIL I
wei A

UITE ﬁ\

- Line: outages caused by (ailure or planned maintenance outside the control of the
RAC site

- Unknown: outage reported by the NSI NOC but withoul sufficient information to
determine cause

® E-mall messages from the NSi NOC were saved by Lhe UARS Project for a period of 17
months (10/90-2/92) to use as a basis for trend analysis of the UARSnel performance.
During the 17 months:

- Over 1500 mall messages were sent Lo UARS by Lhe NSt NOC concerning events

- Over 14% of all evenls were not completely reported by the NSI NOC and therefore
are not used in the following performance statistics

s J)
z‘l’pﬂ"mn (1]

Tu me R e

Lessons Learned. Performance
UARSnet Event Statistics
Circult T Number of Events
Locatton reuit Type Line  Unknown RAC Total
NCAR Boulder, Ceo T1 (Shared) 22 14 24 60
NOAA Camp Springs, td 56 kbps (Dedicated) 2 2 3 7
LPARL Palo Alto, Ca T1 (Shared) a 5 14 27
SUNY Stony Brook, NY T1 (Shared) 27 17 vz 61
6a. Tech Atlanta, Ga T1 (Shared) t2 6 "3 33
LaRC Hampton, Va 56 kbps (Dedicated) 19 5 13 37
LPARL Palo Alto, Ca 56 kbps (Dedicated) 22 1 9 32
JPL Pasadena, Ca 728 Kbps (Shared) 3 18 15 46
Onford U. Oxford, England 956 kbps (Dedicated) 6 S 9 20
SwRt San Antonlo, Tx 56 kbps (Qedicated) 39 3 18 60
U of Mich Amn Ardbor, Mt T1 (Shared) 4 15 21 30
NRL Washington D.C. T1 (Shared) 24 18 21 63
U of Wash. Seattle, Wa T1 (Shared) 6 S 14 25
U of Colo Boulder, Co T1 (Shared) 12 6 3 31
York U Toronto, Canada 56 kbps (Dedicated) 5 13 7 25
CNES Toulouse, France 56 kbps (ngicaled) 16 31 (-] 62
Total 247 164 228 639
Average 39 26 36
> -,
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Lessons Learned: Performance
UARSnet MTBF/MTTR Statistics
| MTBF (Days) MTTR (Hours)
Name  Locatien Circult Type Line  Total* Line Total®
ACDURS Boulder, Co T1 (Shared) 24.8 3.4 5.7 7.3
AIBROU Camp Springs, Md 56 kbps (Dedicated) 183.1 24.5 10.7 11.0
CLAES Palo Alte, Ca T1 (Shared) 33.3 3.6 5.2 a9
GELUAY Stony Broek, NY T1 (Shared) 9.2 1.8 3.2 3.7
6TUARS Atlanta, 6a Ti (Shared) 411 6.3 4.4 5.5
HALOE Hampton, Va 56 kbps (Dedicaled) 18.2 4.8 7.4 9.0
LPARS Pale Alte, Ca 56 kbps (Dedicaled) 21.3 5.7 4.3 6.3
MLSRAC Pasadens, Ca 728 Kbps (Shared) 43.9 4.5 12.2 15.0
OXROU Oxford, England 56 kbps (Dedicated) 35.9 9.1 23.3 9.8
PEM San Antonfo, Tx 56 kbps (Dedicated) 12.0 2.9 12.5 15.1
SPRLJ Ann Arper, Mi T1 (Shared) 29.0 43 3.2 4.8
Susin Washingten D.C. T1 (Shared) 18.9 3.3 8.0 a8
UWASH Seattle, Wa T1 (Shared) 54.3 83 3.3 7.6
VIRGO Boulder, Co Tl (Shared) 35.2 6.7 1.4 5.1
WINDIC Toronto, Canada 56 kbps (Dedicated) 96.4 6.7 2.8 6.6
WINDIF Toulouse, France 56 Xbps (Dedicated) 2313 25 8.4 13.8
Average 42.4 6.2 7.4 8.6
Motz “Tolals® include sulages cansed by line, RAC or unknown
- /)
zt;PER_”m n
—HES -
Sl o)
Lessons Learned: Performance
CDHF-PEM (San Antonio, Texas)
3T D - RAC
[} - Unknown
Jo+
- - Line
2 25"
2
S 20-
2
E]
T
g 154
a
10
5 -
o -
(1] N D J M A 2] J A [+] N D J F
1990 1991 1992
Neots: 56 kbps Dudicaled Link :
kk /)
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Lessons Learned: Performance
CDHF-NCAR (Boulder, Colorado)

Percent Unavailabdle

1990 1991 1992
Nele: Shared Link

\

L\

1IENE

L el e
Lessons Learned: PerformancCe
CDHF-WINDIF (Toulouse, France)

25 D - RAC
- Unknown
- - Line

a\

Percent Unavailable

1990 1991 1992
Nele: 9.6 kbps Dedicatad Lisk (Oct 90 - Mev 9))

56 khps Dedicated Link (Mev 91 - Preseat) y
N 2/
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Lessons Learned: Performance
Average of All COHF-RAC Lines
7.00T - RAC
F— - Unknown
6.00+ B - uee
@
- 5.001T
2
]
>
[ ]
5
H ir'ﬂ
§ b
o 4
b
W\

u‘l’PE "" 2?00t
RS AR e

service).

Lessons Learned: Performance

® MTTR and MTBF appear to be closely tied to RAC location (as opposed to the type of

® The number of remote terminal sessions from the RACS to the CDMHF was underestimated.

® Users tend to overestimate dala transfer requirements {(or underestimate ihe ability of
the RAC to receive and properly archive data).

® Some users tend to expect near perfect reliabliity.

Not all data products were avallable as soon as anticipated.

“w@%tlltllt
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Lessons Lesrned: UCSS Data Transier Load (During First Six Months)
Estimated vs. Actual

°
NCAR SUNY LsRC Ty Swhl NAL UoiCole CNES
NOAA Ga Tech LPARL Oxlard U UofMich Uol Wash York U
| — Location
(O acsest
Mute : Achuals de net include data ¥anelarred independent of UCSS

\X

ATRIOSPHE RI——
f(_" - M:an o TN

1]
SATELLITE

~)

Lessons Learned: Operations Support

e The NS| NOC needs to standardize “event” mail messages for easier tracking and to
support trend anatysis.

o Communication between the NSI NOC, COHF/RAC Sysiems Managers, and MNetwork
Affillates (e.g. PSCN, NSFnet) needs to Improve in order lo achleve accurate problem
tracking and timely resolution of conneclivily problems.

e The frequency of partially reported “events® has stleadily improved

UPP%I] PRIL IR
G LR
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Lessons Learned: Engineering Support

L] :BI: engineering support has always been outstanding when direclly applied to a UARSnet
ask.

® NSI0 often has difficuity providing engineering support for the UARShet In a timely
manner.

® The UARS Project has not seen trend analysis performed as originally advertised by NS)O.

u UPPER —
G vl )

/)

Lessons Learned: Management

o The UARS Preject underestimated the effort required Lo coordinale with NSIO on
networking issues.

o The NSI0O underestimated the effort required to design, implement, and manage the
UARSnhet.

® N3IO has become more realistic In advertising services and task completion dates.

o NSIO Management response to UARS Project concerns was inadequate. The appointment of
a Project Coordinator by NSI has greatly improved NSI0/UARS Project
communication.
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Production requirements and funding
preclude the inclusion of Dr. Clarke's
original color reproductions of Galileo
images and maps.
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C. Network Information/User Services
Plenary
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Internet Information
Servers

NASA Science Internet
Users Working Group
Conference

30 March - 3 April 1992

Joyce K. Reynolds
Information Sciences Institute
University of Southern California
Marina del Rey, California
USA
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X.500/White Pages

Peter Yee/ARC
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X.500 Directory Services
in
NASA

Peter Yee
Ames Research Center

April1, 1992

Directory Services in NASA

What's an X.500?

X.500 throughout the world
X500 in NASA

Issues

Status and Recommendations

Potw Yos, Natwark Services Developmant Croup M/S: 233-18 ?5--—_
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What's an X.5007

Service description

How it works

Directory Service Standards Bodies
Directory Service Standards
Implementations

Directory Service Pilots

- Sestion
= ool Ounenstugiony

Mot Yo, Natwork Seorecas Devolegrussi Crowp M/S: 233-18

Directory Service Standards Bodies

COTT/ISO are joint issuers of X.500.
NIST - mandating use of X500 in GOSIP Version 3.
OIW - designing profiles for real world use of the directory.

NADF - working on making X.500 a commercial reality.

IETF - targeting directories on the Internet and solving
operational issues.

Pl Ya, Network Services M/S 213-18 g o Commtestiony
T VA=
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X.500 Service Description

X500 is a:
Distributed database.
Name service.
White pages system.
The solution to all of OSI's problems.

Peter Yas. Ntwerk Sarwiosm Densispmant Crop M/S: 233-18 g ot Canensbatinw
F Syumsms Siveaten

A (suggested) hierarchical scheme for data organization.
Has levels for countries, organizations, people, etc.
Scalable for global usage.

Sxegete

‘F...,..ﬂ oo ] =] (oo |

= St
Poiw Ya, Nawert Sorvicm Desslopmeant Group M/S: 233-18 Eé o Commumination
= Syt Shtstm
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How it works

* X500 Model
®  User's Perception
* Application of X.500

Potwr Yar, Natwer: Servcom Devslopenant Crop M/S: 21318 __§ o Comanpmivationy
3

X.500 Mode!

X.500 service is made of two parts:
* DUA (Directory User Agent - a client)

* DSA (Directory System Agent - a server)

and it uses two protocols:
* DAP (Directory Access Protocol)
¢ DSP (Directory System Protocol)

Pt Yar, Networt Services Dessiopmend Gronp M/S: 23318 ;_.g_ ¢ ot
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X.500 Model

DSA Directory System Agent
DUA Directory User Agent

DAP Directory Access Protocol
DSP Directory System Protocol

Peter Yo, Notwerk Sorvinss Dessloprasni Croup M/S: 133-18 = P ——————

User's Perception

Consistent interface to data from all sources.

X500 model not apparent to user.

May be accessed through directory browsers
or other applications which incorporate DUAs.

Poter Yoz, Netwark Servicas Dumalopmaent Cooup M(S: 233-13 ? poep—————
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Applications of X.500

Poier Yas, Natwark Sorexces Desniopmani Cronp M/S: 233-18

X.400 Electronic Mail (1988) Reliance on the
Directory

Naming and Addressing
Distribution List Expansion

Authentication and Security

Capability assessment (i.e. supported recipient
options.)

Routing and path optimization.

PFotw Yar, Newerk Servioss Desslopment Croup M/S: 233-18 ? and Commueivations
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Applications of X.500

White Pages
¢ A large telephone book
e Inexact matching
e  Searching

Mot Yoz, Nowurk Seremes Dosslopmact Grovp M/%: 233-18 gé-——-

Applications of X.500

Resource Location and Naming Services
e Locate computers, peripherals, and services.

e Translate human understandable names into
machine identifiers (like the Internet DNS).

Mot Yoz, Narwork Servicns Deslopmant Cownp M/f%: 233-18 ;fg pore—— )
g Syoomme Suteten
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Implementations

Commerdial:

®  Retix, OSIWare, Unisys, and even Novell
Non-Commerdial:

*  QUIPU, Custos, Pizarro

Poie Ya, Nawewk Sareces Dussispensu Crop M/S: 23313

QUIPYU

Major directory research platform capable of running
on many UNIX systems.

Basis for some commerdial products.

Widely used and well-tested.
Directory Service Agent (DSA)

Supports 1988 Standards
Low initial cost
Requires ISODE
Poier Yar, Netwart Sarvioes Dessingmerst Coop MyS: 233-18 ;='—=' el
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Why QUIPU?

Supports distributed directory information
architecture.

Includes replication and access controls.

Integrates with PP X.400 electronic mail for
distribution list expansion.

Provides an important service with no current
competition.

The price is right!

Pl Yas. Netwerk Sarwices Duvolopmant Crenp M/S: 233-18

|
N
i

QuUIPU

Future of QUIPU:
¢ ISODE Consortium

- Non-profit organization to foster the growth
of the ISODE.

- Responsible for future development.

- NASA is a charter member.

Poiw Yo, Newek Sevios Desslopmant Group M/S: 133-18 ? TS ]
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Directory Service Standards

CCITT/ISO  X.500 - X.521 series of recommendations
NIST - GOSIP Version 3

OIW - OIW Profiles

NADF - NADF 175, etc.

[ETF - numerous RFCs

Poier Ya. Narwark Sorwces Dosslopmeani Cruap MJS: 21315 = e

Directory Service Pilots

FOX

mv.,n--u-un—u—-c-qmm-u ;g-n—-—
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Fielding Operational X.500 (FOX)

Jointly funded by DARPA, NSF, DOE and NASA.

Testing interoperability of QUIPU and NIST's
Custos implementation of X.500.

Merit developed object identifiers to store the
Internet network infrastructure information in
X.500.

SRI developed an X.500 version of the WHOIS
database.

e  PSI has created an index into the RFC/FYI document
series and applications to locate and retrieve
with X.500.

Pie Ya, Notwerk Sereuns Dossiopmant Growup M/S: 133-18 = por——————
3 Syutuny Sacutes

Performance Systems International (PSl)
White Pages Pilot (WPP)

Manages the US Directory Information Tree of the
X.500 world pilot.

73 organizations

Uses the QUIPU implementation of X.500.

300,000 entries

F —
Mot Yo, Nowerk Sarvioss Develapment Creup M/S 233-18 g ot Cuemeteon
F Ayomme Sivtaien
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Piloting A Researcher’'s Directory Service In
Europe (PARADISE)

Actual)y manages the global directory pilot.
23 countries

420 organizations

500,000 entries

Uses the QUIPU implementation of X.500.

Niw Ya. Nawerk Sorvices Development Croup M/S: 233-18

NIST/GSA

¢ Currently serves NIST, GSA, and NSF.

*  Uses Custos, NIST's implementation of X.500.

tvaiey
e Yoo, Netwert Sarvices Dusplopmannt Cronp M{S: 233-18 = 0 Sty
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Internet Pilot

Encompasses the PSI WPP and Paradise,
plus several other countries.

A major source of directory research and experience.

Testbed for Internet RFCs and experimentation.

Poser You, Netwwrk Seresas Dossispnat Croup M/S: 213-18

NASA Pilot

Servers running at ARC, GSFC, JPL, LeRC, and MSFC.
Proxy service provided for DFRF, JSC, KSC, and LaRC.

Hope to have HQ join the pilot and move proxy
servers to respective centers.

Approximately 50,000 entries available.

F —_—
Paiw Yoo, Netwark Sorviam Dowlspmo Croup M/fS: 233-18 é Py ——————
F Syumny Sivtaten
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X.500 in NASA

Directory Service Accomplishments

Establish NASA White Pages Pilot under PSI

WPP.
Relational database front-end for QUIPU.
Search for directory user agent.

Actively participate in development of X.500
software and related support P'm?rasu-ucture

——
Poie Yo, Nerwark Sarvees Dosslopsant Coonp M/S: 23318 -_:—'%
3

tvanten
= Conmutgiors
Syminny Ohetuins

kaaib ksc.nasa.

A0 enty
POC: Bront Sharman | | POC: Linds Myers

Current transpon prowocol is TPO over TCPAP (RFC 10086).

Near term transition to CLNP (part of OS! stbed) where suppored.
mmmmxzsm.ummwmnad.
Dryden is not shown

===
Noiw Yo, Netwert Sorvicus Davalopsmant Crowp M/S: 23318 §§
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How to populate QUIPU Entry Data Block
(EDB)?

Civil Servant information is from NASA
Personnel and Payroll System (NPPS).

Contractor information is from other
applications on the same IBM Mainframe.

Additional information is not centralized
(i.e. electronic mail address).

E — 3
Poter Yo, Netasrk Serumss Dosvlopmend Coonp MS: 233-18 E-g e Comnivations
3

Existing Method for Creation of Directory
Entries

Summary Program EDB
information ‘

e Additienal information cannot be stored on
mainframe.

Additional information would not be stored in
EDB because they would be lost after each EDB
creation.

¥ ——
Poiwr Yo, Newerk Sarvicss Denslopmend Growp M/5: 233-18 5-———
F L
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Mainframe
Summary
Information

* Relational Database becomes centralized
master for additional directory information.
* Relational database can be modified to accept

other data feeds.
g e
Polr Yar, Netwerk Serwcas Dewviopsaent Croup M/S: 21318 =_E ot Comumetnstion

X.500 Development

Beta tester for QUIPU and ISODE software.
Created Macintosh DUA called MacDish.

Working in [ETF, IEEE, and ANSI on X.500 standards,
profiles, and additions.

= et
Mot Yoe, Natwork Sarvicns wu = omumotvations
(] Dosslograsnt Group M/S: ?E-
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Directory User Agents
Terminal

e Dish Provides a very powerful interface into the
Directory and gives a user full access to the
~ Directory Access Protocol (DAP).
Can be used to build custom interfaces,

which are easier and more intuitive.

A DUA optimized for White Pages queries.
Can make complex searches, and compose
mail addresses using the MH mail.

*SD - Screen Directo
- Screen oriented interface
with the same functionality as POD.

eDE - Directory Enquires

Poter Ymu, Netwerk Serwoss Densivpment Croup M/%: 233-18 =
= Syt Qhvtaten

Directory User Agents

X-Wi

* Xwp - X white pages. X-Windows interface.
- Supports user-friendly naming.

¢ Pod - X windows. Intended for naive users.
- Click on buttons to pop up windows
with more Directory Information.

o XDI - Advanced version of POD from Bellcore.

e XT-DUA - Commercial DUA from X-Tel. Motif-based
user interface.

—3 tomt
Poter Yau, Network Sersics Dusalspmmnt Growp M/S: 233-18 ¥§ o Oommstnstons
F Syamn Sivtsien
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Directory User Agents

Macintosh and IBM PC
® MacDish - NASA/Ames Research Center
*maX500 - University of Michigan (RFC 1249)
* PSIWP - Performance Systems International, Mac
(RFC 1202)
*PCWP - Performance Systems International, PC
(RFC 1202)

Poter Ya, Natwerk Sarocas Demslopmaent Crony M/S: 233-18

atlas.atc .11ava quu

ish =) 1
arganizationslinitNanssfings Rsssarch Canter
mz&lnl&lmm Flight Ressarch Facility
organirationalUnithanssEarth (bearving Systen
srpanizat ionalUnitNanesGoddard [netitute for Space Studies
arganizationallnitNenssCoddard Space Flight Center
erganizatienalUnitianesssdeuartars
organizationsllnitMenenlet Propulsion Laborstory
orpanizationalUnitianscichreen Space Center
‘mﬁ&‘wﬁ fsssarch Conter
erganizati 4
mlml-nllthtner\ Conter
orgenizationslUnithanesilar-shall Space Fligt Conter
mlu&lwlm—ﬁ;m fosenbly ::l}uu
arpanizati 1tMane=S]4 Compter o
erpnizationslUnithanesSpace Statien Fresdom Project OFfice
organizationalUnithaneeStarnis Space Carter
erganizationallnitManestie] lops Flight Facility
organizationslUnithanesthite Sands Test Facility
conmonilanesat] s

X Spider Norkey

(Linit probles)

Bsh -> mov 1

Dish -) search —f1lter ow*Peter Yoo J

=
Miw Ya, Nawwt Services Deselopment Cooup M/f5: 213-18 = -t Commmtngtons
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= Yoo
= Moffett Field, Califarnia
= Caltfomia
- Electronics Enginser
- NGA Anss Resserch Canter Computer Network Security Resp
- NASA fnes Rsssarch Center
s 23318
Moffett Field, CA 34035
Cods - $4035~-1000
toaldel lveryDFf LosNene - Meffert Fleld
- o1 415-604-2012
1d we
textEncedediRaddress - ceuss.sdndstelenail. pradusre, orgensss, cumedn, grepeter, an
T NBSA, SOV

2337240

Poie Yot Natwerk Serwices Dessiopment Cromap M/S: 233-18 e Oommedtutn

MacDish

A oc0!5H
(meve up ) frove Down] [ List Jlm@

seorch:[ By Last Neme ] @ SearchFor: O Move Ts:

@ Approuimate Match
O Insct Match
Dirsctory 1= Urie

us,
Locelion: netions! Merensutics ond Spece Adainistretien

vt ot o Nae Bines Bevean i beinnter
ergenizatisna¥nitName~Dryden Flight Research Facllity
ationsiinitName=Earth Ohsorving System
srgaaizationalinitName~-Goddard institute for Space Studies
srganizetionsRiniiName=Goddard Space Flight Center

[
Mot Ya, Nowerk Sorvioss Devalopmend Grong M/S: 233-U = Py
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MacDish

A S 0o!ai) S
Eatitg Name: awfater Yoo
Telephena: 1 419-404-2012

Address: A Anes Aeseerch Center
" -
Meffett Fisld, CR 94023

rfc822Malibeon: yestenes. ae.nave. gov
OtherMallbes: M fnvy
PagerNumber: i ¢15-e07- 1821

U

PNtw Y, Natwerk Serwces Desslopmnant Corop M/S: 233-18 = o Cumeneutagions

i)

Other DUA's/Directory Users

DS Agent/Quickmail Integration

Internet whois server

XUA

PP

Poiw Yos, Natwerk Sarvices Damispmont Croup M/S: 233-18 0t Grummmeations

uumml

Sputene Svisten
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Directory Service Issues

Standard is still evolving (X.500 1992)
PC/MAC User Agents
Vendor support and commitment

User demand

F o
Poter Yoz, Nawork Serwos Dovslopment Croup M/S: 233-10 ;-—-—
E3 Syutung Bivtetun

Current Status

ICCN/S recommends an engineering operations
test period at (at least) 3 sites (Ames and two
sites TBD).

Continue to search for more DUA's.

NAS purchased a machine to serve as Ames DSA.

Niw Ya, Nowerk Serviam Daslopment Consp M/S: 233-30 ;E--——
F Syutume Shtaten
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Recommendations

Determine level of su needed at each Center
for a fully operatio , based on experiences
from engineering operahons test.

Coordinate with personnel and payroll groups
at each Center to obtain data for Center's DSA.

Provide a mechanism for retrieving duectory
information via electronic mail.

Work within ISODE Consortium to have QUIPU
tested for X.500/GOSIP compliance.

P Yo, Nowsrk Servicss Desslspmant Comep M/%: 233-18 EE -a—-—-
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D. Network Communications Technology
Plenary
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NASA SCIENCE INTERNET
USERS WORKING GROUP
CONFERENCE

APRIL 2, 1992
"INTERNET FORECAST"
Vint Cerf

Corporation for
National Research Initiatives
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OVERVIEW
= Scaling
= Speed
1= Services
== Constituents
== Applications
= Service Providers

iz Government Roles
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THE SCALING CHALLENGE

©

Internet doubles every 7-12 months

® Running out of routing power

Running out of Address Space
We need to support a BILLION
networks

(see above)

Must deploy incrementally

Must deploy IN TIME!
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MORE SCALING CHALLENGES

Il We need more capacity

NSFNET Packet Traffic History

February 1992,
13.4 billion packets*

“Total packets, T1 and T3
networks

(0]
(@]
Q
(@]
packets in millions

July 1988, NSFNET begins
operation under Maerit's
management

© Merit Network, inc., 1992
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ROAD WARRIORS

i Co-Chairs: Phill Gross/ANS
Peter Ford/LANL

v |IAB Charter
(Architecture Retreats)

© Their 4 month mission:

To boldly go where no routing
and addressing architecture has

ever gone before!
v March 92 IETF Report

v Various Working Group Spinoffs
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ROUTING

= THE ISSUE

m [S-IS for CLNP
OSPF for IP
Dual IS-IS/Proto.

m Border Gateway Protocol 4
(Masking/CIDR)

® [nternet Domain Routing
Protocol (IDRP) for IP/CIDR

m Address Assignment Issues

® |nternet Domain Policy
Routing (IDPR)

Route Servers
Policy Routing
TOS/QOS Routing
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SERVICES

m Network Services
Frame Relay (56, DS1, DS3?)

SMDS/DQDB (56, DS1, DS3,
0C3, 0C12...?)

ATM (DS3, OC3, 0C12, OC24,
0C48,...)

PLAnet (IBM)
All Optical (1G, 10G, 20G, 1T,...)
m Transmission Services

HiPPI/SONET (OC3, 0C12,...)
[800M, 1600M]

All Optical?
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SERVICES (2)

Real-Time Voice/Video
QOS Resource Management
Mobility Support

Mobile Hosts (LAN Reconnect,
Cellular/PCN, Satellite)

Mobile Nets (cars, planes)

Ubiquitous Computing
(tabs, boards, pads)
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CONSTITUENTS

m CS/EE » R&D » Universities »
Military » Government »
Industry » K-12/Libraries »
Residential

[Home Lans are HERE!]

m US/North America » EUROPE »
Pacific Rim » East. Europe »
Latin America » Mideast » CIS
» Africa
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APPLICATIONS
m Telnet, X-Windows, V-Reality

= EMAIL, Comm’l EMAIL, PEM,
Info Services, EDI,
Electronic Commerce

m FTP, Anonymous FTP, archie,
gopher, Knowbot Programs,
WALIS, digital libraries,
electronic publishing

m Talk, Internet Relay Chat,
shared windows/blackboard,
video-conferencing, collab-
oration technologies

m Distributed Laboratories, Tele-
presence

i BANDWIDTH ROGS Nightmare!
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SERVICE PROVIDERS

m Government Private Nets
(NSINET, DARTNET, ESNET,
NSFNET, MILNET,. ..)

m Special Value-Added Nets
(ANSNET, ALTERNET, PSINET,
SURANET, CERFNET, JVNCNET
LOS NETTOS BARRNET
SESQUINET, PREPNET
NEARNET, EBONE NORDUNET
DFN, WIDE AARNET )

® Public Carrier Nets
(RBOC Frame Relay/SMDS Svc,
IXC FR/SMDS, INFONET,
SWIPNET, UK PIPEX,
SPRINTLINK ..)
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FLASH!

Amendment to HR2936
Science Subcommittee (Boucher, VA):
Sec 3 of NSF Act of 1950 amended:

(g) ...the Foundation is authorized to
foster and support the development
and use of computer networks which
may be used substantially for
purposes in addition to research and
education in the sciences and
engineering, if the additional uses will
tend to increase the overall
capabilities of the networks to support
such research and education

activities.

[Full S&T Committee Markup 4/2/92]
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NASA & NREN

Tony Villasenor
Program Manager, NASA Science Internet
Milo Medin
Deputy Project Manager, NASA Science Internet

OFFICE OF SPACE SCIENCE AND APPLICATIONS

NASN
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OFFICE OF THE PRESIDENT
Office of Science and Technology Policy

Federal Coordinating Council on
Sclence, Engineering, and Technology
FCCSET

Committee on Physical, Mathematical, and Engineering Sciences

High Performance Computing, Communications,
and Information Technology Subcommittee

High Performance Computing & Communications Program

FEDERAL NETWORK COUNCIL
ENGINEERING POLICY RESEARCH SECURITY EDUCATION
& OPERATIONS WORKING WORKING WORKING WORKING
WORKING GROUP GROUP GROUP GROUP GROUP

President's Program: NREN Perspective I

NREN is a national high speed network to provide distributed
computing capability to research and educational institutions
and to further advanced research on very high speed
networks and applications.

NREN is a network for research and education, not general
purpose communications.

The NREN builds on NSFNET, ESNET, NSI and other networks
surporting research and education. During 1992, the NREN
will accelerate the introduction of commercial 45 megabit
transmission technologies and services into operational use,
including SMDS.

Also: OSTP Press Briefing, January 30, 1992:

The NREN is a high performance technology testbed for
research and education, not for commercial use.

NSi - NASA Science internet 3
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President's Program: NREN Activities I

+ Assist upgrades of regional & community of interest networks,
where appropriate, especially where these upgrades enhance
end-to-end reliability

« Produce improved user-level tools to enable scientists &
educators to take advantage of the NREN's capabilities.

* Refine the understanding of requirements for high capability
networks: bandwidth, latency, predictability & stability.

* Improve the technologies necessary for policy controls, resource
allocation, fair sharing, accounting, security, peering, and routing
coordination. Integrate commercial services fully and
interconnect to other relevant networks.

+ Provide for a network information service that acts as a primary
source of information on access to and use of NREN.

+ Enhance the current interconnected multi-agency architecture to
provide for the interoperability of Federal and non-Federal
networks, to the extent appropriate, in a way that allows for the
autonomy of each network component.

NSI - NASA Science internet 4

President's Program: NASA & NREN |

Goal: to accelerate the development and application of high
performance computing technologies to meet NASA
sclence and engineering requirements.

NASA's program will bring together interdisciplinary teams of
computer and computational scientists to develop the
necessary technologies within two vertically integrated
NASA grand challenge rrojects that are unique to the NASA
mission. These technologies include applications
algorithms and J)rograms, systems software, peripherals,
networking, and the actual high performance computing
hardware. NASA will develop a suite of software tools to
enhance productivity, including load balancing tools, run
time optimizers, monitors, parallelization tools, as well as
data management and visualization tools.

NASA will provide high-speed network connections among
NASA, industry and academic researchers.

NSI - NASA Science internet 5
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HPCC Act, Section 101 (2)

(2) The Program Shall:
(A) Provide for the establishment of policies for management and access to the NREN;
(B) Provide for oversight of the operation and evolution of the NREN;

(C) Promole connectivity among computer networks of Federal agencies and
departments;

(D) Provide for efforts 10 increase software avallability, productivity, capabiiity,
portabitity, and reliabllity;

(E) Provide for improved dissemination ot Federal agency data and electronic
information;

(F) Provide for acceleration of the development of hlgh'peﬂormance computing systems,
subsystems, and associated software.;

(G) Provide for the technical support and R&D of high performance computing software
& hardware needed to address Grand Chalienges;

(H) Provide for educating and training additional undergraduate & graduate students In
software engineering, computer science, iibrary & information science, and
computational science; and

(1) Provide for the secutity requirements, policies, and standards necessary to protect
Federal research computer networks and information resources accessible through
Federal research computer networks, including research required to establish
security standards for high-performance computing systems and networks;

NSI! - NASA Sclence internet 6

HPCC Act, Section 102. NREN

(a) NSF, DOD, DOE, DOC, NIST, NASA, etc. shall support the
establishment of the NREN, portions of which shall, to the extent
technically feasible, be capable of transmitting data at one gigabit per
second or grater by 1996. The NREN shall provide for the linkage of
research and education institutions, government, and industry in
every state.

(b) Federal agencies shall work with private network service providers,
state and local agencies, libraries, educational institutions, etc. to
ensure that researchers, educators, and students have access to

NREN. NREN Is to provide users with appropriate access to

high-performance computing systems, electronic informatien

resources, other research facilities, and libraries.

NSt - NASA Science internet 7
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HPCC Act, Section 102. NREN

(c) NREN characteristics. The NREN shall
1.. be developed & deployed with the computer, telecommunications, and Information industries;

‘2,. be designed, developed, and operated in collaboration with potential users in government, industry,
and reseerch & educational institutions;

3. be designed, developed, and operated in a manner which fosters & maintains competition and
private sector investment in high speed data networking within the telecommunications Industry;

4. be designed, developed, and operated In a manner which promotes R&D leading to development of
commercial standards that will encourage establishment of privately operated high speed
commercial networks;

5. be designed and operated to ensure the continued application of laws that provide network and
Information resources sscurity measures, incl. those that protect copyright and other intellectual
property rights, and those that control access to daia bases and protect national security;

6. have sccounting mechanisms which allow users to be charged for thelr usage of copyrighted
materials avallable over the NREN, and tor their use of NREN where appropriate & feasibie;

7. ensure the interoperability of Federal and non-Federal computer networks, to the extent appropriate,
In & way that allows sutonomy for each component network;

8. Dbe developed by purchasing standard commercial transmission and network services lrom vendors
whenever feasible, and by contracting tor customized services when not feasible, in order to
minimize Federal investment in network hardware;

9. support research & deveiopment of networking software & hardware;
10. serve as s testbed for further R&D of high capacity and high speed networks

NSt - NASA Sclence Internet

HPCC Act, Section 102. NREN

(e) Information services. The Director of OSTP shall assist the President in
coordinating the activities of appropriate agencies and departments to promote the
development of information services that could be provided over the NREN. These
services may include the provision of directories of the users and services on
computer networks, data bases of unclassitied Federal scientific data, training of
users of data bases and networks, access to commercial information services for
NREN users, and technology to support computer-based collaboration that allows
researchers and educators around the Nation to share information and
Iinstrumentation.

(g) The OSTP Director shall report to Congress on:

1. effective mechanisms for providing operating funds for the maintenance and use of
the NREN, Including user fees, industry support, and continued Federal investment;

2. the future operation and evolution of the NREN

3. how commercial information service providers could be charged for access to NREN,
and how NREN users could be charged for such commerclal information services;

4. the technological feasiblility of allowing commercial information services providers 1o
use the NREN and other federally funded research networks;

5. how to protect the copyrights of material distributed over the NREN; and

6. appropriate policies to ensure the security of resources avallable on the NREN and to
protect the privacy of users of networks.

NSI - NASA Science Internet

191




NREN GOALS I

Priority:

1) Implement high performance network services and systems to
support the networking needs of the HPCC program;

2) Enhance and expand, as required, existing regional research
and education networks in order to provide appropriate access
to HPCC sites and collaborators, and to HPCC networked
resources;

3) Provide for a smooth and economical transition to the gigabit
NREN; and

4) Provide for NREN access and use by the broader education
gle.g. clalementary. secondary, and higher) community and by
braries.

NSi - NASA Selence Internet 10
APPROACH I
EXISTING INTERAGENCY
FEDERAL —» INTERIM ——— | NREN
INTERNET NREN
Agency Nets NSFnet Extension Gigabits!
Reglonals DARPA R&D
Campus Nets Agency (NSI) Upgrades
Regionals Upgrades
Education Access

NSI - NASA Science internet 11
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NREN Vision I

NSI - NASA Sciences Internet

12

FNC Organization l

( Chairman - Dr. Nico Haberman /NSF )
GSA DARPA NASA NSF DOE OSTP
Nsa  NIST DOD/DCA NTIA TP
u EPA USGS NOAA Dof E )
i ¥ ,fmw.wonKlNG GROUPS Aa;f,’ s
D%E/SEE“‘J?’?’EST »"ENGINEERING I_ETC\: K SE(::,TTY
‘ % 7 & OPERATIONS > [EDUCATION

NSI - NASA Science Internet
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EOWG Coordination Activites

Coordinate plans and activitias for the existing federal Internet systems to maintain
stability, reliability, and uniform high quality of service:

« Review agency operations and engineering activities 10 assess their effectiveness

« Arbitrate routing issues for the federal domestic and collaborating International
networks that are part of or connect to the Federal Internet

. Maintain working relationships with commercial product & service providers

Coordinate the NREN implementations of the HPCC agencies:
. Review & assess NREN architecture options and implications
. Provide recommendations to move from the current Internet to the NREN

. Analyze NREN requirements from HPCC agencies, with due consideration of other
agencies as weil as the broader research and education community

« Identlity policy implications of technical alternatives
Assist In documenting NREN status to HPCC Management

NS1 - NASA Science internet

HPCC Comnmittee Hierarchy

Federal Coodinating Council on
Science, Engineering & Technology

|

Comimittee on
Physical, Mathematical & Engineering Sciences

High Performance Computing, Communications,
& Information Technology Subcommittee

|
| | | |

| Education I Science & Computer High Performance
Engineering Research & Communications
Computing Development
Federal
Network FEDERAL
Council NETWORK
ADVISORY COUNCIL
COMMITTEE

NS! - NASA Sclence internet
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HPCC Committees & Chairs I

FCCSET
OSTP: E.Wong
1
PMES
NSF: W.Massey
|
HPCCIT
DOE: D.Neison
NASA: L.Holcomb & DARPA: S.Squires & NSF: N.Haberman
1 — l
Education Science & Computer High Performance
NIH: Vaitukaitis Engineering Research & Communications
Computing Development NSF: Haberman
NASA: Holcomb DARPA:Squires
Federal
Councii NETWORK
ADVISORY COUNCIL
COMMITTEE NSF: Haberman
EDUCOM: King

NSt - NASA Sciencs internet 16
HPCC Committees & NASA Membership I
FCCSET
NASA: Truly
PMIES

NASA: R/Petersen
¥

HPCCIT
NASA: RC/Holcomb (co-ch)

[ [ l |

Education Science & Computer High Performance
NASA: RCHunter %fg:'m?’:\: Research & c‘gmmunlcallons
Development NASA: SM/Villasenor
NASA: RCHolcomb (ch) :
NASA: RC/Smith NASA: Hunter

Federal
Counclt NETWORK
ADVISORY COUNCIL
COMMITTEE NASA: Villasenor
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NASA HPCC Program Organization

“vt»igg L iy
A .
1 OAST

NS1 - NASA Science internet 18

NASA HPCC Working Group

HPCC Working Group

EXECUTIVE COMMITTEE
Program Manager, Chair

NSI - NASA Science internet 19
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ICCN /S = HPCC I

Intercenter Council for Computer Networking - Science

ICCN-8
CENTER  ORGANIZATION RESPONSIBILITY
ARC Code ED J. Yin
GSFC Code 520 G. Dorman
JPL Div. 37 D. Gallep
LARC ACD J.Nolan
LERC MS 1390 D. Cica

Technology Migration Path I
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Technology Risks

ACCESS SERVICE | RATE SWITCHING | AVAIL?
Frame relay | async DS1 frame relay | now
D83 cell relay 1992
SMD&/SIP async DS1/DS3 | cell relay 1992
isoc 0oC-3 cell relay 1993
ASTM async/lsoc| DS3 ATM 1992

ATM

NSI - NASA Science Internet

22

Initial Impleméntation Schedule

T3 NSFnet ARC
GSFC

SMDS ARC
GSFC
LARC
LERC

JPL

DARPA R&D

NSI upgrades

SONET upgrades

Bay Area Gigabit Testbed

NSt - NASA Science internet
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NSF: Tempering the Regionals

Regional Infrastructure Eshancemesnts

0 M s s
MANAGEMENT & OPERATIONS
Biagie poiat of control A
34 x 7 operaticas staffing A
Inter-NOC backup A

ENGINEERING & TECHNOLOGY
T1 1o campus networks 'y
T3 10 campus aetworks A
158 mbps acosse to NREN A
623 mbps access to NREN A

USER SERVICES
NSPNET NIC A
Applicatioas: mail, X 500, etc. A
NREN NIC A
Ad d Neatd wulti-medi A
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Initial Milestones

EX92 FXas FXp4
Basic Connectivity to Centers
T3 NSFNET A
SMDS Pilot A
OC-1 implementation A
Higher OC level plans A

INREN Technology & Services
T3 NBFnet Backbone r'y
Regional TS upgrades A
SMD&/ATM backbone A
0C-3,12 planning A

Gigabit Technology Deployment
OC-3 switches & routers A
OC-13 switches & routers A
OC-34 switches & routers A
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Industry-University-Government

High Speed Network
Research Testbeds

B:LBU"’ 'w“’ ley. MIT, U Penn,
- J s, Belicore, IBM,
NCSA,

Bell Atlantic,
MCI, NYNEX

CMU, PSC,
NAL, Beli Atlantic
SDSC. Cal Tech,Los Alamos, \
MCI, Pacific Telesys, US West UNC, MCNC,
Bell South, GTE

Nole: see special repon on “GIGABIT NETWORK TESTBEDS®.COMPUTER,
V.23 N.2, September, 1990, IEEE Computer Society, Los Alamitos CA 90720

ATT Bell Labs,
Ameritech,
Bell Atlantic,
ATT, Pac Tel,
US West

NASA PERSPECTIVE

NASA'S NREN

- Funded by HPCC to provide investigator access to/between
Grand Challange facilities

- Represents less than 10% of overall NASA HPCC budget
+ Primary role is to support HPCC!

REQUIREMENTS
« T3+ class service between 5 NASA HPCC Centers
- T1+ class service to ~100 Principal Investigators

NATIONAL CONTEXT

« NASA must coordinate NREN with other HPCC agencies

« NASA needs high performance national network infrastructure
- NASA supports U.S. science education and research
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NASA Approach I

T3 SERVICE BETWEEN NASA CENTERS

- Provided by SMDS switching fabric

+ Used wherever high performance access is required

* Provides access to existing NASA networks with HPCC users
- Leverages on TELCO investments & directions

TI SERVICE TO NASA INVESTIGATORS

+ Assumes investigators at sites already connected (i.e., NSFNET)
+ No NASA funds for point-to-point T1's

+ Use T3 to NSFnet for aggregated T1 requirements

+ NSFnet access via FIX's, after upgrade to FDDI
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Current Telecommunications Infrastructure I

DEDICATED POINT-TO-POINT LEASED LINES

* Local loop provided by Local Exchange Carriers (LEC's)

* Long haul provided by Inter-eXchange Carriers (IXC's)

* No customer switching equipment at TelCo central offices
* Possibility of link failure requires redundancy

+ Dedicated to single user use (and billing!)

« Limited bandwidths available (9.6, 56, 1544 kbps, etc...)

+ User must provide network monitoring and dlagnostics
(e.g., PSCN COMM)

 Routers at user sites perform packet switching

- LAN interfaces (e.g., Ethernet, FDDI, etc.)

- WAN interface<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>