Reduction of Blocking Effects for the JPEG Baseline Image Compression Standard
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Abstract- Transform coding has been chosen for still image compression in the JPEG [1] standard. Although transform coding performs superior to many other image compression methods [2] and has fast algorithms for implementation [3], it is limited by a blocking effect at low bit rates. The blocking effect is inherent in all nonoverlapping transforms. This paper presents a technique for reducing blocking while remaining compatible with the JPEG standard. Simulations show that the system results in subjective performance improvements, sacrificing only a marginal increase in bit rate.

1 Introduction

Digital images demand large amounts of data to faithfully duplicate the analog scene. As a result, image coding for compression has been a major area of research since the earliest days of digital image processing. While memory capabilities for digital storage and channel bandwidth for digital transmission have increased in recent years, so have the applications for digital images and the need for compression remains. However, compressed data is not useful if it is unreadable by those who need it. An image compression standard allows images which have been compressed for storage or transmission to be easily decompressed and used.

A proven compression method is transform coding. This technique first uses a unitary transform to map image data into a space which allows more efficient representation. In the ideal case, the mapping results in data which is independent or uncorrelated. However, such transforms are difficult to implement. The discrete cosine transform (DCT) is a transform with a known fast algorithm that also performs close to the ideal for many images [3]. Subsequent to transformation the data is typically quantized and then entropy coded, taking advantage of the uncorrelated transformed data. Transform coding using the DCT has been chosen for the Joint Photographic Experts Group (JPEG) still image compression standard [1].

JPEG has been shown to perform well for greyscale compression ratios of five to fifteen. A major limitation to further compression is a blocking effect. This visually annoying effect has its roots in the method used for transform computation. In order to exploit local stationarity and reduce computational load, an image is first divided into nonoverlapping areas and then each area is acted upon individually. A JPEG standard codec divides the image into 8x8 blocks. If subsequent quantization is coarse, a noticeable discontinuity between neighboring regions is visible. This is especially noticeable to the viewer because the human visual
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system is very sensitive to edges [4] and even more so to edges in the vertical and horizontal
directions [5], which is the direction of the blocking effect edges in JPEG. Although in a
mean-square error sense, the blocking effect may not contribute much to the overall error,
research has shown that it can be up to ten times more objectionable to the human viewer
than random noise distortion [6].

Several approaches to reducing the blocking effect have been researched. These include
postprocessing with a smoothing function [7], doing quantization with a constraint on the
amount of distortion that is allowed between neighboring blocks [8], using human visual
system properties in coding [9], and adaptively changing block sizes [10]. Additionally,
the discovery of useful overlapping transforms has provided another framework for reducing
blocking effects. Lapped Orthogonal Transforms (LOT) [11], are a family of such transforms.
Of these methods, only the approach using postprocessing can be utilized with a JPEG
standard codec.

In this paper, a technique for reducing the blocking effect is introduced which uses an
overlapping mean estimation operator. Compatibility with JPEG is maintained by using a
pre processor before compression to make the estimate and a postprocessor after decompre-
sion to restore the estimate. The extra mean information is subtracted from the original
image data before JPEG compression to allow JPEG to perform more efficiently and is then
transmitted as a small amount of side information. It will be seen that the overall data rate
remains approximately the same with this system, but the blocking effect is dramatically
reduced.

Section 2 introduces and explains the Baseline sequential JPEG codec, which employs
only the most used features of the full JPEG standard. The differences between these
standards do not effect the theories of this paper and subsequent references to JPEG will
imply the Baseline version. Section 3 presents the pre and postprocessors used to reduce
the blocking effect. The performance of the new implementation will be compared to the
performance of an unadulterated JPEG codec in Section 4. Section 5 concludes the paper.

2 The Baseline JPEG Standard

A Baseline JPEG standard image compression system begins by converting the input image
data into a form suitable for processing, Fig. 1. This is necessary because JPEG is a
compression standard and not a file format standard. Each pixel in the input image must,
however, be eight bit unsigned for the Baseline lossy codec.

After conversion to a functional format, the image data is shifted to be centered around
zero. A mapping is performed from $[0, 2^P - 1]$ to $[-2^{P-1}, 2^{P-1} - 1]$ by subtracting $2^{P-1}$. For
eight bit data, $P = 8$, and 128 is subtracted as shown in Fig. 1. This step can be considered
as a simple mean subtraction.

The next step in the compression scheme is the DCT. Although an integer 8x8 DCT is
specified in the JPEG standard, the implementation details are left to the user. This leaves
room for improved algorithms to be utilized as they become available. The 8x8 forward DCT
is defined according to

$$ F(u, v) = \frac{1}{4} C(u)C(v) \sum_{x=0}^{7} \sum_{y=0}^{7} f(x, y) \cos \left( \frac{(2x + 1)u\pi}{16} \right) \left[ \frac{(2y + 1)v\pi}{16} \right] . \quad (1) $$

For decoding, the inverse DCT is defined as

$$ f(x, y) = \frac{1}{4} \sum_{u=0}^{7} \sum_{v=0}^{7} C(u)C(v)F(u, v) \cos \left( \frac{(2x + 1)u\pi}{16} \right) \left[ \frac{(2y + 1)v\pi}{16} \right] . \quad (2) $$

The values $C(u)$ and $C(v)$ are both defined according to

$$ C(k) = \begin{cases} \frac{1}{\sqrt{2}}, & k = 0 \\ 1, & \text{otherwise} \end{cases} . \quad (3) $$

Extensive computer simulations have shown that the outputs from the DCT are integers in the range $[-2^{R-1}, 2^{R-1} - 1]$ where $R = P + 3$ [1].

Each 8x8 block exiting from the DCT contains 64 frequency domain coefficients. These coefficients are then quantized using uniform threshold quantization in conjunction with a 64-element quantization table, $Q(u,v)$, specified by the user. Quantization is the principle source of loss in the JPEG standard codec. The integer DCT also introduces a small amount of loss.

The quantization is done according to

$$ F_{Q}(u, v) = \text{Integer Round} \left\{ \frac{F(u,v)}{Q(u,v)} \right\} . \quad (4) $$

It can be seen that as the value of $Q(u,v)$ approaches unity, the quantization step goes away. Note also that there is no saturation point in the quantizer. Saturation is not necessary...
because the input dynamic range is known apriori. Variable length entropy coding is sufficient to deal with low probability, high valued inputs.

For this JPEG implementation, the user has control over a free parameter, \( q \), at the time the image is compressed. This "q-factor" is used to modify the quantization tables before quantization. The initial values in the quantization table are in the range \([1,255]\). A q-factor of 100 sets all the quantization table values to one. As the q-factor is decreased, the quantization table values are multiplied by an at first linearly increasing and subsequently exponentially increasing factor. When \( q \) is zero, the large quantization values basically set all DCT coefficients to zero.

After quantization the \( F(0,0) \), or dc, coefficient of each DCT block is separated from the other coefficients. The dc coefficient is treated differently because it represents a local mean of image intensities on a block by block basis. Most images can be modeled as a source whose power spectral density is concentrated in the low frequencies [12] and so the dc coefficient is known to change slowly as the image is traversed. This correlation between blocks is exploited by encoding only the difference between dc components.

Meanwhile, the other DCT coefficients (called the ac coefficients) are arranged into a vector according to a zig-zag pattern, Fig. 2. This arrangements facilitates run-length coding by placing the higher frequency coefficients, which are likely to be zero, after the lower frequency coefficients which typically have more energy.

Entropy coding for the JPEG Baseline standard is tackled in two steps. The first is an intermediate symbol coding step which does a type of run-length coding and outputs a pair of symbols associated with each run. The second step does entropy coding on these symbols. In Fig. 1 the first step is denoted "run code" and the second "entropy code".

For run-length coding, only runs of zeros are counted. Two symbols are used for representation. The first symbol contains the number of zero valued coefficients that preceded the nonzero valued coefficient which terminated the run of zeros. Symbol one also contains the size in bits of the variable length integer (VLI) code that will be used to represent the amplitude of the nonzero value in the entropy coder. Symbol two is the actual amplitude of the nonzero coefficient.
The dc coefficients are also placed in a symbol one, symbol two pair by the “run coder”, but no run-length coding is done. Symbol one is only the size in bits of the VLI code needed to represent the amplitude of the dc coefficient which is stored in symbol two.

The entropy coding treats symbols one and two from the “run coder” separately. Symbol one is encoded using a Huffman code. The Huffman coder requires the use of table sets which are supplied by the user. Each set consists of a table for the ac coefficients and a table for the dc coefficients. Symbol two is encoded using a variable length integer coder. Although marginally less efficient than the Huffman code, the VLI code has the advantage of being hardwired into the codec resulting in faster computation speeds and simpler implementation.

A decoder based on the JPEG standard is basically just the inverse of the encoder. For the Baseline codec, only two sets of Huffman tables can be used by the decoder at a time. This limits what can be attempted in the coder. The inverse quantization is accomplished according to

\[
F'(u,v) = F_Q(u,v)Q(u,v)
\]  

(5)

At the close of decoding, the offset is added back to the data.

3 Blocking Effect Reductions

Because images tend to be low frequency in nature and the human visual system has a lowpass spatial frequency response [13], the DCT dc coefficient conveys much of the image information to the human viewer. Quantization of this coefficient without regard to neighboring regions is a major contributor to the blocking effect. If the dc information can be represented with an operator that has block overlap then the effect of the quantization will be smoothed between regions and the blocking effect reduced.

Figure 3a shows the basis function that the DCT uses to calculate the dc coefficient. This boxcar shaped function is of length eight, the same size as the transform. Because of the size, discontinuities between blocks cannot be smoothly interpolated. Figure 3b shows an alternate basis function, the second order interpolator, which has similar frequency content as the DCT dc basis function. This function is able to represent the dc level of the image more smoothly because the function of Fig. 3b overlaps the block size. But the triangular shaped basis function cannot be directly substituted for the boxcar shaped DCT basis function because of the size difference and the desire for an orthogonal transform. In order to use the new function, a preprocessor is utilized. This is shown in Fig. 4.
Figure 4: Block diagram of preprocessor
The preprocessor operates similar to a laplacian pyramid [14]. After conversion to a useable internal format, image data is lowpass filtered ("LPF" block) by circular convolution with the second order interpolator of Fig. 3b. Circular convolution is performed instead of linear convolution to avoid data expansion, although some picture edge effects result. The lowpass filtering results in an estimate of the mean of the image with the new basis function. The image is then decimated by eight to take advantage of the now oversampled image spectrum. The quantization and entropy coding steps are performed with the same tables as the ones the JPEG codec will use for its dc coefficient. However, a new parameter, 'd', is used to adjust the quantization table of the preprocessor. When 'd' is large, the effect of quantization is reduced and the mean estimate is smooth between neighboring regions. As 'd' approaches zero, the quantization becomes more coarse and the error more blocky. When \( d = 0 \), the preprocessor goes away.

The inverse quantization, upsampling, filtering, and subtraction of the new mean estimate from the original signal allows the JPEG coder to use less information for its dc estimate which reduces the JPEG bit rate. In the ideal case, the JPEG bit rate decreases by the same amount as the extra bit rate needed for side information. The addition of 128 before JPEG processing is necessary to cancel the effect of JPEG's initial subtraction of 128.

The postprocessor used after JPEG decompression to reconstruct the mean estimate is shown in Fig. 5. All LPF blocks in Figs. 4 and 5 represent circular convolution with the function of Fig. 3b. The JPEG input to the postprocessor is the output of a JPEG decoder.

The postprocessor simply puts back the information that was subtracted from the original input. The complete system is shown in Fig. 6.

4 Performance Comparisons

Test results show that the performance of the system is dependent on the choice of 'd'. For large 'd', the total bit rate is marginally increased due to the side information that must be transmitted. However, subjective analysis shows the blocking effect to be significantly reduced.
Figure 7 shows test results for four different images all compressed and decompressed with the system of Fig. 6 and a JPEG q-factor of 15. This results in greyscale compression ratios of 10 to 12, depending on the images. The data for \( d = 0 \) represents compression by JPEG without the extra processors. The solid line represents data for the building image, long dashed line for kboat, short dashed line for cameraman, and short/long dashed line for lenna. These are standard comparison images and will be shown at the symposium. Along the horizontal axis of all four plots is the preprocessor parameter 'd'. Figure 7a shows the bit rate associated with the complete system. For \( d = 0 \), the plain JPEG codec has the lowest bit rate. The images however, are blocky. As \( d \) increases, the images become less blocky but the bit rate is slightly increased. Figure 7b shows the bit rate associated with just the JPEG portion of the system of Fig. 6. It is apparent that the subtraction of the mean information from the original image before JPEG compression helps reduce JPEG's data rate.

In order to make better comparisons as to the amount image blockiness is reduced with the use of the extra processors, the JPEG dc coefficient quantization table value is altered for further tests to reduce blocking effects associated with JPEG alone. The quantization table value for the dc coefficient is set to 1 for the JPEG codec used for \( d = 0 \) data. For the JPEG codec used in conjunction with the pre and postprocessor the quantization table value is not changed. These test results are shown in Fig. 8. From Fig. 8a, the objective distortion measure, ppSNR, is seen to show no significant change as ‘d’ changes. The subjective distortion is reduced due to a reduction in the blocking effect. This can be seen by looking at the images. Figure 8b shows the total bit rate of the system. It can be
seen that the total bit rate is lowest for intermediate values of ‘d’. For d = 0, the JPEG codec has a higher bit rate because of reduced dc coefficient quantization. As ‘d’ increases, the JPEG rate (shown in Fig. 8d) decreases more than the side information rate increases, (side rate shown in Fig. 8c) resulting in the dip in Fig. 8b. Notice from Fig. 8c, that the side bit rate associated with the pre and postprocessor is less than a tenth of a bit for all four of the images and all values of ‘d’. This side rate is independent of the JPEG q-factor. So Fig. 8c gives an indication of the side rate regardless of what q-factor is chosen. Because of image degradation that can occur in printing the symposium proceedings, the images will be presented at the symposium for subjective comparisons.

5 Conclusion and Future Work

A JPEG compatible codec has been described which reduces the blocking effect for low bit rates. The codec uses an overlapping basis function for average pixel intensity estimation. The mean estimate is transmitted as a small amount of side information and subtracted from the original image before JPEG compression. Experimental results show that the blocking effect is reduced.

There are some areas of work that could lead to better results for this system. The
second order interpolator was used for computational simplicity, but it is not orthogonal to the other DCT basis functions. Use of a LOT basis function could possibly give better results. Another area that should be pursued is the reduction of picture edge effects that result from circular convolution. This area of research has been well studied for subband coding systems [15] and these results should be extended to this system. Also, there is still a slight blocking effect in the neighborhood of edges for very low bit rates. This is a result of edge information being contained in ac coefficients which are not dealt with in the extra processors. The possible reduction of this effect needs to be addressed.
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