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SHOCK TUNNEL STUDIES OF SCRAMJET PHENOMENA 1992
NASA GRANT NAGW 674 - SUPPLEMENT 8

Following the format of previous reports, this consists of a series of reports on specific
projects, with a brief general introduction commenting on each report. The project reports
follow the introduction in the order of the headings in the introduction.

The projects are considered under the headings "Program A", corresponding to work
funded jointly by NAGW 674 and Australian sources, and "Program B", funded from
Australian sources alone. '

PROGRAM A

(i) Expansion Tube Studies

(a) Flow near the Diaphragm of an Expansion Tube
(R.J. Stalker, P. Hollis, G.A. Allen)

This started out to be a numerical study of expansion tube operation, with the aim
of determining the minimum length of driver required. It soon became clear that
the delay occasioned in opening the secondary diaphragm was a very important
factor. and that this could not be estimated accurately, because of the flow through
the opening diaphragm. Therefore this became the main objective of this project.

The conclusion reached by the study was that the flow was extremely difficult to
model accurately, consisting of a mixed steady and unsteady expansion. It suggests.
that new emphasis be given to techniques for pre-opening the diaphragm.

(b)  Influence of Secondary Diaphragm on Flow Quality in Expansion Tubes
(G.T. Roberts)

An experimental study of the effect of diaphragm mass on the flow. It showed that
increasing diaphragm thickness may be expected to cause pitot pressure
disturbances at the test section to occur earlier, as well as causing larger upstream
static pressure disturbances. A somewhat surprising result was that allowing pre-
deformation of the diaphragm has a beneficial effect on both the downstream pitot
pressure and the upstream static pressure.

(c) Mass Loss of Test Gas in the Boundary Layer of an Expansion Tube
(R.J. Stalker)

What has been described as the "fountain effect” in expansion tubes is analysed
here. This effect involves removal of gas from the test region by the boundary
layer, thereby inducing an extra mass flow in the downstream direction to
compensate for the mass loss. It is found that the effect is not likely to be
important for practical flow conditions.



Thrust Balance Development
(Sean Tuttle)

This year was spent in perfecting the "twisted sting" configuration for removing the
transverse bending modes and allowing thrust to be measured. A nozzle has been
constructed, and subjected to satisfactory bench testing.

(iii) Comparative Studics in T4 and Hypulse
Effects of Oxvgen Dissociation on Hypervelocity Combustion Experiments
(R.J. Bakos, R.G. Morgan & J. Tamagno)
A comparative experimental study involving combustion in T4 and in Hypulse was
continued. An identical combustor model was tested in both facilities and, by
appropriately choosing test conditions, it could be arranged that measured
combustor duct pressures were sensitive to dissociation enhanced heat release alone.
The difference between the two facilities was small, but this was due to the
relatively high combustor inlet temperature used. Lower inlet temperatures are
expected to yield a greater difference.
Axisymmetric Scramjet Thrust Production
(R.J. Bakos and R.G. Morgan)
An axisymmetric scramjet combustor and nozzle were tested in T4. It was found
that the measured thrust agreed with computations.

PROGRAM B

Scaling and Ignition Effects in Scramjets
(M.V. Pulsonetti)

This is a more considered report on experiments which were conducted in 1991 on
combustion in a large duct (48 mm x 100 mm x 1300 mm). Results were in
qualitative agreement with theory, although at low pressure ignition delays were an
order of magnitude less than predicted.

Hypersonic Ignition in a Scramjet
(A. Paull)

Combustion of Hydrogen and of Ethane in a 27 mm x 54 mm x 800 mm duct were
compared. Ethane yielded the same pressure rise as Hydrogen at high stagnation
enthalpies (x 12 Mj kg'), but fell below it at low stagnation enthalpies (~ 9 Mj kg’
", Ethane may suffer more from mixing limitations than Hydrogen.

Modeclling of a Scramjet Flow using various Turbulence Models
(C. Brescianini and R. G. Morgan)

Testing of three turbulence models, of increasing degree of sophistication, by
predicting the flow in a scramjet combustor. None of the models predicted the
experimental results accurately over the entire length of the combustion duct.
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Shock Interactions with Hvpersonic Mixing Lavers - Steady Flow Analysis and

Experiments
(D.R. Buttsworth and R.G. Morgan)

A study of the interaction of a shock wave with the variable Mach number flow
field produced by a mixing layer.

A Time-of-flicht Mass Spectrometer for High Speed Flows
(K. Skinner and R.J. Stalker)

Results with a time-of-flight mass spectrometer are presented. The example studied
is the detection of driver gas in a shock tunnel. and the development of driver gas
concentration. However, the method can be applied to measurement of species
concentration during the test flow period.

Measuring the effect on Drag produced by Nose Bluntness on a Cone in
Hvpervelocity Flow
(L. Porter, D. Mee and J. Simmons)

This reports work on the extension of the stress wave balance to measure the
effect of nose blunting on the drag of a slender cone.

A Study of Revnold’s Analogy in Hypersonic Boundary Layver using a new
Skin Friction Gauge
(G. Kelly, A. Paull and J. Simmons)

A comparison between skin friction and heat transfer measurements on a flat plate,
using the skin friction gauge which has been reported previously.

Energy Redistribution of Non Equilibrium Hvpervelocity Flow in a Scramjet

Duct
(N. Ward and R.J. Stalker)

Flow visualisation of nitrogen flow in a two dimensional intake and comparison
with calculations.

Flow Measurements and Calibration of a Superorbital Expansion Tube
(A. Neely and R.G. Morgan)

This is a pilot study of an expansion tube in a configuration aimed at producing
flow speeds in excess of 10 km.s”'. Though the response of pressure transducers
limits the value of the diagnostics used, it appears that a usable test flow has been
produced at speeds of 13 km.s™".






FLOW NEAR THE DIAPHRAGM OF AN EXPANSION TUBE
(' R.J. Stalker, P. Hollis and G.A. Allen)

1. Introduction

In the classical analysis of expansion tube flow, it is assumed that the secondary
diaphragm is instantancously removed from the flow upon arrival of the primary shock,
and the supersonic flow behind that shock is subjected to a simple wave unsteady
expansion which produces the test flow.

It is known that the finite mass of the secondary diaphragm must cause the flow to be
different to this, and a more sophisticated model treats the diaphragm as a piston, which is
set in motion by the arrival of the primary shock. Since the diaphragm is initially
stationary, the shock reflects as from a rigid wall and propagates upstream. Then, as the
diaphragm accelerates. expansion waves are generated which also propagate upstream.
These continually overtake the shock wave and weaken it until, after a sufficiently long
time, the reflected shock wave disappears. If the time to reach this state is sufficiently
short with respect to the overall operating time of the expansion tube. then the flow in the
tube approaches that produced by the classical model. with the differences that there is a
delay occasioned by the need to accelerate the diaphragm, that the test gas close to the
diaphragm suffers an increase in entropy due to the reflected shock. and that this gas may
also suffer a change in composition due to the same cause. The importance of these
effects depends on how much of the test gas is affected, and this can be minimised by
minimising the mass of the diaphragm.

The purpose of the present investigation is to make a preliminary exploration of the
consequence of bringing the model a step closer to physical reality. When the diaphragm
is impacted by the primary shock, it not only moves but also ruptures, so that during the
process of acceleration. it is also opening. This may take the form of the "petalling" of
the diaphragm, or the gradual separation of the pieces of shattered diaphragm. Either way
the diaphragm allows flow through itself - it becomes a “leaky" diaphragm, and it is this
situation that we analyse.

2. Hueristic Analysis

It is convenient to begin by considering the motion of a free diaphragm (or a piston)
accelerating into a vacuum under the action of a pressure p. The diaphragm moves in a
tube of constant area, which is infinitely long in both directions. Therefore, as shown in
Fig. 1., there is an unsteady expansion of gas upstream of the diaphragm from the
. undisturbed pressure and speed of sound p, and u,. This is a good approximation to the
situation which prevails for a time after shock reflection if the diaphragm is not leaky.

! Stalker, R.J. "An approximate theory of gun tunnel behaviour”. Joum. Fl.
Mech., Vol. 22, pp 657-670, 1965.
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Thus the pressure at the diaphragm is given by the unsteady simple wave relation

where u is the velocity of the diaphragm, and y the ratio of specific heats. The equation
of motion for the diaphragm may therefore be written as

_ 2y /¢y - D)
a_@ﬂ:pkl-_v___l_g ,
dt 2 ag

and this can be solved (eg. ref. 1) to yield the co-ordinates of the diaphragm trajectory as
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To yield a gain in stagnation enthalpy across an unsteady expansion it is necessary to use
quite high values of wag. Thus with wa,= 2.0 and ¥ = 1.4 there is only a 16% gain in
stagnation enthalpy - for a gain by a factor of two, Wag = 3. Since the gain in stagnation
enthalpy is the prime reason for choosing the expansion tube mode of operation, it seems
reasonable to assume that wa, = 3 or greater. With a diaphragm of mylar 25 g thick
(0.001"), a = 6.0 x 107 kg.m?, and with ag = 2000 ms' and P, = 10 MPa, equations (1)
and (2) indicate that wa, = 3 at distance x = 12.4 m from the initial position of the
diaphragm, at time t = 2.4 X 107 sec.

We now consider the flow through the diaphragm if it is leaky. In the early stages of the
diaphragm motion, wWag s 1, so that the pressure and speed of 'sound, upstream of the
diaphragm may be taken as the undisturbed values P; and a,. The "leakiness" of the
diaphragm is represented as a single orifice in the diaphragm, of area b(t) A, where A is
the area of the tube, and b(t) is a factor which generally varies with time, but for the
present purpose is assumed to be constant. The flow at the orifice will be sonic and, with
v = 1.4, the mass flow rate through the diaphragm will be



th = 0.578 py ag b(t) A, NG

where pg is the density in the undisturbed region.

The mass of gas in the test region of the expansion tube is p AL, where L is the length of
the slug of gas constituting the test region, and p, is the density in the test region, given by

q o AUy - 1)
/ =1 - X1 & ,
p| pR ( 2 aR]

and the time for this mass to pass through the diaphragm is

_ Wy -
Ar = 173 (1 - -72—1 -“—] fag b(t)
ag

If £ =2m, a; = 2000 ms"', wag= 3, and we take the diaphragm as 10% open (i.e. b(t) =
0.1) then At = 177 x 10° sec.

These examples are fairly typical, involving values of diaphragm thickness, test slug length
and other parameters which may be used in practice. They suggest that the behaviour of
the diaphragm as it accelerates and ruptures may have an important influence on the state
of the test gas. The turbulence induced by the fragments of diaphragm may affect the
quality of flow produced as the test gas passes through the diaphragm, although the high
quality of heat transfer records obtained in expansion tubes suggest that this is probably
not the case.

The fact that an amount of gas sufficient to constitute the test flow passes through the
diaphragm in a time which is an order of magnitude shorter than that required for the
diaphragm (or fragments thereof) to reach the test velocity suggests that it may be
necessary to think in terms of a different model for producing the test flow. Instead of
being processed by an unsteady expansion, the test gas may first pass through a quasi-
steady expansion before it is accelerated to the test velocity by the action of the gas which
follows it. This could change the chemical state of the test gas, though it should be
remembered that the quasi-steady expansion takes place from a stagnation enthalpy which
is less than that of the test flow, and this will tend to reduce the effect of the history of the
test flow on its chemical state.



3. Numerical Modelling

To explore this effect in somewhat more detail, a numerical model has been constructed.

Due to the nature of the physical processes involved in the bursting of the diaphragm and
the subsequent complex flow pattern, simple models of the bursting process have been
developed which will provide some estimate of the flow during this process.

The model for the bursting of the diaphragm itself is just to allow the area of the
diaphragm to reduce from fully covering the tube to some minimum area in an exponential
fashion. The mass of the diaphragm remains constant and it is assumed that the
diaphragm remains in one plane throughout the process, i.e. the diaphragm fragments all
travel at the same velocity. The time for the burst process to occur and also the reduction
in area that occurred due to the diaphragm burst could be specified.

To calculate the velocity and acceleration of the diaphragm, the pressure on either side of
the diaphragm must be found. This was found by an iterative procedure. The average
velocity of the gas on the upstream and downstream sides of the diaphragm were
calculated by assuming that sonic flow occurred through the open area of the diaphragm
and the remainder of the flow (over the diaphragm itself) moved with the velocity of the
diaphragm. These two velocities were then averaged taking into account the appropriate

‘areas. From this average velocity, the average pressure on either side of the diaphragm

could be calculated using simple wave relations and then the velocity of the diaphragm
could again be estimated.

The flow upstream of the diaphragm was calculated using the wave model developed and
solved by G. Allen. Bursting of the diaphragm was included in the model by forcing the
velocity of the gas at the diaphragm to be the average velocity calculated by the above
procedure.

Two simple models were developed to examine the location of the interface between the
intermediate and acceleration section fluids. Both assumed that the mass flow passing
through the diaphragm in any given timestep is known because sonic velocity is assumed
1o exist at the diaphragm. The models then considered two extreme situations, thus:-

1. Model 1

By assuming an isentropic expansion back to the original area of the tube, the density of
the expanded mass can be found hence the length which this fluid parcel will take up can
be calculated. These lengths were summed sequentially and an estimate of the location of
the fluid interface can be found. No correction was made for variation of the length of
each mass parcel as it progressed away from the diaphragm, i.e. each mass parcel is
assumed to have constant volume. -



2. Model 2

The isentropic expansion was continued until the density of the gas was equal to the
density of the test flow. Then, knowing the mass which had passed through the
diaphragm, the volume and therefore the length of the tube which was taken up by this
mass could be calculated.

Test Conditions

Test conditions were chosen to match a well documented experimental case with Helium -
as the driver and test gases (NASA Tech. Paper 1317 "Experimental Perfect - Gas Study
of Expansion-Tube Flow Characteristics". J.L. Shinn & C.G. Miller 1II)

Sonic velocity | Pressure | Gamma
(nv/s) (Pa)
Driver 1068.87 33 x 10° | 1.6667
Intermediate 1019.3 690 1.6667
Acceleration 1019.3 16 1.6667
Primary diaphragm location: 2.44 metres
Seconday diaphragm location: 9.93 metres
Test section location: 24 metres
Pipe radius: 0.0762 metres
Secondary diaphragm thickness: 38 x 10 metres (Mylar diaphragm)
Secondary diaphragm density: 8.52 x 10? kg/m’

PROGRAM OUTPUT
The main outputs of the program are:

(a) The path of the shockwave reflected from the secondary diaphragm

(b) The path of the secondary diaphragm

(c) The path of the interface between the intermediate and acceleration section fluids,
for models 1 and 2.

(d)  The mach line generated from the intersection between the shockwave transmitted
from the primary diaphragm and the reflected shockwave from the secondary
diaphragm.

The simulation has been run for burst times of 0.15 ms with area reductions of 10, 25, 50
and 75%. One further simulation was performed for a burst time of 0.30 ms and 25%
area reduction for comparison. The results of these simulations are shown in the figures.
The final figure is a simulation of the diaphragm acting as a frictionless piston, i.e. it does
not burst but is allowed to move.



Figure Notation
Burst times

Since the area reduction is exponential, the burst time used in the calculations is the time
for the area to reach 90% of its maximum reduction.

Area ratio

The area reduction figure quoted in the attached figures is the amount by which the area

of the diaphragm has been reduced by the bursting process, (A ua-Afna)/Anca- Thus, a
75% reduction indicates that the final diaphragm area is 25% of the initial area.

4. Results

The outstanding feature of the results is the wide disparity between the position of the
acceleration gas - test gas interface as predicted by Model 1 and Model 2. Both models
are apparently unrealistic. Model 1 because 1t does not allow for what is clearly a massive
expansion to the test conditions, and Model 2 because it does not allow for large amounts
of gas which have passed through the diaphragm but are not expanded to the test
conditions. (This is witnessed by the velocity of the interface predicted by this model,
which is far in excess of any reasonable value). It follows that the unsteady expansion
after the diaphragm, which has been neglected in both models, is of prime importance.

The motion of the diaphragm tends to slow down as the opening increases. This motion
depends on the velocity of the gas at the opening, and is calculated by assuming a simple
wave compression from the undisturbed state in the acceleration tube on the downstream
side of the diaphragm. It will therefore be unaffected by the choice between Model 1 and

Model 2.

The overall picture which the results present are of a mixed steady and unsteady expansion
of the test gas, with the accelerating remains of the diaphragm located somewhere in the
unsteady expansion. It is difficult to analyse such a flow, and a new analysis would be
required for each diaphragm thickness and each set of test conditions. To avoid the
uncertainties associated with this, it may be better to think of means of removing the
diaphragm before the shock wave arrives.
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DIAPHRAGM

Wave Diagram for Diaphram Acceleration
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INFLUENCE OF SECONDARY DIAPHRAGM ON FLOW QUALITY IN EXPANSION TUBES

G.T.ROBERTS
Lecturer, Department of Aeronautics and Astronautics

University of Southamptoen, U.K.

SEPTEMBER 1992
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ABSTRACT

Experiments were performed in the Department of Mechanical Engineering,
University of Queensland free-piston driven expansion tube facility TQ in
which the influence on flow quality of secondary diaphragm mass, location and
pre-deformation was investigated. In these experiments, the facility was
operated in shock tube mode (i.e. equal pressures either side of the
secondary diaphragm) with argon as both the driver and test gases.

The results obtained indicate that the secondary diaphragm exerts a
considerable influence not only on the test gas flow conditions but also on
its duration. In general, the greater the inertia of the diaphragm (compared
with the momentum of the test gas), the greater is the reflected shock
strength and the shorter is the flow duration before the arrival of
disturbances attributed to wave interactions with the driver-test gas
interface. Pre-deforming the diaphragm was shown to have a beneficial effect
by reducing the reflected shock overpressure and delaying the arrival of the

interface disturbances.
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NOMENCLATURE

- sound speed, ms-1

a
f - frequency, Hz
M - Mach number
p -~ pressure, kPa
Us - incident shock speed, ms
x - distance from primary diaphragm, m
v - ratio of specific heats (1.67 for argon)
- period between shock and test gas arrival (expansion tube only)
- steady run period, us
Subcripts:
t - total (Pitot)

Shock tube region nomenclature:

- initial test gas
- post incident shock
post primary unsteady expansion

- initial driver gas

[V, BV N
[}

- post reflected shock (reflected shock tunnel only)

- post secondary unsteady expansion (expansion tube only)
6 - post steady expansion (reflected shock tunnel only)
10 - initial acceleration gas (expansion tube only)

20 - post incident shock in acc” tube {expansion tube only)
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1. INTRODUCTION

This report describes work undertaken during the period July-September
1992 whilst the author was visiting the Department of Mechanical Engineering,
University of Queensland (UNIQ) on sabbatical leave from the Department of
Aeronautics and Astronautics, University of Southampton, U.K. The work
involved performing a number of experiments in the UNIQ free-piston driven
expansion tube facility (TQ) in order to investigate the influence of the
secondary diaphragm on the quality of test gas flow. The topic was suggested
by the head of the Shock Tunnel group at UNIQ, Prof.R.J.Stalker.

2. THE EXPANSION TUBE: PRINCIPLES OF OPERATION.

An expansion tube is an impulse-type wind tunnel facility that is capable
of producing high enthalpy test gas flows suitable for aerothermodynamic
testing of models of reentry vehicles or spaceplanes and also for performing
supersonic combustion studies under reasonably well simulated operating
conditions. Like the shock tunnel, it is basically a modified shock tube, in
which a shock wave is propogated into a quiescent test gas after the rupture
of a (thick) primary diaphragm Separating the initially high pressure driver
gas and the relatively low pressure test gas.

As described by Stalker et al (1}, the essential difference between a
reflected shock tunnel and an expansion tube is that, in the former, the
shock heated test gas is further processed by a reflected shock, followed by
Steady expansion through a contoured nozzle from eéssentially stagnant
reservoir conditions, to attain hypervelocity conditions in the test section,
whereas in the expansion tube the shock-heated gas undergoes an unsteady
expansion centred at the location of a (thin) secondary diaphragm which
initially separates the test gas from a lower pressure acceleration gas.

Figure 1 shows typical wave diagrams for both types of facility. Note
that, in the reflected shock tunnel, region 5 is the stagnant region behind
the reflected shock whereas, in the expansion tube, region S is itself the
high velocity test gas region. In both, the Primary shock Mach number (and
hence flow enthalpy) in the shock tube is maximised by employing a high
driver-test gas pressure and sound speed ratio. The latter normally dictates
the use of a light test gas (hydrogen or helium) although increasingly common
is the use of a free-piston driver [2) to raise transiently both the Pressure
and sound speed of the driver gas above levels that could normally be

obtained or tolerated under steady conditions.
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In the expansion tube, the test flow velocity is also dependent on the
pressure ratio across the secondary diaphragm, it being usual to employ the
same test and acceleration gases. Subject to restrictions due to poor flow
quality (described later) it is best if this pressure ratio is also large,

The expansion tube concept was first proposed by Trimpi [3], who showed
tﬂ;t tﬁe”unsteady expansion is theoretically superior to a steady expansion
for producing high enthalpy flows. However, the primary advantage over the

reflected shock tunnel is that the flow is never stagnated so that the levels

of dissociation in (say) air flows, which are caused by the high temperatures

in tge stagnant reservoir, are not experienced in the expansion tube flow,
which thus provides a better simulation of the flight conditions of a typical
reentry vehicle or the conditions inside the combustor of a supersonic
combustion ramjet (scramjet) engine (e.g. see Figure 2).

Their main disadvantage is that the run duration of such facilities is
exceedingly small, typically being of 0(10-4)3, which is about an order of
magnitude less than that of fered by most reflected shock tunnel facilities.
The reason for this can easily be observed by reference to the wave diagrams
jllustrated in Figure 1. In the reflected shock tunnel the period of steady
flow is limited by the disturbance ({shock or expansion) reflected from the
driver-test gas interface or, if (as is often the case) the tunnel is
operated in tailored-interface mode where the interface is transparent to the
reflected shock, by drainage of the stagnant reservoir gas through the
nozile. In the expansion tube, however, the run duration is limited by the
arrival at the test section of either the tail of the unsteady expansion or
the head of the expansion reflected off the driver-test gas interface. Paull
and Stalker [4] have shown that the run duration is optimised when both of
these events occur simultaneously.

Unfortunately, even the short run times predicted theoretically often
considerably overestimate the actual run times observed in tests in expansion
tubes. One reason for this is the attenuation of the incident shocks due to
viscous effects: as noted by Mirels (5], the boundary layer growing from the
fo&éiég tﬁe shock wave not only attenuates the shock speed but also cavses
the test gas (and the interface between it and the driver gas) to accelerate.
In a shock tube of sufficient length the shock and test gas speeds would
eventually equalize and the period of uniform test gas flow behind the
incident shock would then remain constant with further increase in length.
The acceleration of the driver-test gas interface causes the reflection of
ﬁﬁérunsteady expansion to occur much earlier than would have been the case in

inviscid flow and therefore causes the run duration to be truncated early.
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Nevertheless it is possible to make use of the short test times offered
and currently facilities are being developed and tested at a number of
establishments [e.g. 6,7] in the hope of realising their theoretical
advantages over the reflected shock tunnel. What has tended to inhibit the
wide acceptance of expansion tubes within the aerodynamic community is the
rather narrow range of operating conditions for which steady test conditions
have been observed even during the short run durations predicted taking
viscous effects into account.

Early tests conducted with expansion tubes concluded there was either no
steady test period at all ([e.g. 8,9) or, at best, there was only a single
operating condition during which the flow unsteadiness was acceptably low
{10} . However, more recent tests {4,11] have indicated that, for any given
facility, there ought to be a number of acceptable operating conditions,
depending on the driver and test gases employed. In addition, recent studies
have also indicated that the disturbances observed (particularly in pitot
pressure) during the run are related to the transmission of transverse

acoustic waves [12,13).
3. TEST FLOW QUALITY IN EXPANSION TUBES: TYPICAL RESULTS

In work performed to date, including that reported here, pitot pressure
measurements have provided the maln dlagnostlc method for determining flow
qua11ty during the expansxon tube run per;od Fxgure 3 shows an ideal pltot
pressure signal for an expanszon tube. The initial rise is due to the arrival
of the low density acceleration gas; this is soon followed by a further
increase as the test gas arrives. As described above, the run is terminated
either by the arrival of the tail of the unsteady expansion or the reflection
of the head of the expansion from the driver-test gas interface. In either
case the run termination is indicated by a further rise in pitot pressure.
Figure 4 (taken from [13)) indicates the signals obtained in practice for
various operating conditions. In each case, the small increase in pitot
pressure corresponding to the acceleration gas arrival is smeared out by the
larger increase due to the test gas arrival (this is probably caused by the
finite response rate of the pitot pressure probe). In figures 4a and 4b there
are periods of steady flow (of approximately 75 and 40 ps, respectively)
befoie the arrival of the terminating disturbance. However, in 4c there is no
steady period indicated; instead, the pitot signal has a periodic fluctuation

of sufficiently large magnitude to render the operating condition unusable.

23



Paull and Stalker [12,13] have shown that these fluctuations are due to
transverse acoustic waves, probably originating from the primary diaphragm
rupture process. They argue that these disturbances are always present in the
driver gas, but whether (or not) they are propogated into the test gas (prior
to secondary diaphragm rupture) depends on the ratio of the sound speeds
across the driver-test gas interface: whenever the test gas sound speed is
greater than that in the driver gas, the interface acts as a low frequency
filter with a tendency to attenuate the disturbances, whereas in the converse
situation the disturbances are transmitted through the interface
unattenuated. The cut-off frequency for the filtering effect is shown to be
Mach number, as well as sound speed ratio, dependent.

Inspection of the flow properties for the runs illustrated in Figure 4
support this hypothesis. Furthermore, Paull and Stalker show that, if the
test gas is subsequently processed (by, for example, an unsteady expansion,
as in the expansion tube) the residual noise present will be focussed to a
particular frequency by a Doppler shift effect. The appearance of
disturbances of regular frequency in expansion tube flows has been observed
in many experiments in different facilities and has caused the major
limitation on the range of satifactory conditions under which the facilities
can be operated.

Another feature which has been a cause for concern in expansion tube
developments has been the influence of the secondary diaphragm (and its
rupturing process) on the test gas quality [14]). In the ideal case, the
diaphragm should behave as though it were massless and should rupture
immediately after impact of the incident shock wave or else the test gas will
be processed by an unwanted reflected shock, leading to increased levels of
dissociation and stagnation pressure loss. Clearly, the ideal behaviour of
the diaphragm will not occur in practice, but commonly a diaphragm that is as
thin as possible (but capable of supporting the necessary pressure difference
across it initially) is used to minimise any reflected disturbance.
Alternatively, a mechanical fast-acting valve arrangement may be employed
instead of a diaphragm.

Additionally, with the evidence that many of the disturbances causing
early truncation of the run period are caused by transverse acoustic waves,
it is reasonable to question the role of the secondary diaphragm in their
production. Despite the possible importance of the secondary diaphragm on
fldw quality in expansion tube flows, a systematic expeiimental investigation

of this had not been carried out prior to the work described here.
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4. EXPERIMENTAL DETAILS
4.1 TQ expansion tube facilty.

Figure 5 is a schematic of the TQ expansion tube facility used in this
study. It comprises a free-piston driver section, in which the driver gas is
compressed by a heavy (approx. 3 kg) piston, itself accelerated by high
pressure air behind it, a shock tube section in which the test gas initially
resides at pressures of order 1-10 kPa and a section containing the
acceleration gas (usually, but not necessarily, the same as the test gas) at
pressures of order 1-100 Pa. Downstream of the acceleration section is the
test section/dump tank with a rotary and diffusion pump attached. A full
description of the facility appears elsewhere re.g.[6]).

The usual arrangement is to use helium or argon as the driver gas and air
as the test/acceleration gases. The bursting pressure of the aluminium or
steel primary diaphragms normaly employed is in the range 19.5 to 34.5 MPa.
The secondary diaphragms are usually either 13 um polyethylene or 25 um
cellophane; prior to this study both were thought to offer a reasonable
approximation to the ideal massless condition. Shown in Figure S5 is the
forward location of the secondary diaphragm (at x = 2.111 m downstream of the
primary diaphragm); in this study most of the experiments were conducted with
the secondary diaphragm in its aft location (x = 3.736 m).

The measurements taken were of pitot pressure (PZ,t) and the sidewall
pressure (pz) at various locations along the shock and acceleration tubes;
the latter were also used to determine the variation in shock speed (Us)' All
pressures were measured using PCB piezo-electric transducers, which were pre-
calibrated. The data were recorded on a Physical Data Inc. multichannel
transient recorder operating on some channels at sample rates of 2MHz, whilst

on others at 40 kHz.
4.2 Operating conditions.

As the primary aim of these experiments was to explore the influence of
the secondary diapragm on the flow quality and, in particular, to determine
whether pre-deforming the diaphragm has any adverse influence, it was decided
to operate the facility in shock (rather than expansion) tube mode in order
to simplify the flow and its analysis. Also, since the thin diaphragms
required a finite pressure difference (< 1 kPa) across them to maintain their

deformed state, it was necessary to operate at reasonably high shock tube
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filling pressures (pl) in order to ensure that any unsteady expansion that
results is weak.

Finally, according to the analysis of Paull and Stalker (13}, it was
necessary to operate at conditions where the test gas sound speed was greater
than th driver gas sound speed (i.e. a, > a3) if the driver-test gas
interface was to act as an effective filter to disturbances originating in
the driver gas due to primary diaphragm rupture.

These criteria led to the choice of argon driving argon as the test gas
(the latter was preferred to air to avoid causing vibration and dissociation

real gas effects). A summary of the run conditions employed is given in

Table 1.

Table 1: Typical Run Conditions

P Us_1 32/a3
ﬂkPa) (kms )
B 20 1.65
4 2.25 3.7
1 2.75 7.3

Air reservoir pressure: 1.85 MPa
Primary diaphragm: 0.6 mm. mild steel, burst pressure p, = 19.5 MPa

Driver reservoir pressure: 75 KPa {(argoen)

4.3 Secondary diaphragm variables

Besides the shock tube operating conditions, the main variables in the

experiments concerned the secondary diaphragm. Parameters that were varied

included:

- thickness (or mass)
- deformation (prior to the run)

- location within the shock tube

The diaphragms tested were 13 pm thick pélyethylene, 25 pym and 50 pm
thick cellophane, 102 pm and 191 um thick mylar. When tested in their

undeformed state, care was taken to ensure that the pressures either side of

the diaphragms were equalised during the pump-down process.
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S. RESULTS
5.1 without secondary diaphragm.

Figure 6 shows typical pitot signals obtained at the three nominal
operating conditions listed in Table 1 without any secondary diaphragm. The
signals are similar to those obtained in expansion tube mode, except that one
would not, of course, expect to see any initial rise due to the arrival of
acceleration gas and the run is terminated by the arrival of the driver-test
gas interface, which manifests itself as an abrupt rise in pitot pressure. It
can be seen that this rise in pressure becomes comparatively larger at higher
shock speeds as both the gas velocity and the density ratio across the
interface increases. '

As expected, the run period (T) decreases with increasing shock speed;
also shown in Figure 6 is the predicted time of arrival of the interface
according to the theory of Mirels [5], assuming turbulent boundary layer
growth behind the incident shock. It can be seen that the theoretical
run time is slightly less than that observed experimentally, the discrepancy
becoming greater at the higher shock speeds. This is attributed to the
unrealistically high post-shock temperatures (> 7000 K) predicted by ideal
gas shock wave theory, which will cause the viscous effects to be
overestimated.

After the arrival of the interface, the pitot signals exhibit large scale
periodic fluctuations (of approximate frequency 25 < £ < 45 kHz) which were
also observed by Paull and Stalker {13} and were attributed by them to
disturbances arising from the non-ideal primary diaphragm rupture process.
The periodicity of the disturbances is due to frequency focusing caused by
the steady expansion undergone by the driver gas during the area ratio change
at the diaphragm location. One might expect the focus frequency to change
with different driver gas expansion ratios, but this does not seem to be
occuring in a systematic manner: the disturbance frequency illustrated in
Figure 6 (b) (p1 = 4 kPa) is greater than that for either of the runs
illustrated in 6{(a) or 6{(c) (p1 = 20, 1 kPa, respectively, the driver
pressure being nominally constant throughout all of these tests).

The pitot pressure during the run period remains fairly steady, although
the signal illustrated in Figure 6(a) exhibits some (small) fluctuations
occuring at a slightly higher frequency than those observed after the driver
test-gas interface has arrived (34 kHz vs. 28 kHz, respectively). This may be

a manifestation of the weaker filtering effect occurring at this run
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condition, where the sound speed ratio across the interface is comparitively
low, since these fluctuations are not evident on the signals obtained from
runs at higher shock speeds where the sound speed ratio is greater.

At the lower test gas pressures, in particular, the pitot pressure tends
to increase slightly with time, a phenomenon normally attributed to viscous
effects which cause the gas arriving towards the end of the run to have been
processed by a stronger shock than that at the beginning. However, the
measurements of the shock speed profile along the shock tube (Figure 7)
jndicate that, contrary to expectations, the shock actually tends to
accelerate along the length of the tube as the test gas pressure is lowered,
which should cause the pitot pressure to fall with time. [ n.b. In Figure 7
the shock speeds have been normalised with respect to that measured furthest
upstream (x - 2.0 m) ). Despite the uncertainty in the shock speed
measurements (due to the 2.5 ps data sampling interval) being rather large,
there appears to be no obvious explanation for the observed acceleration of
trhe shock.

Table 2 compares the measured pitot and static pressures with those
predicted by 1-D, jdeal inviscid gas theory, taking into account the non-
ideal driver gas behaviour for this piston-driven facility (6). It is clear
that, at high Py (or low Us), the theoretical pitot pressure is very similar
to that measured whilst the static pressure is slightly greater. However, at
low p, (high Us) the theoretical pitot pressure is much less than that

measured whilst the static pressure is in good agreement with measurements.

Table 2: Post shock conditions

THEORY EXPERIMENT
RUN p1 Us -
NO. ’1 Pyt P, M, Pyt Py M,
(kPa) (kms ) (kPa) (kPa) {kPa) {kPa)
279 | 20 1660 1788 665 1.22 1783 583 1.32
280 4 2200 678 234 1.27 843 243 1.44
289 1 2570 234 29 1.28 387 81 1.64
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The post shock Mach numbers were calculated using the Rayleigh pitot formula:

7+1 1
0 7-1 1-7
2,¢ _ .2 [z o
P, [ 2 ] [’ z " ]

The values obtained are, however, somewhat greater than predicted, with the
discrepancy becoming progressively worse at higher shock speeds. Again, this
is attributed to the unrealistically high temperatures predicted by ideal gas
theory, which would cause the predicted test gas density (and hence pitot

pressure) to be lower than the experimental values.
5.2 Effect of diaphragm thickness.

Figure 8 shows the effect on pitot pressure of varying the diaphragm
thickness for the operating conditions in Table 1. For each condition it
appears that fluctuations on the pitot signal occur before the theoretical
time of arrival of the driver-test gas interface (except when there is no
secondary diaphragm) and arrive earlier the thicker the diaphragm. The effect
becomes more pronounced at the lower pressures (or higher shock speeds) where
a rise in pitot pressure is also observed ahead of the theoretically
predicted time of arrival of the interface; the rise becomes steeper the
thicker the diaphragm. Thus it is clear that the prescence of the diaphragm
is having a marked influence on the available test time.

Figure 9 shows the effect of the diaphragm thickness on the sidewall
pressure measured 15 mm upstream of the diaphragm (i.e. at x = 3.721 m). The
pressure level is observed to increase markedly with increasing thickness at
all operating conditions. Also shown on the figures are the theoretically
predicted incident and reflected shock pressures: it is clear that, for the
thickest diaphragms (particularly at low pressure) the pressures recorded are
considerably in excess of the reflected shock pressure and it has been shown
(15] that, when the diaphragm inertia is large, the test gas is processed by
multiple shocks reflecting between the diaphragm and contact surface, the run
conditions being overtailored.

Clearly these reflections are detrimental to the flow quality, since they
would lead to increased levels of dissociation in a diatomic test gas. Of
those tested, only the 13 um polyethylene diaphragm had apparently negligible

effect on sidewall pressure under all conditions tested.
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Figure 10 shows the effect of diaphragm thickness on the measured shock
speed (normalised with respect to the value obtained nearest the primary
diaphragm, x = 2.0 m) along the length of the shock tube for P, = 1 kPa. The
data obtained suggest that the shock speed decreases in the vicinity of the
secondary diaphtagm and then rapidl& overshoots before decaying towards the
no-diaphragm value near the end of the shock tube. Both the decrease and the
susbsequent overshoot in shock speed become more pronounced the thicker the
diaphragm. Figure 11 shows the effect of shock tube fill pressure on the
shock speed profile for a fixed diaphragm thickness {191 pm mylar): it is
clear that the decrease in shock speed and the overshoot are greater at
lower pressures.

The apparent decrease in shock speed is probably an artifice caused by
the finite rupture time of the diaphragms, which can be estimated by
extrapolating the shock speed profiles either side of the diaphragm and
calculating the delay between them. The results are shown in Table 3.

As may be expected, the rupture time increases as both the diaphragm
thickness (or mass) increases and test gas density (or momentum) decreases.
However, it is clear that the rupture times obtained for the 13 um
polyethylene diaphragm are unrealistic and illustrate the approximate nature

of the estimation.

Table 3: Estimation of diaphragm rupture time.

Diaphragm Burst time (us)
material P, = 20 kPa P, - 4 kPa P, " 1 kPa
191 pm mylar 61 112 207
102 pm mylar 50 53 120
50 um cellophane 15 23 44
25 pm cellophane 13 16 37
13 um polyethylene 6 5 - 4

The overshoot in shock speed illustrated in Figure 10 is, however, believed
to be genuine and probably arises as a result of the increased pressure and
temperature of the test gas behind the reflected shock driving a stronger
shock into the acceleration section of the tube. The reflected shock is
weakened (eventually to a Mach wave) by the unsteady expansion that occurs
after diaphragm rupture [6]; as this will occur more rapidly the thinner the

‘diaphragm, the overshoot in shock speed will be greater for the thicker

diaphragms, as observed.
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5.3 Effect of diaphragm pre-deformation.

Experiments were performed with the 25 um cellophane diaphragm material
deliberately deformed prior to initiation of the shock tube run. The
deformation was caused by maintaining a pressure differential of about 80% of
the burst pressure (i.e. about 80 kPa in this case) for approximately 20 mins
prior to pump-down of both sections of the shock tube. Inspection of
diaphragms subjected to this loading indicated that they had deformed to
about 25% of the shock tube diameter (i.e. approx. 10 mm) at the centre after
this period of time and maintained their shape even after the pressure
differential had been removed. Tests were conducted at P, = 1, 4 kPa only.

Figure 12a shows the effect of the deformation on the sidewall pressure
measured 15 mm upstream of the diaphragm. Apparently the deformation reduces
the pressure after shock reflection considerably. Indeed, the results
at pl- 4 kPa (Figure 12b) show no increase in pressure above that behind the
incident shock. However, it was not certain whether the deformation had
actually influenced the shock reflection process significantly, or had merely
shifted the effective position of the diaphragm far enough downstream to
prevent the reflected shock from returning upstream over the transducer
before being attenuated to a Mach wave. 7

In order to test this, the diaphragm location was moved downstream by
4.5 mm (this being the estimated effective centre of reflection for the
deformed diaphragm) and tests repeated with both planar and deformed
diaphragms. The results are shown in Figure 12c for P,= 1 kPa and indicate a
similar level of reduction in sidewall pressure in the deformed case as was
obtained with the diaphragm located further forward.

It is thus concluded that deformation of the secondary diaphragm weakens
the reflected shock. This could be brought about by a reduction in the
diaphragm burst time, allowing the unsteady expansion wave resulting from the
diaphragm rupture to reach the reflected shock sooner. The diaphragm burst
time (estimated in the manner described in 5.2) is approximately 29 us for
P, = 1 kPa and 12 us for p, = 4 kPa; both are slightly less than the
corresponding values for the planar diaphragm (37 us and 16 us,
respectively), although therdeéree of uncertaiﬁty in this estimation is
probably greater than the differences calculated. It is not yet clear whether
such reductions in burst time (if they are real) are sufficient to cause the
observed reduction in reflected shock pressure, or whether the shock

reflection process is itself modified due to the curvature of the diaphragm.
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In either case, however, pre-deforming the diaphragms does appear to have
a beneficial effect on flow quality, since weakening the reflected shock
should reduce both the level of molecular dissociation and stagnation
pressure loss. Figure 13 shows the pitot pressure signals obtained and
indicates that deformation also has a beneficial influence on the steady
run period (compared with the planar diaphragm); again this is probably a
consequence of the weakened reflected shock. The curvature of the diaphragm
does not seem to enhance the production or transmission of lateral acoustic

wave disturbances, as was originally thought possible.
5.4 Effect of diaphragm location.

Figure 14 shows the effect of moving the diaphragm location on the
recorded pitot signals; the diaphragm material used in these experiments was
102 pum mylar and tests were conducted at P, = 1, 4 and 20 kPa.

Moving the location of the diaphragm upstream from x = 3.736 m to
x = 2.111 m delays the arrival of disturbances associated with the driver
gas; the effect becomes more pronounced at the lower pressures, where the
driver-test gas interface arrival is indicated by a sharp rise in pitot
pressure (as in experiments under the same conditions with no diaphragm
present). Thus it would appear that these disturbances are affected by the
interaction of the incident shock with the secondary diaphragm and the

resulting reflected waves.
6. CONCLUSIONS

From the results described above it is clear that the influence of the
secondary diaphragm on the flow quality in shock tubes (and therefore, by
inference, also in expansion tubes) is considerable. The thickness (or mass)
of the diaphragm material affects its rupture time which, in turn, affects
the magnitude of the reflected shock pressure, particularly if the time to
rupture is sufficiently long for multiple shock reflections to occur between
the diaphragm and the driver-test gas interface.

The shock reflection process has shown to be weakened by pre-deforming
the diaphragms so that they are non-planar. It has also been shown that the
duration of steady flow with acceptable levels of fluctuation in pitot
pressure is increased as the diaphragm thickness is reduced and as the
diaphragm is located further from the tube exit. The latter is probably only

true, however, provided the test gas core length has already approached its
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asymptotic value due to viscous effects (as in the experiments here),
otherwise the time between the passage of the incident shock wave and the
driver-test gas interface will not be maximised.

All of these observations are consistent with the view that the
interaction of the shock reflected from the diaphragm with the driver-test
gas interface is causing disturbances to be propogated forwards into the tesé
gas at a velocity greater than that of the interface. However, the details of
the interaction require further theoretical investigation (possibly by
computational methods).

Although the conditions tested (especially those with very thick
diaphragms) are unrepresentative of those which would be commonly employed in
expansion tube experiments, it is nevertheless hoped that the results
obtained will provide a useful experimental database to aid the development
of theoretical models attempting to describe the influence of the secondary
diaphragm on flow quality in expansion tube flows. These, in turn, should

lead to reliable design and operation c¢riteria for such facilities.
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Figure 6: Plot of Pitot Pressure Vs Time
(a) P, = 20kPa

() p, =4kPa
(c) p; = 1kPa
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Figure 8(a): Effect of Diaphragm Thickness on Pitot Pressure
p: = 20 kPa

(a) - no diaphragm

(b) - 13 um polyethylene
(c) - 25 um cellophane
(d) - 50 um cellophane
(e) - 102 um mylar

(f) - 191 ym mylar
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Figure 8(b): Effect of Diaphragm Thickness on Pitot Pressure
Pi=dkPa h

() - no diaphragm

(b) - 13 um polyethylene
(©) - 25 um cellophane
(d) - 50 um cellophane
(¢) - 102 um mylar

(M - 191 ym mylar -
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Figure 8(c): Effect of Diaphragm Thickness on Pitot Pressure
p. = 1 kPa

(a) - no diaphragm

(b) - 13 um polyethylene
(c) - 25 um cellophane
(d) - 50 pm cellophane
(e) - 102 um mylar

(f) - 191 ym mylar
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Figure 9(a):

Effect of Diaphragm Thickness on Sidewall Pressure
(Measured 15 mm Upstream of Dlaphragm)
pp=20kPa

(a) - no diaphrégm

(b) - 13 ym polyethylene
(c) - 25 pm cellophgpg
(e) - 102 pm mylar

(O - 191 pm mylar

44




3989.088 PRESSURE VS TIME.

f 1
SWHELALL -

tecssols - @ "’\Mﬁ"’\.\‘/\
kpa \\WN

3.48 usec 4.4
Tt —

Figure 9(b): Effect of Diaphragm Thickness on Sidewall Pressure
(Measured 15 mm Upstream of Diaphragm)
p, = 4 kPa

(a) - no diaphragm

(b) - 13 um polyethylene
(c) - 25 pm cellophane
(d) - 50 um cellophane
(e) - 102 pym mylar

(f) - 191 pum mylar
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Flgure 9(c) Effect of Dlaphragm Thlckness on Sidewall Pressure
(Measured 15 mm Upstream of Diaphragm)
p=1 kPa ) ,

(b) - 13 um pm polyethylene :
(c)- 25 pm cellophane
(d) - 50 pm cellophane

(e) - 102 ym mylar

(f) - 191 um mylar -
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Figure 12(a): Effect of Diaphragm Deformation on Sidewall Pressure
(Measured 15 mm Upstream of Diaphragm)
p, = 1 kPa

(a) - nd diaphragm
(b) - 25 pm cellophane diaphragm, pre-deformed
(c) - 25 pm cellophane, planar
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Figure 12(b): Effect of Diaphragm Pre-Deformation on Sidewall Pressure
(Measured 15 mm Upstream of Diaphragm)
p, = 4kPa

(a) - no diaphragm - - —

(b) - 25 pm cellophane diaﬁh}agm, pre-deformed
(c) - 25 pm cellophane, planar
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Figure 12(c): Effect of Diaphragm Pre-Deformation on Sidewall Pressure
(Measured 19.5 mm Upstream of Diaphragm)
p, = 1 kPa

(a) - no diaphragm
(b) - 25 um cellophane diaphragm, pre-deformed
(c) - 25 um cellophane, planar
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Figure 13(a): Effect of ﬁiéﬁira}rﬁiggé;ljéféfrhation on Pitot Pressure
p, = 1 kPa o '

© (b)’-"25 um ceflophane’ Hrphr ém pre-deformed
(c) - 25 um cellophane, planar”
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Figure 13(b): Effect of Diaphragm Pre-Deformation on Pitot Pressure
p, = 4 kPa

(a) - no diaphragm

(b) - 25 um cellophane diaphragm, pre-deformed
(c) - 25 pm cellophane, planar
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Figure 14(a): Effect of Diaphragm Location on Pitot Pressure
p,=20kPa

(a) - no diaphragm o
(b) - 102 ym mylar dlaphragm x =3736m
W(cﬁ) 102 pm mylar dlaphragm x=2.111m
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Figure 14(b): Effect of Diaphragm Location on Pitot Pressure
p; = 4 kPa

(a) - no diaphragm

(b) - 102 um mylar diaphragm, x = 3.736 m
(c) - 102 ym mylar diaphragm, x = 2.111 m
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Figure 14(c): Effect of Dlaphragm Locaﬂon on Pitot Pressure
p, = 1 kPa '

(a) - no dlaphrfgm‘
(b) - 102 pm mylar dlaphragrn x=3736m
) - 102 pm mylar d:aphragm x=211lm

56



MASS LOSS OF TEST GAS IN THE BOUNDARY LAYER OF AN EXPANSION

TUBE
(R.J. Stalker)

1. Introducti

It is well known that the boundary layer in a shock tube causes loss of gas from the
test region between the shock wave and the interface, and limits the size of the test
region that can be produced. In a similar manner, the continued growth of the
boundary layer after the contact surface can cause loss of gas from that region, and if
this is the test region of an expansion tube, it may cause a significant flow of gas
through that region. Whereas simple expansion tube theory would demand that the
test gas is stationary with respect to the interface, this boundary layer effect would
cause test gas to flow towards the interface in the inviscid part of the flow, and away
from the interface in the boundary layer. This may lead to an axial velocity gradient
in the test flow, and give rise to uncertainty concerning the history of the test gas.
There is therefore a need for a preliminary analysis to determine the magnitude of
this effect.

Mirels' presented an analysis of the shock tube boundary layer effect. He used the
Howarth transformation, and the assumption that the product of viscosity and density
was constant across the boundary layer at a value determined by a reference enthalpy,
to determine the mass flow in the boundary layer. These same approximations have
been used to good effect in conventional high speed boundary layer analyses, and
they were found to yield reasonable agreement with experiment for the shock tube
boundary layer case also. Therefore these approximations will be used here as the

basis of an analysis to determine the effect of the boundary layer in expansion tube
flow.

2.  Analysis

The flow situation envisaged is showing in Fig. 1. The frame of reference is fixed in
the interface between the shocked acceleration gas, 20, and the expansion tube test
flow, 5. It is assumed that boundary layer effects in the region 20 are sufficiently
developed to ensure that the mass of gas flowing in from the region 10 is balanced by
the mass which leaves 20 by boundary flow at the interface, so that the distance from
the interface to the shock wave, X, is constant in time. The boundary layer consists
only of acceleration gas upsiream of the interface, but downstream of the interface it
involves a mixture of acceleration gas and test gas. It will be assumed, however, that
acceleration and test gases are the same. In the test region, in general the boundary
layer will grow at a different rate to that in the post-shock region, and it will appear
to originate at a distance X, upstream of the interface.

The momentum in the boundary layer at any station may be written as (for a thin
boundary layer)

1 Mirels. H. "Shock tube test time limitation due to turbulent-wall
boundary layer". AIAA Journal, V2, pp 84-93, 1964.
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q =D [*pu’dy (1)

where u and p are the boundary layer velocity and density, y is the distance normal to the
surface, D is the tube diameter, w signifies conditions at the surface, and é is the thickness
of the boundary layer. Using the Howarth transformation, put

p dy = p dy, | @)

where y, is the co-ordinate of y in an incompressible flow of density p°. This is the
density determined at the pressure prevailing in the flow, and a temperature determined at
the same pressure and a reference enthalpy given by

h* = 0.5 (h, + h,) + 0.22 (h, - hy)

where h, and h, are the enthalpy at the surface and at the edge of the boundary layer, and
h, = h, + 0.5 u},is the recovery enthalpy with Prandtl number unity while u, is the velocity

at the surface.

It can be shown that, using the Howarth transformation, a laminar compressible boundary
layer is transformed into an incompressible form, and it is assumed that the same applies
to a turbulent boundary layer. Equation 1 therefore can be written

u

w

2 2
Q- p ol [° [_) dy, - o7 uls, [ («] dy, ) @)

where u is the velocity in the boundary layer. The profiles of velocity obey similarity in
both laminar and turbulent incompressible boundary layers, wherefore

W

fy [—] d(y, /8) = k, or k, 4)
0 tu

where k, and k, are constants depending only on the ratio of surface to mainstream
velocity (essentially the same on either side of the interface). For a laminar layer.

.\
a.=k,[“]x* (5)
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and for the turbulent case

x4 6)

where k, and k, are constants, x is the distance from the origin of the boundary layer, and
" is the viscosity at the reference enthalpy temperature.

The effective origin of the test region boundary layer (i.e. the value of X)) can be obtained
by assuming that adjustment from the acceleration region to the test region in the
boundary layer takes place in a few boundary layer thicknesses. The impulse of the skin
friction at the surface is then negligible compared with the momentum in the boundary
layer, implying that this remains constant as the boundary layer passes the interface (there
are no pressure gradient forces). Thus, putting qs = gs, at the interface equations (3), (4)
and (5) yield

. a
Hs |
N (xe )/E kl
plO uw

. p"_;ﬂ . % . 2
P uw2 k, (X, )’ k, = ps u, Kk
pS uw

which becomes

X, | X = Byt P/ Bs Ps (7

for a léminar boundary layer, and 'écf]{xéit'ifons'(3), (74) and (6) yield '

. \IS T
. Hao . K ‘
P Us kz[ J (% )5k = ps ug kz{ .5 ] (x. )k,

P20 uw Ps uw

which. becomes

X% = (Pl i) (3ol 15 )" ®
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for a turbulent boundary layer. Here the subscript 20 indicates the region in the
acceleration gas between the shock wave and the interface, and the subscript 5 indicates
the test region. These equations determine x, if x; is known, and therefore allow the
boundary layer in the test region to be defined.

The mass flow within the boundary layer at any station can be written as

s
m,, = D fw py dy

and, using the Howarth transformation again, this becomes

m,, = Dp'u, 8, [’ ul d(y, /8 ) =TD pu, 5 k'

where k' is a constant k(1 for laminar layers and kll for turbulent layers. Considering the
laminar case first, the mass flow in the boundary layer in the test region may be written.
by equation 5. as

. \%
Hs

p5uw

(2 + X" ke

(Mye), = 7D ps u, k,

where z is the distance from the interface, and using equation 7, this becomes

A 174

. 1 "
(mb()s = TTD pzo Uw kl . 2 xs/. k(l
P Yy,

z + X,
X

and, since the mass flow in the boundary layer at the interface is equal to the mass flow
through the shock wave,

1%
z
(Mye)g = Apy uw{”)’(‘ * 1}

c
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where A is the area of the tube cross-section, and p,, and u, are the density and velocity
in the acceleration gas passing into the shock. The mass of test gas which has been swept
into the boundary layer is equal to the boundary layer mass flow less the boundary layer

mass flow at the interface, i.e. (M) = (Mye)y and this may be written as

e

(Mye); ~ (Mo}, = AP Uro {( Xi * 1). - 1 } %)

for a laminar boundary layer. For a turbulent boundary layer, a similar analysis yields

415 :
(M), = (Mye)y = APy Ugo {(;(z— * 1] ‘1} (10)

e

The axial velocity perturbation, au., induced by this boundary layer flow returning

upstream may now be obtained. At any station, the mass flow of test gas in the inviscid
region towards the interface must match the mass flow of boundary layer fluid away from
the interface. That is, assuming that the boundary layer is thin,

Ps A oug = (mb()s - imbt)n , an

and, remembering that p,, = €p,,, where ¢ is the inverse shock density ratio, and putting

Pa = Ps a52 / azzo = ps Mzzo / MSZ, equations 9 and 11 yield, for a laminar boundary
layer

%
su = € uyy My / Myf {(xi . 1] -1}, (12)

[

and for a turbulent boundary layer

¢

, z 475
aug = euyy My / M,)° (;— + 1] -1} . (13)

The significance of equations 12 and 13 can be seen by reference to the wave diagram of
Figure 2. The velocity aug is constant along lines parallel to the interface, with au,
increasing with distance from the interface, implying that the greater
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the distance from the interface, the more test gas needs to be brought forward in a given
time interval to replace that which is removed by the boundary laver. To estimate the
amount of test gas brought forward for stations which are close to the interface, the time
interval can be taken as t, the time since the secondary diaphragm was ruptured, and the
expansion tube flow was initiated. Therefore the amount of test gas brought forward,
expressed as the length of test region that this gas would occupy, can be written as aZ =
au t and since Z, the length of the test region is given by Z = u,,t’M;, it follows that the
proportion of the test region gas which is lost to the boundary layer at station z is given
by

2L - M (14)

For stations which are not close to the interface this expression will be in error, since the
boundary layer no longer develops in a constant pressure region for most of the time §.
However, it can then be used to provide a useful estimate of the order of magnitude of the
effect.

It is worth noting that factors which may be expected to influence a boundary layer
analysis, such as the Reynold’s number and the tube diameter, do not appear explicitly in
equations 12 and 13. In fact, these effects are incorporated through X,. which by equation
7 is directly related to X,, where the effects are clearly evident.

3. CALCULATIONS

To demonstrate the magnitude of the boundary layer effect, calculations are carried out for
a laminar and for a turbulent boundary layer.

(a) Laminar boundary layer

U = u, = 6 km.s", Py, = 50 Pa (0.0005 atm), D = 150 mm, M, = 7.0

By eqn (7), X, = (pxn P /b5 Ps ) X, = (pao Ts /s Tap) X
T, = 2,700 k, Ty = 6,000 k
X, = 0.68 X,

From Mirels ", X, =0.64 m, .. X, =0.44 m.

From real gas calculations, ¢ = 14", My, = 3.4

o Aug [ uyy = 1 (3'4)2 {( Z_., l)yx - 1}, by eqn (12)

14 170/ |l0.44
and AZ#'
QZ&

7.0 Au, / u,,, by eqn (14)
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These two results are plotted in Fig. 3.

(b)  Turbulent boundary layer
us = 6 km.s', P,y = 500 Pa (0.005 atm), D = 150 mm, M, = 7.0

As above, from eqn (8), X, = 0.50 X, m.
From Mirels (", X, =0443 m, .. X, =0.222 m,

From real gas calculations, ¢ = 13", M,, = 3.0

1 (3.0V z 5
cAugfuy o= 5 (77—0) {(0'222 + 1) - 1}, by eqn (13)

and AZ_ = 7.0 Aug / u, as before

These two results are also plotted in Fig. 3.

The results show that, as would be expected, the turbulent boundary layer has a much
larger effect than the laminar one, yielding a perturbation velocity and movement of test
gas towards the interface which is about four times the laminar case. The magnitude of
the movement of test gas towards the interface, when the boundary layer is turbulent and
the distance from the interface is two metres for example, is approximately one metre
during the time that the expansion tube flow takes place. At the expanded Mach number
of 7, this implies that this test gas, instead of originating approximately 7 cm. from the
secondary diaphragm immediately before it bursts (assuming no shock reflection at the
diaphragm), in fact originates 10.5 cm from the diaphragm. This does not appear to be a
very significant effect.

As mentioned previously, this assumes that the boundary layer two metres from the
interface develops under the conditions of the expanded test flow. In fact, during most of
the time that the expansion tube is operating, the fluid which is to constitute this part of
the flow is at a higher density than the test region, and the boundary flows into an adverse
pressure gradient due to its flow in the upstream direction in the presence of the unsteady
expansion. Both these effects may be expected to reduce the mass flow in the boundary
layer when it is enveloped by the test region. This suggests that the present analysis may
somewhat overestimate the boundary layer effect.
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! ‘ A4 MEN
by Sean Tuttle

Extensive finite element modelling of the proposed thrust balance with the two twisted
stings (Fig. 1) using NASTRAN has shown that the axial stress wave will propagate down
the stings without distortion (the axial strain in the sting is proportional to the net axial
thrust). The nozzle to be used is a symmetrically diverging nozzle with 119 ramp walls.
The area ratio is approximately 5.5. Its length is 300 mm - this is to ensure sufficient thrust
is produced and that the pressure hump predicted by Allen (1991) is not spilt.

The scramjet to be used is 600 mm long with 2 54x27 mm rectangular cross-section.
Central injection will be used. The nozzle-sting system will be free to move i.e. it is not
attached to the combustor section. The joint between the combustor and the nozzle is such
that there is no flow spillage and no transmission of combustor wall stresses to the nozzle.

The stings are twisted through 900 just aft of the nozzle to provide rigidity and bending
stiffness. The finite element modelling has shown this to be acceptable. There are strain
gauge bridges before and after the twist on each sting. The static pressure along the ramp
walls will be measured. The pitot pressure across the nozzle exit plane will also be
measured. The difference between the thrust measured by the pressure transducers and
that measured by the strain gauges is the skin friction.

A simulated tunnel loading has been successfully deconvovled using an impulse
response based on the finite element model of the system (Fig. 2). The results from inital
bench tests performed on the nozzle show encouraging agreement with the finite element
predictions (Fig. 3). The difference between the two signals afier the arrival of the
reflection is due to the different end conditions of the stings in the finite element model
and the laboratory test. Therefore, it is felt that it will be possible to measure the thrust
produced by this nozzle during the tests in T4 in August-September 1993.

B_gl erences,

Allen, G.A., Parametric Study on Thrust Production in the Two Dimensional Scramjet,
ATAA, 1991
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Figure 1. Thrust Balance Configuration
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Effects of Oxygen Dissociation on Hypervelocity Combustion Experiments

R.J. Bakos and R.G. Morgan
The University of Queensland, Brisbane,
Australia

J. Tamagno
General Applied Science Laboratories,
Ronkonkoma, New York

ABSTRACT

Results of a comparative experimental study are
reported which was conducted to measure the effects of
the test gas oxygen dissociation produced in reflected
shock tunnels on hypervelocity combustion data. An
identical combustor model was tested in a reflected
shock tunne! with test gas containing approximately 50%
by mass of oxygen in dissociated form, as either atomic
oxygen or nitric oxide, and in an expansion tube having
test gas containing negligible dissociated oxygen.
Comparisons were made at two test conditions which
were energy equivalent to flight conditions at Mach 135
and Mach 17. Because combustion induced pressure
rise in supersonic ducted flow has a complex
dependence on many flow parameters, it is important to
carefully define the test conditions for the two facilities.
A method was developed and applied for selection of
comparison test conditions in the shock tunnel such that
differences in measured combustor duct pressures
should be sensitive to dissociation enhanced heat release
alone. Comparison of measured combustor pressure
distributions shows a very similar wave structure is
produced with a small but measurable increase in
pressure rise due to dissociation occurring in the shock
tunnel. The maximum absolute combustion pressure
difference detected over a range of hydrogen-air
equivalence ratios was 11%. This range of difference is
also predicted by equilibrium combustion simulations
and its small magnitude is a result of the relatively high
combustor inlet temperatures {>2000 K°) at which the
tests were run.

NOMENCLATURE

a mass fraction of total oxygen if the form of
O atoms

a, mass fraction of total oxygen in the form
of NO radicals

@ hydrogen -air equivalence ratio

C. G Specific heats at constant pressure and
volume

Y isentropic exponent, = C,/C, for an ideal
gas

d Combustor diameter

71

D, First Damkohler number, = the ratio of
residence time in the combustor to
chemical reaction time

D, Second Damkohler number, = Ahcyxgr/hy
the ratio of energy released by combustion
to the sum of thermal and kinetic energy

h, sensible enthalpy

h, chemical enthalpy

hy, total sensible enthalpy, = b, + u?/2

Hgr Stagnation enthalpy

Ah¢ ver Net amount of heat release from
combustion

M Mach Number

P Pressure

U Velocity

T Temperature

x Axial distance form injection

Y, Mass fraction of specie i

Subscripts

C bydrogen-air combustion test

M hydrogen-nitrogen mixing test

FO Fuel-off test

i Specie i

T Reactants

p Products

A Non-dissociated test gas

B Dissociated test gas

Ground testing of air breathing propulsion systems for
hypervelocity operation requires the use of pulse
facilities. Two types of pulse facilities, the reflected
shock tunnel {1) and the expansion tube [3], have proved
effective for producing subscale scramjet combustor data
in the hypervelocity regime, above 3 km/s. These
devices each produce a short duration of steady test



environment which is energy and nearly Reynolds
number equivalent to flight conditions. However,
differences in their operating cycles renders each with
potential advantages and disadvantages for credibly
simulating flight conditions over an entire air-breathing-
to-orbit trajectory. Presently, comparative experiments
are reported which aim to explore these differences by
testing identical hydrogen fueled combustors in each

facility.

Of concern for high stagnation enthalpy simulations in
reflected shock tunnels is the chemical state of the test
gas as it enters the combustor. At high enthalpy levels
significant dissociated species are formed in the nozzle
reservoir which do not completely recombine in the
subsequent expansion, producing a test flow with a
different composition and energy distribution than would
exist in flight.

The operation of an expansion tube is such that it avoids
this difficulty by adding stagnation enthalpy and pressure
through acceleration in an unsteady expansion process.
Because the high enthalpy flow is never stagnated, it is
not subjected 10 the static enthalpies necessary for
significant dissociation. The trade-off for this advantage
is that the unsteady wave process restricts the test time
available as compared to the reflected shock tunnel for
test conditions below 6 km/s. This theo limits the
length scale of models which can be tested.

For an air test medium in a shock tunnel upwards of
S0% of the oxygen conteat may leave the nozzle in
dissociated species; as atomic oxygen and nitric oxide.
In a preliminary study of dissociation effects on
combustion by Morgan [z, it was proposed that there
are three probable mechanisms by which the presence of
dissociated oxygen may enhance the combustion process
in a scramjet. Primary among these is additional heat
release from combustion. In combustion with atomic
oxygen, the atomic oxygen beat of formation adds
directly to the potential heat release. For complete
oxidation of hydrogen to form water, this increases the
heat released from 120 MJ/kg to 215 MI/kg of
hydrogen burned. In an actual combustion situation the
difference in net heat released will be less as some of
the additional chemical energy remains tied up in
dissociated products of combustion.

Second, because formation of oxygen radicals is a
necessary step in the combustion of hydrogen, pre-
dissociated oxygen may exhibit shorter ignition delay
times and a faster overall reaction rate. In a finite rate
chemistry study [4), it was shown that more rapid
chemical energy yield occurs in the presence of oxygen
atoms primarily due to an increased rate of the reaction

O+H, - H+ OH,

producing additional free radicals and increasing the
overall reaction rate.

Finally, it is not clear to what extent oxygen atoms will
have a direct effect on the mixing of fuel and oxidizer.
Assuming similar macroscopic mixing layer development,
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the presence of dissociated oxygen will alter the flow
Reynolds number and Schmidt number affecting mixing
on the molecular level, although evidence [S] suggests
that the dependence on these parameters is weak over
the range of variation expected.

It is the objective of these tests to detect dissociated
oxygen enhanced heat release by testing identical
combustor geomelries at comparable test conditions in
each facility. The most reliable means for detecting
heat release in pulse facility combustion experiments is
through static pressure measurements in ducted flow.
To this end a preliminary study was carried out by the
authors and reported in [6). There, in a similar test
program to the current one, it was found that the static
pressure rise upon combustion was significantly greater
in the presence of dissociated oxygen. Although a
considerable difference in fuel-off combustor pressure,
as measured in the two facilities, left the results open
for further interpretation.

For this investigation test condition duplication is of
primary concern.  Noting that the differences in test gas
composition and energy distribution alter the flow
variables so that combustion similitude parameters
including Mach number, Reynolds number, and the
Damkohler numbers cannot be matched simultaneously,
it is necessary to choose which test parameters must be
conserved in the comparison experiments. This is done
so that differences in measured combustor pressure can
be directly atuributed to dissociated oxygen changing the
net heat released and not to other coincidental fluid
dynamic effects caused by test condition mismatch.

This paper presents test methodology and data which
address the influence of test gas composition on
combustion beat release as tested in two pulse facilities.
The operating principles of each facility are explained
and an analysis of the sensitivity of combustor pressure
ratio to test conditions is described.  Using these
criteria, comparison test conditions were developed in a
reflected shock tunnel to be compared with existing
expansion tube data which were obtained at conditions
energy equivalent to Mach 13.5 and 17 flight. Test data
are presented along with results from a simulation
assuming equilibrium combustion which indicates the
validity of the data as well as its sensitivity to minor
mismatches in meeting the comparison criteria.

JEST FACILITIES

The operating principles of the two facilities used in
these experiments are given below. The T4-Reflected
Shock Tunnel is located at the University of Queensland
in Australia and the HYPULSE-Expansion Tube is
located at the General Applied Science Laboratories in
Ronkonkoma, New York, USA.

T4-Reflected Shock Tunnel

The arrangement and operation of the T4-Reflected
Shock Tunnel is shown schematically in Figure 1a. The



test gas is held in the shock tube which is separated

from the compression tube containing the initially low
pressure driver gas (a mixture of argon in helium) by a
steel diaphragm. The downstream end of the shock tube
is fitted with a nozzle having a throat area of
approximately one-nineth the shock tube area and is
sealed from the evacuated test section by a thin Mylar
secondary diaphragm.

The driver gas is pressurized by means of a single stroke
free-piston which is launched from the breech end of the
compression tube and, propelled by high pressure air
from the reservoir, accelerates down the compression
tube compressing the driver gas until the rupture
pressure of the steel diaphragm is reached.

Upon diaphragm rupture, the driver gas expands into
the shock tube initiating a strong shock wave in the test
gas. The shock wave reflects from the downstream end
of the shock tube creating a stagnant reservoir of test
gas at high temperature (6000-9000 K) and pressure (10-
SO MPa). For these tests the driver gas molecular
weight is chosen for operation in “tailored" mode
resulting in a steady reservoir pressure for approximately
1.0 ms duration. At shock reflection the secondary
diaphragm bursts and the test gas expands through the
facility nozzle. A time bistory of static pressure as
measured on a flat plate at the exit of a Mach 5
conitoured nozzle is as shown in Figure 2a.

For combustion studies in a reflected shock tunnel, the
useful test period is limited by driver gas contamination

(7). The interaction of the reflected shock with the tube
wall boundary layer in the driver gas results in a jetting

of driver gas ahead of the test gas contact surface and
into the nozzle throat. Using the prediction method

from [7), at a test condition having flight Mach 17 flow _

energy, driver gas contamination is calculated to0 occur
at approximately 0.7 ms after shock reflection, although
no evidence of contamination is evident in the current
experiments until after 1.2 ms. v
mass spectrometer measurements reported in [7] which
showed the analysis to be conservative.

For hypervelocity air test flows the enthalpy in the
nozzle reservoir is sufficient to significantly dissociate
the oxygen present. The rapid expansion from reservoir
conditions to the test condition results in the
dissociation level freezing at a value above equilibrium
for the test condition. Freezing is a consequence of the
density and temperature in the nozzle falling sufficiently
to caus¢ the recombination rate to become negligible
relative to the rate at which fuid moves through the

This is consistent with

nozzle. The remainder of the expansion then proceeds

with little chemical composition change.

A sctematic representation of an expansion tube is
shown in Figure 1b. The test gas is initially located in
the shock tube section at sub-atmospheric pressure and
separated from the driver by the main diaphragm
assembly and downstream from the acceleration tube by

73

a light Mylar secondary diaphragm. The HYPULSE
facility uses a cold helium driver gas which is initially
contained in the driver at 38-51MPa. The acceleraton
tube is a constant area tube of approximately twice the
shock tube length and is evacuated to a low but predse
vacuum level which is important for proper operaton.
The test section is located at the downstream end of the
acceleration tube.

Initiation of a test begins by rupturing the main
diaphragm. The helium expands into the shock tube
sending a shock wave through the test gas. On reaching
the end of the shock tube the secondary diaphregm
ruptures and the shock continues into the lower pressure
acceleration gas at greater speed. To balance velosty
and pressure between the acceleration and test gases, a
centered unsteady expansion wave is formed which
expands the test gas to the desired test condition.

The steady flow begins with the arrival of the expanded
test gas and is terminated approximately 0.4 ms later by

the arrival of the centered expansion wave, or by its
reflection off the driver gas interface. Driver gas
contamination is not an issue in an expansion tube
because the expansion wave must precede it out of the
facility. A static pressure time history measured at the
facility exit is shown in Figure 2b for comparison with
the reflected shock tunnel trace, Figure 2a. It is scen
that although a somewhat shorter steady flow period is
achieved, no time is used for nozzle starting.

The key feature of the expansion tube operation is that
the centered expansion wave imparts the bulk of the
epergy to the test gas. Thus, only a modest primary
shock strength is required to achieve a desired energy
level and therefore a greater performance potential for
a given driver pressure and sound speed is achieved. In
addition, the high energy test gas is delivered without
fist being contained in a stagnant nozzle reservoir
permitting greater stagnation pressures to be achieved
and greatly reducing the dissociation level of the test
gas. '

COMPARISON TEST METHODOLOGY

For an exact simulation of atmospheric flight conditions
in a propulsion test facility it is necessary to maich
identically the primitive variables of pressure,
temperature, velocity, and specie composition entering
the combustor. However, as conveniently set out in [8],
there exist simulation parameters or non-dimensional
combinations of the primitive variables which when
duplicated have the same effect, although it is not
generally possible to achieve complete similarity for a
dissociated test gas. For comparison of data between
the two facilities the same general criteria apply.

For simulating chemically reacting flows behind strong
shock waves, hypersonic Mach number independence
bhas lead to adopting stagnation enthalpy as the primary
simulation parameter to be matched when relating
reflected shock tunnel data to ideal air. It is instructive
to first examine the implications of matching stagnation



enthalpy before developing a preferred choice of
similitudes for the present case of a flow where no
strong shock waves occur.

There are three components of the stagnation enthalpy
in a dissociated test gas,

2
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which are defined as follows,
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For a test gas composed of only clemental species, the
chemical enthalpy is zero.

Consider two air flows, A and B, at equal stagnation
enthalpy, static temperature, and static pressure. Flow
A is in equilibrium at this condition which is such that
no dissociation occurs. Flow B is far from equilibrium
and contains significant fractions of atomic oxygen and
nitric oxide and therefore its chemical enthalpy is pon-
zero and may be of the order of the sensible enthalpy.
This enthalpy partitioning is shown schematically in
Figures 3a and b. Because B has positive chemical
enthalpy, the sum of its sensible and kinetic
contributions will be less than for A. However, because
the dissociated gas will bave lower molecular weight,
there will also be more moles of B in a given mass and
thus at the same temperature it will bave greater
sensible enthalpy per unit mass. This leaves B
necessarily baving a lower mass motion kinetic energy
and thus a lower velocity than A. Thus, at matched
stagnation entbalpy the dissociated gas will bave lower
velocity and higher sensible enthalpy and hence a
significantly lower Mach number than the npon-
dissociated gas.

Beyond these fundamental limitations for test condition
duplication, there are practical bounds to the degree of
accuracy with which test conditions can be contrived in
cach facility so that they are matched. It is therefore of
interest 10 know the sensitivities of measured quantities
to variations in test conditions. It is assumed fuel
conditions including injector geometry, pressure, and
mass flow can be duplicated.

To identif  which parameters must be matched it is
useful 10 examine a simplified model of a scramjet
combustor. The combustion process in a constant area
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scramjet  is approximated by a pre-mixed one-
dimensional flow with heat additon and composition
change. A perfect gas is assumed and no change in the
isentropic exponent with reaction, although a change in
specific heats is permitted between end states. Viscous

effects are neglected.

necessary to achieve
determine sensitivities
parameters. A more

These approximations are
analytical closure and thus
1o the choice of simulation
complete numerical model of

combustion is described subsequently.

From the conservation equations and the equation of
state the duct pressure, eathalpy, and total entbalpy
ratio are functions of the reactant Mach number, M,
and product Mach number, M,, alone as given by the
following:

p, (1-YM})

— M
Py (1+vM)))
v M 2} 2
Bp [LevM Y (M, 2)
h, \1evM?) (M}

2 1. 1p2
stala) -

where,

ho=h, 1+ L)

bas been used as is appropriate for a calorically perfect
gas. These equations are a somewhat generalized form
of the Rayleigh flow equations given in [9). The product
Mach number is determined from (3) after evaluating
the total sensible enthalpy ratio from the energy
conservation equation,

Rop et
by Ry @

where Ahcypr is the net heat release from combustion
and equals the difference in standard heats of formation
between products and reactants. Denoting D, as the
ratio of net heat release to total sensible enthalpy of the
reactants (Damkohler’s second number), equation (4) is
rewritten as,

D,=%t-l (4a)

From this equation and (3) it is seen that for given
values of D, and M, the product Mach number and
duct pressure and static enthalpy ratios are uniquely
determined.



In the context of the comparison experiments, the
additional chemical energy available in the reflected
shock tunnel oxidizer will alter D, and thus the
measured pressure rise. This change will only be purely
a result of modified heat release if the M, and h, are
matched between experiments.
Because hy depends on the velocity and hence M, D, is
not independent of Mach number. Another way of
writing (4a) that will more clearly show the sensitivity of
pressure ratio to Mach number is to move all of the
Mach number contributions to the right-hand side giving
an alternate non-dimensional heat release parameter,
Meper =(1*1211M,’)(:—:£—1) (4b)

W

Figure 4 shows duct pressure ratio plotted against
reactant Mach number for constant values of D, and
Ahcpr/hy. Practically, for a given beat release, lines of

constani D, may be achieved by adjusting the test flow
Mach number while maintaining flow energy, for
instance by diffusing the combustor inlet flow. Constant
Ahc er/h, lines require adjustment of Mach number

while keeping the temperature constant. For the latter
it is seen that at Mach numbers near three an increase
in sensitivity of pressure ratio to Mach number occurs.
Because M, is the mass averaged Mach number of the
oxidizer and fuel, even for hypersonic test conditions, it
will be in this range. Therefore it is important that the
reactant Mach numbers be nearly matched between
experiments so that differences in combustor pressure
ratio may be unambiguously interpreted. If a mismatch
in Mach number is unavoidable, its significance can be
minimized by duplicating the sensible enthalpy by itself
rather than the total sensible enthalpy.

The foregoing analysis identifies M, and either hy or h,
as the two prime parameters which when matched will
make the pressure ratio seusitive only to the effects of
atomic oxygen. However, the extent of heat release also
depends on the pressure and temperature of the
reactants in that they influence both reaction rates (first
Damkohler number, D,) and equilibrium conditions.
Reactant pressure is therefore chosen as the third flow
parameter and h, as the preferred flow energy
parameter. For the conditions of interest, differences in

due to composition will be small, on the order of 5%,
and therefore matching of h, is nearly synonymous with
matching temperature.

Referring to Figure S5c it is seen that the stagnation
enthalpy for the reflected shock tunnel, test gas B, needs
modification so that the criteria for matching ideal air
conditions are met. At equal values of h, and Mach
number, the stagnation enthalpy of B is greater both
because of its chemical contribution and the additional
velocity necessary to match the Mach numbers. For a
perfect gas the velocity required is as shown in the
figure.
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Results of the expansion tube combustion experiments
tests have been reported in {10] and [11] at conditions
simulating flight Mach 13.5 and Mach 17 flow energies.
Test conditions were established in the reflected shock

- tunnel which targeted these test conditions subject to the

matching criteria discussed above. Due to practical
experimental  limitations, precise * tuning of test
conditions in the reflected shock tunnel cannot be done,
and further, uncertainties exist as to the exact value of
some flow parameters.

Expansion Tube

Details of the expansion tube test flow calibration
method are given in [12]. Reported facility exit
conditions are given for the two test conditions in Tables
1 and 2a. The table entries are derived from a
combination of instream pitot and static pressure, wall
pressure, and facility shock speeds approaching the test
section assuming chemical equilibrium of the test flow.
To raise the test gas pressure at the Mach 17 condition
to a level capable of supporting hydrogen/air
combustion it was necessary to diffuse the acceleration
tube exit flow. For this purpose an axisymmetric
diffuser was designed and calibrated as described in [9].
Pitot surveys of the diffuser exit identified an
uncancelled wave system leaving the diffuser, however,
comparison to a numerical solution suggested that the
wave system was quite weak.

Repeatability of the expansion tube test conditions has
been found to be quite good Secondary shock speeds
repeat with a standard deviation of 0.7% and tube exit
static pressures with a deviation of 4.6%. No significant
difference is found in operating conditions between air
and nitrogen test gases.

Reflected Shock Tunnel

Two nozzles have been used for these experiments
having nominal exit Mach numbers of 4 (for flight Mach
135 tests) and 5 (for flight Mach 17 tests) as required
to match the expansion tube conditions. Previously, full
pitot pressure calibrations have been done for each of
these nozzles (reported in (1] and [13] respectively) over
a range of reservoir enthalpies and pressures. At
conditions near the present ones flow uniformity was
found to be adequate.

Conditions' were chosen for Mach 135 tests to
approximately match Mach number, sensible enthalpy,
and pressure of the expansion tube condition. Table 1
summarizes the shock tunnel reservoir and calculated
nozzle exit conditions for both air and nitrogen test
gases. Time of flight shock speed measurements and
nozzle reservoir pressure measurements are used to
determine the nozzle supply conditions. The non-
equilibrium nozzle flow is calculated with the quasi-one-
dimensional NENZF program [14]. The reaction set
for air includes 11 reactions for the species N, N, O,, O,
NO, NO*, and ¢



A significant portion of the oxygen is dissociated at this
condition which is primanly a consequence of the
relatively low operating pressure. (At higher operating
pressures obtainable in T4 less of the oxygen dissociates
in the reservoir and recombination is more complete in
the nozzle). In comparing to the expansion tube
conditions note that the Mach number, sensible, and
total sensible enthalpies are quite close as required.
Better matching of static pressure between facilities was
not possible due to practical considerations.  For
nitrogen test gas the nozzle exit pressure is calculated to
be lower than air because of a lack of chemical
recombination effects.

Nozzle exit conditions established to match the
expansion tube Mach 17 test condition are shown in
Table 2a. The calculation procedure is identical to that
for the Mach 13.5 condition.

Preliminary facility comparison experiments at this
condition, {5), showed that although the shock tunnel
nozzle exit pressure nearly matched the expansion tube
diffuser exit pressure, a mismatch in scramjet duct
pressures without fuel injection persisted. Measured
duct pressures in the expansion tube tests were 50%
greater. An attempt to remedy the deficiency was made
by raising the shock tunnel operating pressures, however,
a 25% error remained. In addition the Mach number, at
5.17, is below the required value of 5.75.

To remedy the pressure mismatch for the current
experiments the Mach 5 nozzle flow was recompressed
through a 0.852 area ratio conical inlet attached to the
model front.  The geometrical area change was
completed in 2.67 model diameters with a surface
inclination half-angle of 0.9°. For analysis purposes the
entropy change through the very weak shock wave
formed (normal Mach number of 1.05 for Mach 5.17
pozzle exit flow) is ignored and the change in test
conditions are calculated from the area ratio giving
approximately the 25% pressure increase desired. These
conditions are summarized in Table 2b for both air and

nitrogen.

Clearly this could make the Mach pumber mismatch
worse. But it is postulated, based on the pressure
mismatch found, that the expansion tube diffuser is
actually compressing the flow beyond the pressure
quoted in Table 2a and hence the Mach number is
below 5.75. An estimate of the diffuser exit conditions
based on a further (isentropic) compression to the same
pressure as calculated for the recompressed reflected
shock tube flow is also given in Table 2b. The
temperatures are now nearly equal for the facilities, and
although the total sensible enthalpies do not agree the
sensible enthalpies do. In Figure 6 matching of h, was
shown to be the preferred matching criteria when a
Mach number error exists.

Repeatability of the shock tunnel is similar to the
expansion tube with shock speeds repeating with a
standard deviation of 1.0% and stagnation pressures
with a deviation of 3.5%.
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Two identical copies of the model shown in Figure §
were used for the comparison experiments. The
cylindrical combustor has a constant diameter with
approximately five diameters from the leading edge of
the inlet to the fuel injector and 193 diameters
downstream of injection. For the reflected shock tunnel
tests at Mach 17, the 1.5 diameter long straight inlet was
replaced by the 0852 area ratio inlet described
previously.

Two different injection geometries were used. The first
was a circumferential slot injector issuing at Mach 1.9
from the combustor wall at an angle of 15° measured
from the model axis. The injector throat area to model
cross-section area ratio is 0.0628. The second consisted
of four discrete wall jets, positioned at 90° azimuth
around the perimeter and issuing sonically inward at 30°
measured from the model axis. Each injector bad a
throat to mode! cross section area ratio of 0.00694. In
both facilities the model was positioned in a free jet
configuration, capturing the core of the facility exit
flows.

Fuel flow was supplied to the injector plenum by a
Ludweig tube system opened by a fast acting valve in
both facilities. Fuel plenum pressure was monitored
upstream of the injector throat at an area ratio greater
than four. Fuel to oxidizer equivalence ratio was
controlled by adjusting the fuel injector plenum pressure
through the Ludweig tube fill pressure.

Model instrumentation included high frequency, high
sensitivity pressure transducers. Twelve were located at
133 diameter intervals downstream of the injector in the
expansion tube tests. In the reflected shock tunnel, 23
were used at 0.67 diameter intervals.

COMPARISON TEST RESULTS AND DISCUSSION

In this section the results of the comparison tests at two
flight conditions are presented. At the Mach 17
condition data for both injector configurations, the 15°
slot and the 4 by 30° discrete orifices, is compared. At
the Mach 135 only data for the discrete orifice injection
is available for comparison.
ndition - S! jecti

Results for the slot injector at Mach 17 enthalpy as
tested in the expansion tube bave been reported
previously [11]. Pressure and wall heat flux data were
obtained at three bydrogen-air equivalence ratios and
fuel-off conditions. Both air and nitrogen test gases were
used. The effect of mass addition and mixing alone on
the combustor pressure distribution were identified by
injecting fuel into a nitrogen test gas. Comparing these
data with results from fuel into air tests, at the same
fuel flow rate, allowed detection of combustion heat
release.

Tests were run in the shock tunnel for each of the three



equivalence ratios tested in the expansion tube. The
fuel flow rate, as dictated by the fuel plenum pressure,
was chosen to be matched in each case. Note that this
choice does not exactly conserve equivalence ratio
because of the different oxidizer mass flows entering the
combustor in each facility, However, it does conserve
fuel to oxidizer static pressure ratio at injection which
for equal oxidizer Mach numbers dictates the duct wave
pattern generated by oxidizer stream interaction with the
fuel. The calculated equivalence ratios achieved for all
test conditions in each facility, as calculated based on
the test conditions in Tables 1 and 2b, are given in
Table 3.

A comparison of the pressure distributions measured in
both facilities for air test gas without fuel is shown in
Figure 6a. Pressure is plotted as a function of distance
from the injector station for each facility. In the shock
tunnel the combustor was fitted with the 0.852 area ratio
conical inlet, Very similar pressure development with
distance and overall mean pressure level is seen
indicating that the effect of the inlet is to approximately
mimic the uncancelled waves leaving the expansion tube
diffuser. The closer spacing of pressure transducers in
the shock tunnel tests gives much better resolution of
the distribution. Results for a nitrogen fuel-off test is
shown in Figure 6b compared to the air result for the
expansion tube. The lower pressure achicved for
nitrogen is a result of real gas effects in the facility
nozzle as mentioned previously.

Comparisons of fuel injection results are shown in
Figure 6¢ and 6d for air and nitrogen test gases. Very
good agreememt is seen between the pressure
distributions for air with both pressure level and wave
structure appearing similar. For the nitrogen test gas
the shock tunnel pressures are lower because of the
lower inlet pressure. To extract a more instrumentation
independent comparison, the point-by-point ratio of
fuel-on to fuel-off pressures is shown in Figure 6¢ and 6f
for the two test gases.

Although no clear evidence of dissociation enhanced
release is apparent, a further manipulation of the data
by forming the ratio of the data sets from Figures 6e
and 6f shows that there is a subtle difference in pressure
level. This was done for all three equivalence ratios
tested and is shown in Figure 7. A straight line was fit
to each data set to obtain a quantitative measure of the
extent of pressure difference.

Although the differences are small, a trend toward
greater heat release and a larger difference between
facilities with increasing equivalence ratio is evident.
There are two probable contributors to these trends.
First, better mixing results from greater fuel penetration
at the higher injection pressures, and second with more
fuel present beyond stoichiometric, more heat release
results as the additional fuel cools the products of
combustion tending to increase formation of water. The
shock tunnel results are more oscillatory which is
probably a result of the combustor inlet Mach number
mismatch between air and nitrogen test gases. Because
wave angles are Mach number dependant, this provides
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an offset in the wave patterns produced in each gas.
Naturally, some offset must exist if combustion occurs
and this is evidenced in the expansion tube plots where
the oscillations increase with equivalence ratio and thus
heat release.

Mach 17 - Discrete Wall Jet Injection

Expansion tube results for the discrete injector are
reported in [10]. Two equivalence ratios were tested at
pominally two and three times stoichiometric. The
anticipated advantage of this injector over the slot
injector was to increase the rate of mixing.

For the expansion tube, the fuel-off data for air was
found to differ slightly from the slot injector test data.
Figure 8a compares fuel-off data from the shock tunnel
with the expansion tube results and a less definite
agreement is seen, although it is considered satisfactory.

Comparison of raw pressure distributions in Figure 8b at
a nominal equivalence ratio of three shows fair
agreement. When the ratio of fuel-on to fuel-off data is
formed, Figure 8¢, strong agreement of the wave
patterns is apparent while the reflected shock tunnel
appears to give higher pressure levels in the center and
end of the duct.

Figure 9 summarizes the normalized ratio of combustion
and mixing results formed in the same way as for the
slot injector. In both cases a larger combustion pressure
is seen for the shock tunnel. Also of note is that the
shock tunnel pressures for combustion tests seem to rise
immediately above the mixing tests, while in the
sxpansion tunnel a slower separation is seen. Although
not conclusive, this may be evidence of more rapid
ignition in the presence of dissociated oxygen. As the
flow proceeds down the duct the pressure distributions
tend to converge.

Mach 13.5 - Discrete Wall Jet Injection

Figures 10ac show facility comparisons of pressure
distributions for fuel-off and fuel into air at 2.4 times
stoichiometric.  The pressures values are shown
normalized by the theoretical facility exit pressure to
remove the calculated pressure mismatch and
reasonable agreement is seen. When the fuel-on data
are normalized by fuel-off data the duct exit pressure
levels are similar, however the strong wave pattern
caused by injection and seen in the shock tunnel data is
not found in the expansion tube results. Apparently the
transducer spacing is not sufficient to capture the short
wavelength oscillations which appear to be
approximately equal one expansion tube transducer gap

in length.

The ratios of normalized combustion to mixing pressure
for equivalence ratios of 1.2 and 2.4 are presented in
Figure 11. The straight lines £t to the data show nearly
identical combustion induced pressure rise with distance.
Again the shock tunnel ratio appears more oscillatory as
a consequence of the nitrogen and air inlet Mach
number mismatch.



EQUILIBRIUM COMBUSTION CALCULATIONS -
DATA COMPARISON

A more realistic model of scramjet combustion has been
developed to verify the above analytical results and to
correlate experimental results. It is an extension of the
entrainment model reported in {15}, to include
cquilibrium chemistry, wall heat transfer, and skin
friction. The fuel and oxidizer are modelled as quasi-
one-dimensional stream tubes of arbitrary composition,
with the oxidizer siream held frozen at the inlet
composition.  Startline conditions are calculated by
pressure and direction matching the fuel and oxidizer
streams with a specified total pressure loss for one
stream, and the other stream then determined by
conservation of streamwise momentum. At each stream
wise step through the combustor an increment of
oxidizer mass is entrained into the fuel stream (mixing
stream) where it is mixed and reacted to equilibrium.
The rate of entrainment is prescribed by a mixing
schedule, Pressure is assumed to be laterally uniform
and is chosen along with the area of the two streams
such that the conservation equations are satisfied at
each step. Wall boundary layer effects are computed
from and act upon the mixing stream using specified
skin friction and Stanton number coefficients. This
assumes that only the mixing stream is in contact with
the wall.

Simulations were run for the data available. To
maintain an equal means for comparison of the different
injector schemes, all simulations were run assuming a
constant rate of mixing to a fully mixed condition at the
duct exit. Boundary layer parameters of C;=0.003 and
St=0.0015 were used throughout. Subsequently the
ratio of duct exit pressure for combustion to mixing runs
was formed and it is compared to the measured data in
Figure 12 for the three test series. Plotted data points
are the combustor exit values of the straight lines fit to
the ratio of combustion to mixing pressure data. Ervor
bars of +.06 represent the ratio of the shot-to-shot
repeatability, approximately 3% for both facilities.

For the slot injector in Figure 12a, the measured
pressure rise is well below the equilibrium combustion
predictions for both facilities, suggesting incomplete
mixing and/or reaction. Note that the predicted
differences between facilities is approximately consistent
with the data. The test condition corrected data are
simulations run for the shock tunnel test gas at
coonditions exactly matching the pressure, Mach number,
sensible enthalpy and equivalence ratio of the expansion
tube tests. The difference between these predictions
and those for the actual conditions run in the shock
tunnel are indicative of the errors in the comparison
data due to test condition mismatch.

Similar results are plotted for the discrete orifice
injector at both test conditions in Figures 12b and 12c.
Test condition mismatch appears to bave had a
significant effect on the Mach 13.5 data in Figure 12¢
where the predicted equilibrium pressures for the shock
tunnel are below the expansion tube. The siinulation
run for exact test condition duplication shows the
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expected difference.

Overall the relative difference both predicted and
measured between facilities is surprisingly small
Representing the maximum departure measured, taken
as the Mach 17 condition with the discrete orifice
injector at equivalence ratio of 2, in terms of a ratio of
absolute combustor exit pressures, only a 11% increase
due to oxygen dissociation has been measured. Ratios
of absolute combustor exit pressures for all tests are
summarized in Table 3.

An possible explanation for this small difference comes
from the high static enthalpies at which these tests were
run. The high static temperature inhibits recombination
of combustion products. The additional chemical
enthalpy available from dissociated oxygen goes
primarily toward further dissociating the combustion
products and is not detectable as elevated flow
temperature and pressure.

CONCLUSIONS

The results of the facility comparison tests have shown
that very similar pressure data can be achieved in a
reflected shock tunnel and an expansion tube. Wave
structure was found to be quite similar once
instrumentation dependant factors were normalized out.
Macroscopic flow features were duplicated between
facilities and a valid comparison was made indicating
the effects of dissociated test gas on combustion.

Analysis was presented which identified the key test flow
variables which need to be conserved in the comparison
tests such that the pressure distributions are sensitive to
differences in heat release alone.

Subject to these test criteria, overall pressure rise
resulting from combustion was found to be only slightly
greater in the reflected shock tunnel as predicted by
equilibrium analysis. This difference, although small,
can be confidently attributed to effects of pre-dissociated
oxygen on combustion due to the careful choice of test
conditions and subsequent data analysis.

The high static temperature level at which these
comparison tests were run is offered as an explanation
for this small difference. This rendered the combustor
exit pressure less sensitive to the additional heat release
arising from combustion with atomic oxygen. The excess
heat does not appear as temperature and pressure but
remains tied up in the chemical enthalpy of dissociated
products of combustion.

The data similarity is in itself compelling because it
serves as validation of the simulations run in each
facility. The difference in operation of the facilities
clearly requires a different flow establishment process.
That these ultimate states tend to agree justifies their
validity as steady state solutions.

In considering future lower temperature tests, where the
effects of dissociation would appear more significantly,
two options exist. The first is to lower the stagnation



enthalpy at which the tests are run although the
dissociation in the shock tunnel then also decreases,
defeating the purpose. A second alternative is to
expand the test flow to higher Mach numbers at the
same stagnation enthalpy level. In principle this is
possible, but requires facility hardware which is not
available at present.

ACKNOWLEDGMENTS

The portic n of this work conducted at the University of
Queenslard was sponsored by the NASA Langley
Research Center through grant NAGW674, contract
monitor R.C. Rogers, and the work at GASL by the
Nationa! AeroSpace Plane Joint Program Office, C.D.
Snyder was the Task Manager. Mr. Bakos was also
supported by a DEET scholarship.

REFERENCES
1. Stalker, RJ., Morgan,R.G, PaullA, and
Brescianni, C.P., "Scramjet Experiments in Free
Piston Shock Tunnels,” Paper No. 28, 8th
National AeroSpace Plane Technology

Symposium, March 26-30, 1990.

2. Morgan, R.G., Dissociated Test Gas, Effects on
Scramjet Combustors,” Extract from NASA CR-
1882096, October 1990.

3 Tamnagno, J.,, Bakos, RJ., Pulsonetti, M.V, and
Erdos, J.I, "Hypervelocity Real Gas Capabilities
of GASL's Expansion Tube (HYPULSE)
Facility,” Paper 90-1390, AIAA 16th Aerodynamic
Ground Testing Conference, Seattle, WA, June
1990,

4. Jachimowski, C.J., “Analytical Study of
Combustion in Shock Expansion Tunnels and
Reflected Shock Tunnels,” (Future NASA TP),
January 1992.

S. Dimotakis, P.E, "Turbulent Free Shear Layer
Mixing and Combustion,” Paper 89-7006, %th
ISABE, Athens Greece, September 1989.

6. Morgan, R.G., Stalker, RJ, Bakos, RJ,
Tamagno, I, and Erdos, J.I., "Scramjet Testing -
Ground Facility Comparisons,” Paper 91-194(L),
X-1SABE, Nottingham, UK, September 1991,

7. Stalker, RJ, and Crane, C.A., "Driver Gas
Contamination in a High-Enthalpy Reflected
Shock Tunnel,” AIAA Joumnal, Vol. 16, March
1978.

8 Anderson, G., Kumar, A, and Erdos, J., "Progress
in Hypersonic Combustion Technology with
Computation and Experiment,* Paper 90-5254,
AIAA Second International AeroSpace Planes
Conference, Orlando Fl., October 1990.

79

10.

11

12,

13.

14,

1.

Table 1.

Anderson, J.D. Jr., "Modern Compressible Flow
with Historical Perspective,” McGraw-Hill, 1982

Tamagno, J, et al, "Axisymmetric Scramjet
Combustor Tests at Mach 13.5 and 17 Right
Conditions,” GASL-TR-353, (In preparation).

Bakos, RJ.,, Tamagno, J., Rizkalla, O., Pulsonetti,
M.V, Chinitz, W,, and Erdos, J.I, "Hypersonic
Mixing and Combustion Studies in the GASL
HYPULSE Facility," AIAA Paper 90-2095,
AIAA/SAE/ASME/ASEE 26th Joint Propulsion
Conference, July 1990.

Calleja, J, Tamagno, J, and Erdos, J.,
"Calibration of the GASL 6-inch Expansion Tube
(HYPULSE) for Air, Helium, and CO, Test
Gases,” GASL-TR-325, September 1990.

Jacobs, P.A., "A Mach 4 Nozle for Hypervelocity
Flow," University of Queensland, Department of

- Mechanical Engineering Report 9/89.

Lordi, JA, Mates, RE, and Moselle, JR,
"Computer Program for the Numerical Solution
of Non-Equilibrium Expansions of Reacting Gas
Mixtures," NASA CR-472, 1966.

Morgan, R.G.,, Bakos, RJ. and Tamagno, J,
"Bulk  Parameter Analysis of Hypersonic
Combustion Experiments,” GASL-TR-321, August
1990.

Test conditions at Mach 13.5 in expansion
tube and shock tunnel

Parameter

Shock
Tunpe!
(Air)

Shock Tunnel
Ny

Expansion
Tube
(Air & Np

P, (MPa)

142 102 102

H, (MJ/kg)

10.1 123 116

P (kPa) 35 280 .1

T (K% 20 2360 210

M 418 401 434

U (m/s)

3960 4250

be 9.96 10.6 116

b, 259 2%

1294 1323 1307

042 .

0.036 0.118 .

R (J/kg/K)

3124




Table 2a.  Mach 17 expansion tube diffuser exit ~ Table 2b.  Mach 17 conditions after 0.852 area ratio

conditions and nozzle exit conditions for inlet for reflected shock tunnel. Expansion
shock tunnel.  Diffuser values assuming tube conditions modified by compression to
i entropic compression to area ratio. shock tunnel static pressure.
Parameter Expansion Tube Shock Tunnel Nozzle Parameters Expansion Shock Tuanel Sbock Tunnel
Diffuser Exit - Ideal Exit Tube - after Inlet after Inlet
Modified (Air) N)
P, (MPa) 141, 403 (Air & Ny)
H, (MJ/kg) 153 145 P, (MPa) 136. 403 403
PaPa) | 164 166 H, (MJ/kg) 153 143 136
T (K9 2090 2010 P (kPa) 209 29 179
M 575 517 T (X9 2200 2120 2010
M 556 5.00 538
U (m/s) 5030 4630 4740
by 152 132 136
h, 251 245 233
cJ/C 1.294 1326 1309
a 0.006 0332 ;
a, 0.031 s -
R (1/x¢/K) 2875 3073 3017
Table 3. Nominal and actual equivalence ratios.

Predicted and measured combustor exit
pressure increase due to combustion.

Combustor exit
Test Condition Equivalence Ratio - ¢ pressure increase due
- to dissociation (%)
Model Config- ¥ o minal | Exp. Tube | Shock | Equil. | Measured
Tunnel Comb.
Calc.
1 0.88 0.98 6.7 0
Mach 17 Slot '
Injector 2 1.75 1.96 6.0 71
3 271 3.03 7.0 6.6
Mach 17 2 1.66 193 5.2 111
Discrete
lnjector 3 2.42 2-72 5.5 8.9
Mach 13.5 12 1.21 1.15 -15 35
Discrete
Injector ]| 24 2.32 2.42 -20 31
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AXISYMMETRIC SCRAMJET THRUST PRODUCTION

R.J. Bakos and R.G. Morgan

11th Australasian Fluid Mechanics Conference
December 14-18, 1992
Hobart, TN Australia

ABSTRACT

Experimental and computational resules for thrust
production in an axisymmetric scramjet with wall fuel
injection are reponed. Test conditions were established in a
reflected shock tunnel which were encrgy equivalent to
flight at Mach 17. Thrust was determined by integrating
siatic pressure  measurements along a  conical nozzle.
Computational mode!ling of the fowfield was done with a
Parabolic-Navier-Siokes code and good agreement was
found between measured and predicted combustor pressure
distributions. The level of agreement berween the nozzle
gross thrust cocfficients is also good. Measured nouzle
thrust is found to increase with increasing fuel equivalence
ratio and is primarily a result of the combustion induced
pressure rise. The effect of two-dimensiona) wave processes
in the nozzle are also examined.

INTRODUCTION

A primary objective of bypervelocity scramjet tests
is to evaluate the thrust producing potential of a combusior
configuration. For a given nozzle area rato, a one-
dimensional analysis ignoring finite rate chemistry in the
nozzle shows the thrust force produced depends on the
noazle entrance Mach number and pressure alone. In a
Iwo- or three-dimensional expansion geometry, non-
uniformity of the Mach number and pressure at the
combustor exit plane and in the nozzle oy modify the
thrust achieved.

The degree of modification and whether the Mach
number profile augments or reduces the thrust relative 1o ]
uniform profile depends on the transverse Jocation and sign
of the Mach number gradient, and the shape and length of
_the thrust nozzle (Stalker 1989). In a two-dimensional

~scramjet, operating at hypervelocity, a partally mixed and

reacted fuel jet will form a low Mach number region in the
combustor exit plane. The sign of the Mach number

gradient created by the jet depends on whether the fuel is

injecied along the wall, or is centred in the duct, separated
from the wall by unmixed air. The lauer case has been
studied by Sulker and Morgan (1984) for & plane two-
dimensional scramjet. It was found that _the interaction of
the centred expansion which originates at the nozzle
expansion comer, with the lower Mach number fuel Jjet,

produces compression waves and a thrust increment on the

nozzle surface relavve 10 a fuel-off situation.

To achicve the nozzke geometric area mk;:beécssary

for sufficient tvust production in a working scramjet, &
threc-dimensional  expansion geometry is  required.
Presently, a  wall-injecied axisymmenric  scramjet  and

PREOBDING PAGE BLANK NOT FK.MED
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conical nozzle is studied. This gcometry achicves a larger
geometric area rato than a Plane geometry of the same
expansion angle and therefore includes in a readily
analysable flowfield some of the advaniage of a three-
dimensional expansion. )

Experiments with an axisymmetric scramjet with a
conical thrust nozzle are described and measured pressures
are compared 10 a computational solution. The nozzle
thrust produced is calculaced and the influence of fuel
cquivalence ratio on nozzle performance is evaluated by
€xamining the noz2le thrust coefficient.

EXPERIMENTAL CONDITIONS AND APPARATUS

The tests were perfonned in & reflected shock
tunnel with 1 eontoured nozzle producing uniform air flow
at Mach 5.3, pressure of 16.0 kP2, and temperature of 2000
K. The pressure Jevel at the exit of the (acility nozzle was
confirmed by fla plate sutc pressure measurements. The
Mach number and lemperature values were derermined

1o be out of equilibrium having 33% and 12.5% by mass of
I8 oxygen in alomic oxygen and nitic oxide forms

~ respectively,

The axisymmetric combustor  and  nozzle
configuration are shown in Figure 1. Hydrogen fuel was
injected at Mach 1.9 from an annular wall jet a1 an angle of
15° from the combustor wall. Fuel conditions were varied
by adjusting the injector plenum pressure to achieve
quivalence ratios of 0.93, 1.91, and 3.0, A thrust noazle
is formed by a conical expansion of 10° half angle. It
begins from a sharp comer and lerminates at an exit
geometric area ratio of 9.17. Upstream of injection a shon
0.851 area natio conical inlet captured the facility flow
producing a 25% increase in satc pressure. This inler was
necessary 1o fine tune the test condition 1o achieve desired
combusior inlet conditions. Combustor and thrust nozzle
instrumentation included wall siatic pressure transducers at
25 mm intervals in the combustor and nozzle.

COMPUTATIONAL MODELLING

Simulations of the complete scramjet and nozzle
flows were done using the SHARC computer code
developed by Brescianini (19922).  SHARC is 3 two
dimensional, sicady, parabolic Navier-Siokes solver using
the finite volume meihod of method of Patankar and
Spalding (1970) with the pressure field calculated by the
SIMPLE algorithm, (Elghobashi and Spalding, 1977).

vvvvv — rge
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Figure 1. Configuration of axisymmetric scramjet and

conical thrust nozzle (dimensions in mm).

Turbulence was modelled using a compressibility corrected
k-¢1 turbulence model described in Brescianini (1992b). It
was implemented in the manner described in that reference.
For hydrogen-ais reaction chemistry the 8-reaction
mechanism as given by Evans and Schexnayder (1980) was
chosen 1o allow rapid tum around of compuler solutions.
A spot check comparing 1o 3 more complete 25 reaction set
from the same reference showed negligible difference in
predicted scramjet pressure distribution.

The portion of the model from the inlet leading
edge 10 the injection station was modelled using the facility
exit conditions quoted above as initial conditons. The
computational grid was slightly compressed toward the wall
and 80 grid points were used over the duct radius. For
fucl-on simulations the calculation was restarted at the
injectos station using a modified grid which included the
inclined fuel jeL Again an 80 point grid was used, slighdy
compressed toward the outer wall.  The air inical
conditions were calculaied to give the same boundary layer
thickness on the injector wall as the inler solution without
retaining the details of the weak wave system formed in the
inlet,

MEASURED AND COi.\lVPUTED PRESSURES

Measured and SHARC predicted distributions of
wall surface pressure are shown in Figure 2a. Scaner bars
represent the spread of data points over several (up o0
seven) tests and are seen to be typically within +/- 10% of
the mean. No normalisation of the data was done o
remove the scatier associated with repeanbility of facility
pressures, which accounts for approximately +/- 5% of the
scaner. Where no bars are shown insufficient data points
(less than three) were available o evaluate data scatier.

For the fucl-off case, the mean pressure kevel is well
predicted while the measured wave panem created by the
inlet appears 1o damp more quickly than is predicied. The
thrust surface pressure is of the correct magnitude although
the shape of the distibution is not picked up by the
calculation. -

For the fuel-on case, 8 large amplirude standing
wave parten has been created by the slighly transverse
fuel injector which is underexpanded by approximately a
factor of three at the injector lip. Agreement in the
combustor is excellent with the wave panem and
combustion and mixing induced pressure rise  well
predicted. The calculated injection shock persists into the
thrust nozzle as seen by the bump in the computed solution
there, while no clearly defined penurbation appears in the

88

data at this Jocadon.

Measured and computed pressures for the other
equivalence ratios tested are shown in subsequent Figures
2b and 2c. The injection induced shock sysiem and the
mixing/combustion pressure risc decrease in intensity for
the lower equivalence ratos and the computed location of
shock reflection in the nozzle moves downstream. The
level of agreement berween the computtion and the data in
the combustor is again scen to be good

MEASURED AND PREDICTED NOZZLE
PERFORMANCE

The nozzle thrust, Fy, is oblained from the measured
nozzle surface pressure distribution and geometry by
numerical integration using Simpson's rule. The accuracy
of this integrated value is limited by the number of points
in the pressure distribution and the degree of data scatter
noted previously. However, the relative smoothness of the
nozzle pressure distributions should ouke the numerical
integration procedure reliable. Thercfore, it is expecied
that the thrust values are of accuracy comparable to the
combustor daw, +/- 10%. For comparison, values of F,
were calculated from the SHARC nozzle pressure
distributions. These are summarised for the three fuel
equivalence ratios and the fuel-off run, along with the
measured valuves, in Table |. The values compuied agree
with the data 10 well within the dau reliability Limit of
10%.

Table 1. Nozzle thrust as measured and predicted by

SHARC
Equiv. Measured Thrust | SHARC Thrust
Ratio F{N) F:(N)
0 51.7 430
093 67.3 665
191 803 0
3.08 89.0 890

Both measurements and predictions show increasing
thrust is produced by the nouzle with increasing
equivalence ratio. This increase reflecis changes in both
the mean pressure at the combustor exit, which alters the
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Figure 2a. Comparison of measured and SHARC predicted
duct wall pressures for fuel-off ( ¢ - - -} and equivalence
ratio of 3.05 (@ — ) tests.

pressure level in the nozzle, and changes 1o the Mach
number distribution at the combustor exit, which results in
1 modification of the wave pattem in the nozzle. The
relative importance of the wave patiem changes alone can
be examined by forming a thrust cocflicient, Gy, defined as
the nozzle thrust normalised by the combustor exit ares and
mean pressure. A mean exit pressure was determined for
cach equivalence ratio by area averaging the SHARC
calculated pressure disribution, Considering the good
agreement found berween the SHARC solution and the
combustor pressure daw, this mean pressure was used to
form both the measured and SHARC G values.

Thrust coefficients (Table 2) from both the
measurements and the SHARC solutions show only slighs
vasiation (up to 6%) with fuel equivalence ratio, while the
thrust itself varies considerably.  Thus, the major factor
influencing the thrust as the equivalence ratio changes is
the mean statc pressure a1 the combustor exit, while
alieration of the Mach number distribution and subsequent
nozzle wave pattern changes do not strongly influence the
thrust produced. This strong pressure, weak wave patiern
dependence is consistent with the fuel being well mixed
across the duct, resulting in & relatively uniform Mach
number distribution which only weakly interacts with wave
propagation.

Although only s slight dependence of thrust on
wave pattern changes due 10 fuel addition has been
demonstrated for this flow, it is of interest Lo delermine
how close the conical porzde is 1o an optimum thrus
contour for the gives area ratio and combustor exit
conditions. An optimum contour acts 1o cancel all waves
intersecting its surface, producing a uniform pressure exit

lane.

F To see this, SHARC was run for the four fuel
conditions with a uniform laieral pressure condition
imposed in the combusior and oozzde. The nozzle thrust
found is thus nearly equivalemt © a perfect, wave
cancelling expansion in a contoured nozzle of the same
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Table 2. Thrust coefficients &lemined from
measured nozzle pressure and predicted by
SHARC for conical and contoured nozzles.

Equiv, Measured SHARC SHARC
Ratio G G
Conical Conical Contoured
0 1.49 1.39 1.55
0.93 | 14 1.46 1.5§
1.91 1.50 1.43 1.50
308 141 1.4) 1.47




Beomemic area nwo. (Shght differences arise 1n the
combustor exit conditions from the absence of waves in the
combusior, however, combusior exit stream thrust is found
10 agree 10 within 1% of the full wave captuning solution).
The “comoured™ thrust coefficients calculated are given in
Table 2. It is seen that the conical nozzle performance, as
simulated by SHARC, approaches the ideal contour for the
highest equivalence ratio, and is within 89% of the
optimum for the worst, fuel-off case. Therefore, it is
cxpecied that the thrust measured in the corical nozale is
within approximately 10% of the thrust that would have
been achieved had a perfecily contoured nozzle been tested.

CONCLUSIONS

Surface pressure distributions have been measured
and thrust values calculated for a scramjet with a conical
expansion nozzle when tested in a shock tunnel  at
vonditions equivalent to flight Mach 17. Flowfield
simulations with a parabolic Navier-Siokes code were
found 1o predict the combustor pressure dismribution and the
thrust produced by the nozzle 10 within the data scatter of
+/-10%.  The dewils of the pressure dismibution in the
nozzle, including the location of injection generated wave
reflections, is not well predicted, however, considering the
agreement in integrated thrusy, this discrepancy appears less

" imponant.

The nozle thrust coefficient was examined to
determine the effect of fuel addition on the cornbustor exit
plane Mach number distibution and on the wave pattern
formed in the nozzle. The addition of fuel was found to
alter the thrust coefficient by & maximum of 6% for both
the mcaswed and predicted nozze flows. However,
changes in absolute thrust were much greater indicating
that combuston induced pressure rise was the major
contributor o thrust

An ideal wave cancelling prediction of nozzle
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performance for the calculated nozzle exjp Mach number
dismibution was found 1o Bive up 10 11% greater thrust
cocfficient than the conical nozzle geometry which was
tested. It is expecied therefore that (he measured thrust
values are also approximaely 90% of the maumum
achicvable for the nozzle grometric area ratio.
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SCALING AND IGNITION EFFECTS IN SCRAMJETS
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Mechanical Engineering Depariment
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QLD 4072, AUSTRALIA

ABSTRACT

Some effects that could influence pressure scaling in
a scramjet are presented, namely viscous effects, ignition
time, and complete reaction ime. Results are presented from
the first scramjet model which is the largest 10 be tested in
the siudy. For stagnation pressures from 13 1o 40 MPa and
suagnation enthalpys from 5.4 to 107 Mg igniuon was
achieved in all combustion runs.  As theorctically expected.
ignition time decreased with increasing stagnation enthalpy
and sagnation pressure. In addition, the ratio of the pressure
al the etit of the scramjet to that at the beginning was found
10 decrease with increasing stagnaton enthalpy. i

NOTATION

C Specics CONCentration
forward specific reaction rate constant
length

igniton length

Mach number
pressure

specific gas constant
Reynolds number
wmperature

ume

velocity

axial distance
equivalence ratio
ratio of specific heats
absolute viscosity
density

ignition time

"
-

— —
-
”

C~H4 @™V

A DE <O M

" INTRODUCTION

There is at present no facility capable of testing 2 full

size scramjet engine over the full opcrating ranpe.  Scaling
laws are therefore needed to relate the data obuained by
testing scaled down modcls to a full sizc scramjct engine.
Ramjet enginc daw scales with a pressure-length scaling
factor. mcaning that keeping all other propenties (Mach
number, velocily, species concentrations, eic.) the same the
daua would scalc the same for twice the pressure and half the
length. This may be associawd with viscous effects. In a
scramjct engine, however, there are 3 numbcr of factors that
can potentially affect the scaling, the most important of
which are the viscous effects, the ignition time, the complcie
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reaction ume. the mixing process, and the effect of
emperature and pressure on equilibrium heat relcase. With
these effects acting simultaneously it will be difficult o
determine which effect is dominating the scaling factor. An
experiment has therefore been set up 1o dewrmine how
scramjet engines scale with pressure while keeping all other
flow properties constant. The experimenis cover a range of
length scales with similar geomeurics, maintaining the
pressure length product constant Ignition delay, reynolds
number effects and possibly mixing are expecied to scale
direcdy with this parameter. Therefore the experiment should
give an indicaton if other effects which do not scale this way
have a significant influcnce on the static pressure which is
fundamental for evalualing the performance of a scramjet.

THEORY

~ Viscous effects scale with Reynolds number. With
Mach number, velocity. entropy. and species concenlrations
held constant, viscous effects will scale by the pressure-
length factor.

pUx

" I

Re =

y T’

=(PHT-12M
Re=( R g

)

The ignition reaction is 3 two body reaction. Thus it
may be shown that the fractional change in concentration of
one of the ractants is dirccdy proportional 1o the
concentration of the other. Onc may then integrate to find
that the relative reaction rale is proponional (o the
concentration of onc of the reactants and thus the pressure.
Hence ignition length will scale by the factor pressurc-length.

A+B SC +D 3)
%:AA =-keCgdt )
Tig= El; (&)
tig"ll; (6)
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The final combustion reaction which produces Hy0 is
a three-body reaction. In an analogous analysis to the two-
body ignition reaction it may be shown that the relative
reaction rate will be proportional to the concentration squared
and thus to pressure squared. Thus the reaction length will
scale by the factor pressure squared-length.

A+«B+C XDoE ™
9CC—A“=-kfca Ccdt ®)
s )
‘ig“piz (10)

EXPERIMENTS

Mixing and combustion experiments have  been
performed in the University of Queensland's reflected shock
tunnel (T4) using 2 1.32 mere long scramjet model.  This
model is the largest of the scrampets 1o be tested in this study.
The model was two-dimensiona! with a duct height of 48 mm
and a width of 100 mm. It was instrumented with thiny PCB
pressure transducers 10 rcad sutc pressure and twelve thin
film heat Nlux gauges manufaciured at the University. The
Nlow was processed by a contoured mach 8 nozzle, a set of
opposing 15 degroc wedges and an internal expansion inside
the duct.  This was done in order to maich all the flow
conditions (mach number, wmperature, density,  species
concentrations) except pressure which were expecied when
wsting the smallest scramjet using 3 mach 4.5 contourcd
noxzle.

Scven test conditions were chosen in order to show
the effect of stagnation prssure and stagnation enthalpy on
pressure scaling. Figure | shows the variation of stagnation
pressurc and sagnation enthalpy for the seven st conditions
used.  Holding the stagnation pressure essentially constant,
stagnation enthalpy was varid from 5.7 10 10.7 MJAg
causing variations in static iemperature and velocity in the
mode! from 1100 10 2100 K and 29 10 3.9 kmss,
respoctively.  Also, while holding stagnation  cnthalpy
consni, slagnation pressure was vanied from |3 1o 38 MPa
€ausing variations in static pressure in the model from 6.6 to
17 KPa. Tablc I shows the Now propertics at the point of
fucl injection for the scven test conditions.

DISCUSSION

In all cases ignition was achicved. Figure 2 shows
pressure distributions for 3 comhustion, mixing, and tarc run
at condition 1. (A tare run is 3 run in which air is the st gas
and no fucl is injected through the central injeclor. A mixing
run is when gascous hydrogen is injected into Nirogen and a
combustion run is when pascous hydrogen is injecied intn
air.) The pressure rise in a tare run s duc 1o viscous ¢ffects
at the walls. By comparing the pressure  distributions
hetween a tare and a mixing run one can sce the exent of the
pressure rise due to mixing. The difference in pressure lewels
between the combustion and mixing runs, therefore, can he
attributed 10 combustion alone. From figure 2 it is qQuite casy
10 sce that combustion has occurred.

The ignition point. as well. can Quite casily be
determined from figure 2 as the point where the pressure
level of the combustion run rises suddenly above that of the
mixing run. Using the duct velocity for each run, ignition
times can be delermined. Figure 3 shows the variation of
ignition times with stagnation enthalpy. Note how the
ignition time decrvases with increasing stagnation enthalpy.
This rend agrees with the theoretica relation for ignition
time by Pergament (1963) which follows,

lig 83109 (%00m
Tg= - P an

This global model for ignition was developed on the basis of
an cight-reaction, six species chemisiry system. The pressure
and kmperalure in the relation cormespond to the local stalic
pressure and wemperature at the point of ignition, Hence the
iemperature used in the relation is the mixture temperature at
the ignition location. Huber et al. (1979) found that for cold
Hydrogen injected into a scrampet. self ignition would most
likely ofiginate in a mixing layer where the equivalence ratio
(¢) was 0.2. From an energy balance between the fuel and
air, neglecting heat tansfer and dissipation effects. the
mixture wmperature can be determined by the following,

0.327e

Tmix = Tajr - 1+0.2327% Tair - Trye) (12)

The valves predicted using the theorelical ignition relation,
however, do not mawch the expeaimental resulls very well,
Table 2 shows the difference between the experimental
values of ignition time obuined in the large model and the
theoretical relation. For conditions 2, 3 and 4 the theoretical
relation under predicts the ignition ime. This could be duc
(0 the fact that the theoretical analysis did not uke mixing
into account in detcrmining the ume 1o achieve five percent
of the compleie reaction lemperalure fise (ignition time).
The lowest enthalpy condition (condition 1). however, had a
lower experimental ignition time than the theoretical value,
The theoretical relation has a strong non-lincar variation with
lemperature at lower emperatures due 1o the nequired
activation encrgy which must he avercome 1o st the chain
reaction.  The experimental results, however, do not show
this strong non-lincarity at the low wmperatures,  This could
be because the flow may have some free radicals of chain
carricrs such as atomic oxygen in it due 1o the fact that the
fNlow was stagnated at the end of the shock tube and then
chemically frozen through the nozzle.

Figure 4 shows the variation of ignition lime with
sbgnation pressune. The predicied trend of decneasing
ignition time with increasing staghation pressure is ohserved
for all four conditions. Table X shows the difference between
the experimental values of ipnition time obtained in the large
model and the theoretical rehafion.  The theoretical values
over pedicied the ignition time in all four cases, This again
can be due to the fact that my flow did not exhibit a strong
non-lincarity of ignition at low temperatures.  The most
surprising result was the fact that ignition was achicved for
condition S and 6 where it was thought that for such low
pressurcs ignition should take four and six mode] lengihs,
respectively, to ignite.

The ratio of the final pressure at the exig of the duct 1o
the initial pressure in the duct hefore injection is shown as 3
function of stagnation cnthalpy in figure S, From this figure
onc can see that the prssure rise due 10 combusiion
decreased with increasing sagnation ¢nthalpy.  This is a

92



result expecied from theory since 8t the higher temperatures
the dissociation process will work against the final
combustion reaction.

CONCLUSIONS

Ignition was achieved for stagnation enthalpys from
5.4 1 10.7 MJAg and stagnation pressure from 13 to 40
MPa. Trends of decreasing igniton ime with increasing
stagnation enthalpy and increasing stagnation pressure were
observed. These trends maich theoretical trends, however,
the ignition time predicied by theory was less than the
experimental ignition time for stagnation enthalpys greater
than 7.6 MJ/kg. This was most probably due to the fact that
the theoretical mode! did not take mixing times into account.
For enthalpys less than 5.9 MJ/kg the experimenaal ignition
times under predicied the theoretical values which may be
due 10 the presence of chain carriers in the flow wavier the
nced for aclivation energy 1o initiale the reaction.The ratios
of final 1o initial pressures in the duct were found to decrease
with increasing stagnation enthalpy as was expected from
theory due to the higher levels of dissociation at the higher
enthalpys.

Further work includes the design and testing of the

‘smallest scramjet in this study. This scramjet will be one

fifth the size of the large scramjet with a 2 mm central
injector. Experiments are scheduled for early 1993.
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Table 1 : Test Conditions in Large Scramjet

cond. cond. cond. cond. cond. cond. cond.
| 2 3 4 s 6 7
M,ir 442 4.36 438 426 438 447 445
Py, | 38 40 EZ) 36 13 19 32
(MPa) '
HTair 5.7 7.6 85 10.7 55 5.4 59
(MJAg) _
Pair 17 19 14 21 6.6 78 13
(kP:)
Tair 1100 1500 1600 2100 1100 1000 1100
(X)
U.ir 29 14 is 9 29 2.8 30
thi/s)
° 1.23 1.36 1.26 1.32 1.23 1.53 1.29
Mfuel-.-l‘l
TT,-ue|=296 K

Table 2. Experimentally and Theoretically Obtained
Tanition Time for Various Suagnation Enthalpys

Table 3. Expenimentally and Theoretically Obuained
Ignition Times for Various Stagnation Pressures

Condition Hsug Tig (us) Tig (19) Condition Pm‘ Tig (i) Tig (s)
(MJAR) | (experiment) |  (theory) (MPa) (experinent) | (theory)

1 s$7 183 487 ) 13 243 1780

2 7.6 in 36 6 19 24 2500

3 8.5 129 29 7 n 219 493

4 10.7 25 S i 3R 1R3 487
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HYPERSONIC IGNITION IN A SCRAMJET

A. PAULL

Depariment of Mechanical Engineering

University of Queensland
QLD 4072, AUSTRALIA

1. Introduction

Scrasjets have been proposed as the wmain
propulsion systea for hypersonic reusable aircraft
such as the National Aerospace Plane (NASP),
Hermes and S enger. A significant amount of the
research into scrasjet propulsion systems has been
done in Australia using the hypersonic shock
tunnels T) and Té. Unfortunately, the application
of this research to an Australian funded project
of the size of the above mentioned aircraft is not
likely to be realized. However, a scramjet has
also been proposed as the propulsion systew for a
disposable launcher vhich deploys ssall payloads
into low earth orbit.
funded in Australia and furthermore, is a weans
for Australia to enter the space industry based on
technology which is to be used for future launch
vehicles. It is such a project that this research
into scrasjets is directed tovards.

2. Experimvental Aims

The experiments reported here were undertaken to
deterwine to wvhat extent both hydrogen and ethane
would burn st hypersonic conditions. They were
required to detersine the extent of mixing and at
what distance downstream of the injector was
combustion complete. It is important to deterwmine
this length as too short 8 cosbustion chasber vill
result in inefficient burning, vhereas too long a
combustion chasber could produce sufficient drag
to olffset the thrust production. ’

Results are presented for hypersonic buruning of
hydrogen and ethane in 3 rectangular duct. Vall

pressures wvere weasured downstreas of the
injector. From these measuresents it is shown
that, in contrast to peneral belief, wixing of
hydrogen fuel with air occurs quit rapidly.

Furthermore, sicnificant combustion does occur at
hypersonic conditions. ’

Hydrogen vas used as 3 fuel because of its pood
in

heat release and therefore pood perlormance
thrust production. The disadvantage vith hydrogen
is that it is s very bulky fuel. FEthane on the

other hand is relatively compact and vas believed
to have a sisilar chesistry to that of hydrogen
vwhen burnt in air and is thus an attractive fuel.

3. [Experisental Apparatus

The experiments repurted here wvere done in the
free paston driven hypersonic reflected shock
tunnel T4 (Stadker (1966)), fipure 1. Typically,
the arder of the test time in this facility is |
®s. Data vas recorded from each transducer every
2s.

Such a project could be

ORITINAL EAGE 1y
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The scrasjet wmodel wused in these combustion
experiments is shown in figure 2. It a constant
areg duct into wvhich fuel is injected centrally.
The duct is 27 ma high and 5S4 wm vide and 800ms
long. The injector which extends the fyll width
of the duct is Sma thick. The splitter plate, or
upstream edge of the inrjector, is 76 sm wide and
extends 74 wm upstreas of the scramjet intake.
The splitter plate has been designed so that all
shocks and expansions created by the leading edge
of the splitter plate are spilled outside the
intake to the scraasjet.

4. IExperiments] Results

Twvo different experiments will be presented. In
the first set of experisents the effect on the

pressure distribution downstream of the injector
produced by injecting different amounts of
hydrogen is displayed. In the second set of

experisents a comparison between the cosbustion of
hydrogen and ethane is sade.

4.1. Equivalence ratio study

In these experiments the seasure of the awount of
fuel 1njected into the freestreas is made in terms
of the equivalence ratio (). A fuel rich sixture
has ‘an equivalence ratio greater than one, vhereas
s fuel lean mixture's equivalence ratio is less
than one. The equivalence ratio for hydrogen fuel
is equal to 8 times the fucl sass flux through the

_injector divided by the mass flux of oxygen

throuph the intake.

The wmass flov of oxygen into the intake is
detersined numerically from conditions upstreas of
the shock tube nozzle using the code NENZF (Lordi
et.al (1966)). This progrsm is a3 one-dimensional
nonequilibrum rcal ras calculations which

_ _determines the physicsl and cheaics! properties of
the test gas at the exit of the nozzle.

Input to
the calculations are the nozzle contour and the
stagnation temperature and pressure.

The stapnation pressure i5 weeasured and the
stapnation tesperature is determined numcrically
from another real gas calculation perforsed by the
progras ESTC (Mcintosh (1968)). The inputs for
this calculation are the shock tube shock speed
and the shock tube filling pressure, hoth of vhich
are mcasured.

" Fuel vas injected at equivalence ratins of 0, 1.1,

95

1.8 and 4.). The pressure peasuresents taken
dovnstreas of the injector are displayed in
figures 3, & and 5. Also displayed in these

figures are the effects of injecting similar wass
fluxes of fuel inte a nitrogen test gas.
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Figure 1. Shock tube schematic

GRETANAL PAGE 19
Of POOR QUALITY

] Scale

Figure 2.

Due to the different chemistries of nitrogen and
air the nitrogen test pas properties at the nozzle
exit differ to that of the air's for the sase
stapgnation pressure. The times at wvhich the
pressure profiles displayed in figures 3, 4, and §
have been taken, were chosen so that the static
pressure of the nitrogen test £as at the nozzle
exit matched that of the air. This can be done as
the shock tunnel was run in an under taylored wode
and therefore the static pressure vas falling with
tive. Hence, a tiwe cnuld be chosen for which the
static pressure was al the required level. The
properties of the test gases for each figure are
riven in table 1.

[t can be seen that the pressure rise due to the
injection of fuel 1nto air is always preater than
that wvhen injected into nitrogen which in turn is
greater than that vhen no fuel is injected. The
Rreater pressuyre vrise produced when fuel s
injected into 4ir than that vhen fuel is injected
into nitrogen suggests that the fuel is burning.

Another phenoeena which is apparent when
resylts of fipures 3 and S are compared is that
the pressure rise associated vith the injection of

fuel at :4.2 s sigmificantly larper than that
for =i, 1. It mipght be concluded that the
injection of wore fuel somehow increases the
®ixing and t(hus lecads to prealer combustion and

therefore an increase in pressure. However, it is

not believed that extra cosbustion produces the
preater pressure rise obscrved in fipure 5.

4.1.1. Mixing analysis-

To understand the mechanism which produces the

increase in pressure at the hipher equivalence
satios the injection of fuel into nitropen shoyld
be considered. Here there is no combustion and
yet there s staill a2 sipmificant sncrease  in
pressure ot the hipher cquivalence ratio.

th the fucl did not ®mix vith the air then there
would be an obvious IRCTCasSE iR pressure when more
Tuel s injected.  To obtain an estimate of the
pressure rise expected due 1o the injection of
fuel 1t vas assumed that the test ras and the fuel
wvopld cxpand iscnatropicly from their propertics at

the exit plane of the injector tn one at which
their static pressures vere matched.  Uf this ix
done then the final static pressures for =11 and
4.1 are 17.4 and 19.6 kPa, respectively. I fycl
were not  injected the static pressure wvogld be
16 .4 kPa.

There is an  added  complication in_ the
interpretation of “these results. . The  above

Pressure rises are superisposed on a pressure rise
which ovccurs in the duct even when fuel is not

= w/[//s;mm e’/ /777 L] :njﬁﬂ’: —?—

Combuster schepatic

the .
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injected. It is believed that this rise is
produced by boundary layer growth. If the test
£3s wvas assumed to be isentropicly cospressed from
16.4 kPa to the measured value of 24.) kPa at the
end of the duct then this would correspond to a
boundary layer thickness of approxisately 2.5 pm
at the end of the duct. This is not unreasonable
when boundary layer theory is considered.

If this boundary layer grovth is assumed to remain
the same even when the fuel is injected and 1f it
is assumed that the fuel! and air do not wmix but
3re compressed by the effect of the boundary layer
then it can be shown that the static pressures
would rise from 17.4 and 19.6 kPa to 25.9 and 29.0
kPa, respeclively for .:1.1 and 4.2. However, as
can be seen frow figures 3 and S, this still does
not fully explain the increase in pressures wvhich
are observed, especially at the hipher equivalence

ratio.

To include the effects of ®ixing Morpan
€t.3l.(1990) has assumed that

(a) the fuel and the test ras six after their

static pressures have been satched and

(b} the wosentus luss observed in the fuel
results is also lost from the »ixed rases.

I these assumptions are made then by enforcing
the conservation of wass, momentus and enerpy it
can be shown that the final pressures for 3 fully
®ixed nilropen test pas with the hydrogen fyel
would expected to be 27.1 and 35.3 kPa for "=1.1
ond 4.23, rospectively. It can be secn frowm
figures 3 and 5 that these pressures correspond
reasonable well with those measured ot the end of
the duct. 1t is concluded that sixing is coaplete
4t the latest by the end of the duct,

off

4.1.2. Combustion snslysis

pressure rise due to the
are nov oblained in the sape
Yhen
wccurs
products are
covbustion are (hen

An estioale of the
ffects of coobustion
way that Morpan ct.al.(1990) has pProposed.
the fuel ®ixes with air and combustion
there s enerpy relvased and nev
formed. The effects of
included by assuming that
(4) the rnerpy celeased for complete consumption
of the availabTe oxypen is added to the enerpy
mpgation,

{d) the changte in specific heat and pas constant
due to the cosbustion products are dccounted for

in the final eixture, and

{c) the somentum loss due to the boundary layer
rrovth deterained frog the fuel of f resules is
the sam vhen cosbustion occurs.

Although this technique would appear Lo be a pross
sisplification of the combustinn process, it is s
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first order approximation to comhustion and pives
insipght inlo the sain sechanises involved in
combustion. If  the lisitations of this
spproxisations arve understnod, this type of
approxisation can be valuable in the understanding
of such cosplex phenomena.

above assuwptions it can be shown that
the exit of the duct could be
expected to be 4) kPa and 57 kPa for ‘=l.1 and
4.2, rvespectively. Fros these estisales the
experimental results indicate that all oxypen is
consused at both equivalence ratios.

Using the
the pressures at

It is concluded that the higher pressures observed
at higher equivalence ratios results from wore
unburnt fuel eixing vith the cosbustion products
rather than more cosplete coshustion.

4.1.3. Cosbustion length

Fipure 6 displays Lhe dilfference betwveen hydropen

injected into air and hydrogen injected into
nitrogen at =l 1, 1.8 and 4.2. These pressure
Jifferences have be averared over spatially

adjacent pressure difTerences tov display the trend
in pressure diflerences rather than the actual
prossure dilferences. The actval differences in
veneral undergo larpe vacistions betveen adjacent
spatial points. This results from the different

Qﬁé’ﬁlf—l ug‘ﬁg lg;.h oumbers of the air and nitroven te<t
v POOR QUALIYY
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gases producing different Mach wave angles. Thus,
the expansion and compressions wvhich are
travelling down the duct will be observed at
different lateral locations. Spatial averaging

over the adjacent points resoves this separation.
Tvo observations can be wade from figures &

{a) The pressure rise increases as the equivalence
ratio increases and

(by a8 sipnificant juop in the pressure can te
vbserved at the wall at x:350 o8 dovnstream of the
injector at the higher equivalence ratio.

The first observation was discussed above and
results from mixing. The second observation

suggests that either there s 2 significant
increase in wixing at this point or cosbustion
occurs rapidly at this point.

*z1.1 and 1.8
is essentially
This

Fros fipure 6 it is seen that for
the pressure difference at 200es
the same as that at the end of the duct.

vould indicate that cosbustion was cosplete at
200me {i.e. 115 oa downstrcas of injection). This
does not  contradict  the induction lengths

predicted by Nettleton (1992) wvhich indicate [hat
4 stoichometleic mixture of hydrogen and air has sn
induction lenpth of approxisately 50se for the
intake conditions of these experisents.

{f it is assumed that combustion also takes place
at the sase rate for '=4.2 as iz1.1 and :1.8 (as
is indicated in figure 6 for x<300) then the larpe
juap in  pressure observed at the higher
equivalence ratio at %2350 is probable caused by
sipnificant mixing at this point. 1L can be seen
from fipure 5 that at this point there is 3 shock
and expansion systew which is propapating through
the mixture at this point. It is possible that
this systen enhances @ixing and is thus possibly 8
useful sechanise.

4.2. Ethane-Hydrogen comparison

The cosbustion of ethane vas comparcd with that of
hydrogen at the stapnation enthalpies of 8.6 and
11.6 W/kp. Table 1 lists the flow parameters.

it can be seen Lhat af the hipher stapnation
enthalpy the pressure rise produced by ethane and
hydrogen were alpost indistinguishable. Vhereas,
at the lover cnthalpy the net incresse in pressure
produced by the cthane vas spproxieately half that
produced by the hydeogen. 1T the duct vere longer
it is not clear vhether or nnt this wvould have
bueen the case. Ethane say be sixing limited.
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Figure §. Pressure difference between fuel

into air and into nitrogen vs Distance from the
intake leading edge for different equivalent
ratios.

Not-with-standing the pressure rise associated
with ethane, even at the higher enthalpies, would
indicated that ethane is not as an efficient fuel
as hydrogen if efficiency is based on specific
iopulse. This follovs because for the same
equivalence ratio the mass of ethane is 15/7 times
that of hydrogen. Hence, to produce the sase
thrust per unit mass of fuel the pressurg rise
produced by the ethane would have to be 15/7 times
that produced by hydrogen.

However, it should be understood that efficiency
based upon specific ispulse is not necesssrily
applicable wvhen comparing different fuels foc
flight vehicles. This is because mare dense fuels
require ssaller fuel tanks and therelore less drag
will be produced by the vehicle wvhich runs on
higher density fuels. Kence, dense fuels with
smaller specific ispulses than less dense fuels
may in [act be more efficient overall.

Conclusions

At the enthalpy of 15 MJ/kp hydrogen can be sade
to burn effectively. The burning process ~does
appcar o be limited by w®ixing, but the
experimental results indicate that it is not @
server lisitation. In practical terss these
mixing lisitations would not pose 3 probles to the
design of a vorkable enpine. )

The induction process for the cosbustion of
hydrogen predicted by Nettleton (1992) would
appear to be consistent, at least (o an order of
magnitude, to that measured.

fthane fuel produces pressure rise which is at
most equal to that produced by hydrogen.  Hence,
if efficiency is based upon specific impulse it is
expected that ethane vould not be as an efficient
fucl as hydropgen.
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“i/kg kPa  w®fs ki/e
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7 N2 155 20.7 4926 032 5.4 1.2 K2
1,4,5A0c 14 9 20.) 4627 032 5.1 0.0
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A N2 15.6 19.0 4929 029 5.4 1.7 W2
3 Air 146.7 20.3  &63¢ 032 5.t 4.2 H2
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ABSTRACT

Three turbulence models of varying sophistication are
compared in a high-Mach-number reacting flow field which
is typical of many shock-tunnel scramjet experiments. The
simulations confirm that there are some significant
differences in the predictions obtained with the different
models. A comparison with experimental data shows that
none of the models give completely satisfactory results over
the entire length of the scramjet engine, however, all models
indicare that the fuel/air mixing rate is insufficient 10 achieve
complete mixing within the given engine length.

NOTATION

Ca.Ce2. Cy constant coefficients in turbulence

models

H, injecior step height

k kinctic energy of turbulence

tr mixing length

& dissipation length scale

p pressure

P, inlet pressure

St Stanion number based on inlet

conditions

u avial velocity

v wansverse velocity

x anal distance measured from injector

y ransserse distance

Yo charactenstic width

€ rate of turbulence dissipation

Neux miting efficiency -

LTy reaction-rate efficiency

A consant in mixing-length model

M turbulent viscosity

p density

o “Prandtl” number
INTRODUCTION

The sophisticated instruments required 10 measure
detailed profiles, such as velocity, lemperature, composition,
cic., in hypervelocity. shon-duration flows created by a
shock-lunnel, are only in the development stage. As a
consequence, heavy reliance must be placed upon current
CFD (Computational Fluid Dynamics) 1o extract detailed
information from a shock-tunnel scramjet experiment.
However, a large amount of uncenainty is attached to
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present-day CFD, particularly if the flows being modelled are
turbulent, since the turbulence and combustion models used
are unlikely 10 have been validated in hypervelocity flows.
Turbulence models are usually developed from
reference to simple, incompressible, low-spced flows.
However, it is well known that these models can give poor
predicrions if they are extended to flows which contain (a)
compressibility effects, (b) pressure gradients, (c) wall-
damping effects, and (d) combuston. A scramjet,
unfortunately, can suffer from all of these complicaiions
simultancously. Several methods have been suggested in the
literature for improving these models in “complex™ flows, eg.
by incorporating algebraic Reynolds stesses and also by
incorporating multiple-time-scale effects. However, the
complexity of the turbulence models increase substantally
with these modifications, and it is not clear whether these
modifications will have & substantial efTect on the predicoons
in a scramjet Nlow, or even if the effects will be beneficial. In
this current study, a series of numerical scramjet experiments
were performed using different turbulence models to see how
the predictions were affected by the different turbulence
models. The iest conditions chosen for the study comrespond
to a panicular flow condition produced by the T4 shock
wunnel at the University of Queensland, and hence, some
experimental data was also available for comparison.

TURBULENCE MODELS

Three turbulence models were chosen for the present
study. The first was Prandil's (1925) Mixing Length
Hypothesis (MLH). The model assumes that the turbulent
viscosily may be evaluated from the formula

v
M, =ply? Ia—yl {))

w here the mising length, by, is determined from the relation

[ § Yo 104]

where A is a constant, and y¢ is a characieristic width in the
flow. For the current study, the flow field was divided into
several regions with different characieristic widths. The
method used to determine the characteristic widths was that
suggesied by Spalding (1977). A value of A = 0.118 was
chosen for the present scramjet computations. This value is
slightly higher that the value of 0.09 suggested by Spalding,
however, it is slightly lower that the value of 0.128 used by



Launder et al. (1973). A value of 0.118 was found to give
satisfactory predictions for the spreading rates of single-
stream, incompressible, free shear layers.

The second model chosen was the well-known k-¢
model (see eg. Launder and Spalding, 1974). The high-
Reynolds-number version of the model evaluates the
turbulent viscosity from the formula

k2

where the values of k and ¢ are determined from sclving the
following transport equations
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The k-¢ model is generally applicable in a larger range of
flows than the simpler MLH model. The “standard” model
constants recommended by Launder and Spalding (1974)
where used during the computations.

For simple, parabolic flows, both the MLH and k-¢
models are usually reliable (although the MLH model usually
requires an adjustment of A from one flow geomery to
another). However, it is well documented that the predictions
from these models can break down under cerain “complex
flow” conditions. One of the shoricomings of the k-¢ model
is that it docs not allow for the transpont effects on the
Reynolds stresses (eg. uv). Rodi (1976) proposcd an
extension to the k-¢ model 1o help introduce these transport
effects. The extension proposed by Rodi effectively convens
the k-¢ model into an Algebraic-Reynolds-Stress (ARS)
model. Experiments have also indicated that the Reynolds

stresses Uv and v may be decreased in the proximity of
walls, and that this can decrease the spreading rate of wall
Jets. Ljuboja and Rodi (1980) have proposed a similar ARS
model which allows these wall-damping effects 10 be
predicted.

Another significant advance in turbulence modelling
has been the development of Multiple-Time-Scale (MTS)
models (Hanjalic, Launder, and Schiesiel, 1979). MTS
models are similar 10 the k-€ model, except that they require
the solutions of four transport equations, rather than the
Customary two associaled with the standard k-€ model (i.e.

~ Eqs. 4 and S). The MTS model proposed by Hanjalic et al.
also included a dissipation equation which was sensitized fo
irrotational strains. Such a modification is often beneficial in
flows with adverse pressure gradients. Fabris, Harsha and
Edelman (1981) have indicated that MTS models are
probably the best available for scramjet-combustor
calculations. ) ,

The third model tested (which will be referred to as the
ARS-MTS model) was cffectively a hybrid model which
incorporated the ARS and MTS ideas together. Full details of
this model, and the model constants used, are available in
Brescianini (1992). ’
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Because all three models were being used in highly-
compressible flows, compressibility corrections were also
applied 10 exch model. For the MLH model, the
compressibility comection suggested by Kim (1990) was
adopted. For both the k- and ARS-MTS models the
comrection suggested by Brescianini (1991) was adopied
Predictions obtained with these "corrected” models have been
found o agree well with compressible-free-shear-layer dana
taken in conventonal wind tunncls, however, their
performance in high-cathalpy flows remains relatively
unexplored.

The fluxes of heat and shear-stress 10 the walls of the
scramjet were cvaluated using wall functions. The wall
functions used were similar 10 those developed by Spalding
(1977), except that they were extended 10 account for the
compressible flow.

TEST CONDITIONS

The scramjet test condition used corresponded 1o an
actval scramjet experiment performed in the T4 shock tunnel
at the University of Queensland, and reported in Brescianing
and Morgan (1992). In this earlier scramjet study, four
numerical/experimental test cases were examined, with the
numerical simulations being based on a k-¢ model. Three of
the test cases were found 1o give quite satisfactory
agreement, however, a fourth condition (namely Run 697)
was not predicted 50 well. As a result, it was decided 1o
concentrate on Run 697 for this curren: study 0 see if the
predictions were substantially aliered or improved by using
different turbulence models.

A schematic of the constant-area scramjet engine used
to perform the experiment is shown in Fig. 1. The main-
steam flow within the combustion chamber consisted of a
Mach 3.6 air stream, with a statjc temperature of 1500 K, and
static pressure of 40 kPa. Hydrogen fuel was injected from a

step along the wall of the model with a stagnation pressure of

357 kPa, stagnation lemperature of 300 K, and a fuelair
cquivalence ratio of 1.5, The model was essentially two-
dimensional, with a duc height of 25 mm and a fuel-injector
step height of S mm, A lip of 2.25 mm was present on the
wall injector. This lip could not be modelled with the
Parabolic Navier-Siokes (PNS) code used in the current
study, and as & resull, the injtjal hydrogen fuel was assumed
1o expand to the full hydrogen siep height. In view of the
modcling assumptions required near the thick lip, the inidal
boundary layer on the injector was also ignored. The two-
dxmcr!sso_nfl. supersonic-combustion program developed by
Brescianini (1992) was used 1o compute the flow field, and
the finite-rate hydroge n/air chemistry was modelled using the
basic hydrogenair mechanism and the nitrogen-oxides
supplement recommended by Oldenborg et al. (1990). The

c{rcgu of turbulence on the chemical reaciion rates were not
considered.

RESULTS

Figure 2 compares the numerically predicted pressure
distributions along the wall of (he model whick contains the
fuel injector. None of the models predict the experimentally
noted wave structure correctly, however, a large pant of this
discrepancy may be due 15 the thick lip on the injector. Flow
visualisation was not available during the experiments, and
hence the true source of jhe waves within the scramjer was
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Fig. 2 Pressure vanation along wall of scramjet.

The MLH model clearly predicis a significantly higher
pressure rise than cither the k-&¢ model or the ARS-MTS
models. Between x = 200-300 mm, the MLH model over-
predicts the experimental pressures, however, towards the
rear of the duct the MLH predicions are in quite good
agreement with the experiments.

The k-¢ and ARS-MTS predictions are very similar.
The pressure rises predicted in the centre of the duct are in
good agreement with the experiments, however, towards the
rear of the duct the predicted pressures fall shon of the
experimental pressures.

The Stanion-number predictions obtained with the
three models are shown in Fig. 3. The MLH model clearly
predicts the highest heat-transfer raie, with the heat-transfer
rate near the injector being significantly larger than the
experimental measurements. Around the x=200 mm position,
however, the numerical and experimental heat-transfer rates
are quite similar. In comparison, the k-€ model predicts the
initial heat-ransfer rate, and the film—cooling length, quite
successfully, however, funher downstream the heat-transfer
rate is significantly under-predicied.

Tt should be noted that the predicied heat-transfer rare
obtained with the k-¢ model necar the injector is quite
sensitive 10 the initial twrbulent length scale G = Cy, k). It
is possible 10 improve the heat-transfes prediction at the x =
200 mm station by increasing the initial value of {, but only
at the expense of the film-cooling-length prediction. The
value of 'u“j which was adopted here (namely, 0.002), as
well as the initial wrbulence levels, were the same as those
used in Brescianini and Morgan (1992). In a similar fashion,
the film-cooling length predicied by the MLH model could
be improved by decreasing A, but only at the expense of the
downstream heat-transfer and pressure predictions.
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Fig. 3 Stanton-number variation along wall of scramjet.

For the ARS-MTS model, an initial length scale was
chosen which was identcal to the k-€ model. It can be seen
that the Stanton number predictions obtained with the ARS-
MTS and k-€ models are very similar, with the ARS-MTS
predictions being only slighdy lower.

Two of the major parameters of interest in the scramjet,
namely the mixing and reacrion-rate efficiencies, are shown
in Fig. 4. (The mixing cfficiency is defined here as the
amount of reacted hydrogen if all mixed hydrogen reacted
completely, divided by the same quantity if mixing had been
complete. The reaction-rate cfficiency is defined as the
reacted hydrogen, divided by the amount of reacted hydrogen
if the hydrogen which has mixed with oxygen reacted
completely). It can be seen that the MLH model has
predicted a significantly larger amount of mixing than either
the k-€ model or the ARS-MTS models. However, what is
also important is the fact that all three models predict the
fuel/air mixing to be far from complete by the time the flow
has reached the end of the duct. This is in general agreement
with the results obtained by Brescianini and Morgan (1992).
In comparison 10 the mixing cfficiencies, the reaction-rate
efficiencies shown in Fig. 4 are vinwally identical for all the
turbulence models. This shows that & change in the fuel/air
mixing rate has not affected the overall reaction rate.
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CONCLUDING REMARKS

Three turbulence models of varying sophistication were
compared in 3 supcrsonic scramjet flow. A significant
difference between the MLH model and the k-¢ model was
noted The k-€ results and the ARS-MTS results also
differed, but by a much smaller extent. The MLH model
predicied the highest mixing rate, while the ARS-MTS model
predicied the lowest. All models showed that the fuel/air
mixing rate was insufficient to produce complete mixing
within the given length of combustion chamber. None of the
models appcared 10 predict the experimental results
accurately over the entire length of model. The k-£ and ARS-
MTS models appeared to give the best results near the
injector, however, further downsweam the MLH model
appeared 1o perform better. The reasons why none of the
models appears to be compleiely satisfactory over the entire
mode! length is uncertain at this stage, although transition-to-
turbulence effects, and also the injector's thick lip, are
possible explanations.
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ABSTRACT

Interest in scramjet powered flight has led to the siudy of
shock induced mixing and combustion effects. To provide
further understanding of phenomena associated with shock
induced mixing and combustion, an experiment investigating
the interaction of shock waves and a mixing region was
undertaken. Hydrogen was injecied parallel 10 2 co-flowing
stream of nitrogen, from the base of a central strut injector.
Pitol pressure measurements were taken within the mixing
region. After the pitot rake was removed, static pressure
measurements were made downszeam of the shock wave
mixing layer interaction on the surface of 3 different shock
inducing wedges. The flow was tumed through angles of §,
10, or 15 degrees with these wedges.  Theoretcal
calculations of the static pressure were performed using a
shock interaction model based on the time average flow
propenties, and the results from the pitot survey. Agreement
between the theoretical model and experimental results was
reasonable, but more data is required to fully validate the
shock interaction model, and to demonstrate its usefulness in
understanding the processes of shock induced mixing.

INTRODUCTION

If hypersonic flight using scramjet (supersonic combustion
ramjet) propulsion is to be realized, the problem of
significantly enhancing supersonic mixing and combustion
must be solved. The scramjet is an airbreathing concept
which requires the injection of fuel {usually hydrogen) into
the high speed air stream entering the engine. The fuel is
resident within the engine for only shon periods of time and
must mix and burn rapidly in order to produce the required
thrust. Unfortunately, supersonic flow is not conducive to
rapid mixing. It has been known for some time that mixing
can be profoundly influenced by compressibility effects
(Papamoschou and Roshko, 1988). Therefore, methods 1o
enhance the mixing rates in supersonic flows are currently
being sought.

The impingement of shock waves on mixing regions has
received some atiention as a candidate method for improving
the mixing in supersonic strecams. Varying degrees of shock
induced mixing augmentation have been observed in recent
_supersonic mixing layer experiments (c.g., Hyde et al,, 1990,
Sullins et al., 1991, and Roy, 1991). Based on a survey of
previous literature, Kumar et al. (1989) state that through the
interaction of wrbulence and shock waves, the wurbulence and
mixing may be amplificd by a factor of 2 1o 5. Numerical
studies of their own (presented in the same paper) suggest
that an oscillating shock wave may also provide efficient

mixing enhancement.  However, fluctuations in either the
pre-shock flow or the shock itself are not essential for mixing
augmentation. Jacobs (1992) experimentally demonstrated
fhc _ mixing enhancement resulting from shock wave
impingement on a cylindrical gas region of lower density.
Additionally, it is we!l known that vorticity is generally
discontinuous across a shock wave in steady compressible
flow (e.g., Hayes, 1957).

It is evident therefore that the passage of a shock wave
may influence mixing through modifications 1o both the
fluctuating and steady flow properties.  Fluctuations
associated with the interaction process have been dealt with
previously (e.g. Kumar et al,, 1989), however, there is a
paucity of research treating the interaction process on a lime
average level. Therefore, the true influence of the fluctuating
flow properties cannot be fully assessed. In the current
study, theoretical modelling of the interaction process is
achicved using a simple steady flow shock interaction
analysis. It is felt that a steady flow analysis of & shock
mixing region interaction provides a useful benchmark for
assessing the influence of unsieady turbulence effects, and
gives good physical insight into the shock propagation
process.  Experimental investigations of shock wave
interactions with mixing regions were performed using a
central strut injection model, in conjunction with a shock
tunnel faciliry,

INTERACTION MODEL

The current interaction model is based on steady flow
properties ahead of the shock wave. No interaction between
fluctuating quantities and the shock is treated with this
spproach. A stable oblique shock wave gencrated by a
straight wedge, which does not deccleraic the flow 10
subsonic velocities, is assumed. Since mixing typically
occurs slowly under supersonic conditions, a non-uniform
distribution of properties is likely within a supersonic mixing
layer. The mixing region ahead of the shock wave is treated
as unidirectional with a uniform pressure, and is modelled
using the distribution of the steady Mach number alone. A
constant value for the ratio of specific heats is also assumed
10 exist across the mixing region. Modelling of the shock
wave is achicved using the Rankine-Hugoniot relations
(Licpmann and Roshko, 1957).

Consider the situation depicted in Fig. 1a. By employing
the conditions of matched pressure and flow direction oa
cither side of the dividing streamline, it is possible to derive
an expression describing the propagation of the shock wave
in the variable Mach number region. This expression takes
the form,
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The function [}(Mj, 8) is analytic, but quite complicated
and will not be further detailed in the current paper. The
Mach number distribution shead of the shock is the inital
factor causing the shock wave to change direction. However,
further shock curvature may arise due to the nonuniform
pressure field behind the shock resulting in isentropic waves
impinging on the shock wave from behind, Fig. tb. In this
case, the equation which describes the effect on the shock
wave shape takes the form,

2 M. @

Agz;jn. the function of My and 8 is analytic, but will not

be further defined in the current paper. If the distribution of
Mach number and the strength of the waves impinging on the
shock from behind are known, the shock wave shape through
the mixing region may be calculated. The change in shock
direction will then be given by

d8 = f,(M;. 6) dM, + f2(M,, 8) da %)

isentropic
wave

a) Primary shock curvature. b) Secondary curvature effects.
Fig. 1 Shock wave Interaction model.

A method of characteristics solution was used to
implement Eqn (3). Calculations begin with the solution of
the Rankine-Hugoniot shock relations at the leading edge of
the shock-inducing wedge. The Mach number disiribution,
the wedge angle, and the ratio of specific heats are the only
parameters necessary for solution of this problem. Sieps of
cqual size are 1aken across the Mach number distribution, and
Eqn (3) is employed at each calculation point on the shock
wave to find the new shock angle.

EXPERIMENT

Eacil

An experiment investigating reflected waves generated by
the oblique shock as it passes through the mixing region
(with the general arrangement given in Fig. 2) was performed
in the T4 free piston shock tunnel facility at the University of
Queenstand (Stalker and Morgan, 1988). A contoured
nozzle. nominally designated “Mach 5.7 was used to
acceleraie the stagnated lest gas to the required flow
conditions. For the present experiments, the tnnel was
operaied using an argon driver at a volumetric compression
ratio of 60 with a 2 mm mild steel primasry diaphragm. The
shock tube was filled with nitrogen to 100 kPa. An example
of the stagnation pressure signals recorded at this condition is
presented in Fig. 3. A relatively low enthalpy condition was
chosen for the present study (Table 1), so that the velocity of
the shock tunnel and the injected sireams would be
approximately equal. It was thought that maiched velociies
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would simplify description of the mixing region, and that the
shock interaction process for such & region would be
amenable to solution via the steady flow interaction model.
At this condition, & conservative estimate (Gourlay, 1992)
based on the analysis of Stalker and Crane (1978) suggests
that 3 ms of test ime should be available prior to driver gas
contamination.

b MJ‘

M,
Fig.2 Schematic of experimental arrangement.
13 T
oA :
& 10 i s/
=
25 « -
0 —_—
0 1 2 3 4
t (ms)

Fig. 3 Example of shock tube stagnation pressure.

An estimation of the flow conditions gencrated by the
tunnel was achieved through a two stage calculation process.
From the shock tube filling conditions, the measured shock
speed and stagnation pressure, the conditions at the end of the
shock tube (the nozzle supply conditions) were calculated
with a equilibrum shock tube calculation, ESTC (Mclntosh,
1968). These conditions were then used in a nonequilibrium
nozzle flow calculation, NENZF (Lordi et al, 1966). The
nozzle Mow expansion calculation was continued until the
measured pitot pressure was reached.

Table | Initial primary and secondary stream conditions.

Parameter Primary Stream | Secondary Stream
- (nitrogen) (hydrogen)
H, (MJ/kg) 3.05 424
M 6.42 2.68
p (kPa) 318 513
u (kmy/s) 233 224
T(K) n bal
p (kg/m¥) 0.0338 00102
M s

A rectangular duct, 164 mm high and 80 mm wide (Fig. 4)
was located at the nozzle exit planc. Hydrogen was injected
through a contoured nozzle (Fig. 5) from the base of a central
strut which had a thickness of 5.38 mm. The hydrogen was
supplied 10 the injector by a Ludwicp tube and fast acting
valve combination (Morgan and Stalker, 1983). An
asymmetric design for the leading edge of the stru injector
was chosen 1o facilitate spillage of the shock away from the
primary shock inducing wedge. Using gas dynamic relations.
the pressure mismatch caused by the asymmeury of the strut
was estimated 10 be less than 0.1 %. The contoured



nozzle was designed using 2 method of characleristics.
During the experiments, atlempls were made to match the
static pressure of the injected flow with that of the ﬂ?'xk
tunnel flow. To this end, a pitot rake was set up at the exit of
the injecior nozzle, and the Ludwieg n{be was fired at a
number of different filling pressures without running the
shock tunnel. Using the area ratio of the nozzle, and the
average pitot pressure over the nozzle distance surveyed, Fig.
6. a condition was chosen which approximately matched the
calculated static pressure supplied by the shock tunnel.
However, on re-examination of the results, it was found that
the injection condition was probably under-expanded (see
shock tnnel flow

Table I).

(primary stream) l .
Y T ¥ T T T I
injected flow ; N
(sccondary stream) ’ l

station | 2

TR 7777777777772
Fig. 4 Experimental model.

y

SR

Fig. § Sketch of the injector nozzle.

] L

-20 -10 0 10 20
z {(mm)

Fig. 6 Pitot pressure at exit of injector nozzle.

Three different wedges were employed to compress the
mixing region through 5, 10, and 15 degrees. Eleven
pressure transducers were mounted on each of the wedges, in
two streamwise rows 4 mm cither side of the centreline of the
wedge. The tansducer spacing along both rows was 8 mm.
To investigate the distribution of flow properties, 2 7 probe
pitol rake with 2 § mm spacing between the probes, was
utilized.

RESULTS
Pito1 Survey

Two pitot surveys at the siations shown in Fig. 4 were
made over a number of runs. (An example of the pitot
pressure histories obtained from the probe are presented in
Fig. 7.) To implement the mode! of the interaction process, a
knowledge of the Mach numbes disiribution ahcad of the

shock is necessary. The assumption of a constant static
pressure actoss the width of the pitot survey permits easy
calculation of a Mach number distribution from the measured
pil‘ol pressures using the Rayleigh supersonic pitot relation
(I'.scpmann and Roshko, 1957). The Mach number
fixsmbuu'ons calculated from the pitot pressures are presented
in Fig. 8. The value of static pressure assumed for the Mach
nun?Bcr calculations was 3.18 kPa (the static pressure in the
undxsturped primary sweam). This is a reasonable
assumption since, at the second station, the pressure was
calculated 10 be within 3 % of 3.18 kPa across the width of
the survey, for the initial mismaich of pressures given in
Table I,

250 : . ,
200 <
3o :
X 1sof J\/\,\M/\/\N\,@\/\\:
;3100 [ !
50 (b) -
o L oS i
0 1 2 3 4
t (ms)

Fig.7 Sample pitot pressure signals from a probe a) in
the shock tunnel flow, and b) near (he centre-line of the
injected Now.

(a) station 1

(b) station 2

20

Fig. 8 Calculated Mach number distributions from
pitot pressurc resulls,

25 . .
20 - -
-~ 05 (a)
S5t -
&
= 10 - -
o

-

0 1 2 3 4
t (ms)
Fig.9 Static pressure signals from the transducer
midway along the matrix, 10 degree case. a) injecior
removed, shock tunnel flow only. b) shock tunnel plus
injected Now,

In order 10 test the shock interaction model, measurements
of the pressure along the S, 10 and 1S degree tuming angle
wedges were obtained. Signals from the ransducer midway
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along the transducer matrix in the 10 degree wedge are
presented in Fig. 9. For cach of the mansducers, results
obwined with hydrogen injection (e.g. Fig. 9b) were
normalised using the signals obtained with the injector
removed (c.g. Fig. 9a). Normalization in this manner,
provides a degree of compensation for non-uniformities
present in the nozzle flow and arising through shock wave
boundary layer interactions. The mean levels for the 11
normmalized signals over a time period from 2 ms to 3 ms (for
the time base displayed in Fig. 9) are presented in Fig. 10.
The standard deviations of cach signal over the same lme
interval are represented by the bars given in Fig. 10.
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00 .
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e 02-
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Fig. 10 Normalized static pressure results. O =
experimental results.”™" . = results from theoretical model.

By assuming the Mach number distribution (Fig. 8b)
inferred from the pitot pressure at station 2, the appropnate
wedge tuming angle, and that ¥ = 1.4, it was possible 10
apply the shock interaction model. The solid lines given in
Fig 10 are the results from the model, calculated using the
method of characteristics solution described briefly in a
previous section,

CONCLUSIONS

Examination of Fig. 10 indicates that there appears o be
some agrecment between the theoretical model and the
experimental results. Unfortunately, the experimental Mach
number distribution was much broader than anticipated,
resulting in a clustering of transducers ncar the bottom of the
dip in the pressure distribution.  The lowest pressure
experienced on the wedge is in reasonable agrecment with
the theoretical model, except for the 10 degree turning angle
case. The current interaction model is limited to conditions

of uniform pressure and flow direction ahead of the shock
wave. Funthermore, the Mach number distribution used in
the theoretical mode] was obuained from a single streamwise
location (station 2, Fig. 4), whereas the mixing region would
have developed over the length required for the shock 1o
traverse the mixing layer. More data will be required to
validate the current model and assess the influence of
fluctuating propenies on the interaction process.

Further experiments are planned in which attempts will be
made to more closely match the static pressure in each
stream. The development of the mixing layer will be closely
monitored using the pitot rake at a number of streamwise
locations. In addition, the distribution of the transducers in
the shock inducing wedge will be aliered in an attempt 10
detect the spacial form of the changes in static pressure.
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A Time-Of-Flight Mass § for High Speed Fl
K. A. Skinner and R. J. Stalker

ABSTRACT

A time-of-flight mass spectrometer has been constructed o measure time resolved concentrations of gas
molecules present in hypersonic, high enthalpy flows. Sampling is achieved in-situ by forming a molecular beam
from the flow using a compact series of 3 hollow conical skimmers. lonization of molecules in the molecular beam
by a repetitively pulsed electron beam allows many mass spectra to be obtained during the test flow of an impulse
facility, effectively giving a time history of species concentrations. The instrument has been used in a free piston
reflected shock tunnel flow and has demonstrated detection of all species present at levels higher than 2% in the
flow, allowing measurement of relative concentrations of major molecular species.
INTRODUCTION

Al present, impulse facilities such as shock tunnels and expansion tbes are the only practical ground-
based means of simulating acrodynamic conditions at speeds in excess of 2.5 km/s. The duration of test flow
however, is only about a millisecond, requiring special instrumentation. It is especially desirable o measure species
concentrations in the test flow since the chemical state of the test gas may be altered by the high transient
temperatures produced. Also, the flow of test gas in a reflected shock tunnel is followed by a flow of driver gas,
usually of a different composition. The breakdown of the interface between these two gas slugs causing mixing of
the driver and test gases limits the available test time. Measurements of species concentrations are the most
sensitive method of determining the duration of test flow and in the past have been the basis of most estimates!!).
Furthermore, studies of supersonic combustion ramjets have, to date, primarily relied on pressure and heat transfer
measurements 10 infer the behaviour of the fuel-air mixing and reaction rates. Profiles of species concentrations
downstream of a fuel jet injected into a hypersonic airstream would be a more sensitive measure of the appropriate
values of mixing rates, ignilion delay times and reaction rates for modeling supersonic combustion.

A quadrupole mass spectrometer was used by Crane and Stalker®! in a reflected shock tunnel. They used a
two stage hollow conical skimmer gas sampling system. The short duration of the flow meant that the ions from
only a single species of molecule could be recorded during each test flow. To obtain relative concentrations, Crane

and Stalker relied upon sampling multiple test flows and measured the total ion production each shot for
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normalization. This method assumed repeatability of the test flow and of the behaviour of the mass spectrometer
despite variations in total ion production, They estimated errors in their relative species  concentration

measurements of 30%.

EXPERIMENTAL DESIGN

The instrument reported here was designed for use in T4, an existing free piston reﬂec@ shock tunnei®®,
At the upstream end are three co-axial, hollow conical skimmers used to sample the flow. (Figure 1). Behind the
second and third skimmers are vacuum chambers evacuated by diffusion pumps. There is no vacuum chamber
behind the first skimmer as the flow through it vents back out into the free stream flow. Gas passing through the
skimmers is expanded and collimated into a molecular beam entering the interior high vacuum chamber. 20 mm
behind the final skimmer, an electron beam intersects the molecular beam, causing ionization of some molecules.
The ions produced are accelerated along a metre long flight tube to an electron multiplier particle detector. The
signal from this particle detector is recorded on a digital storage oscilloscope.

Extraction of gas samples by forming a molecular beam from a continuum flow is a technique developed in
the 1950-60's"146), 14eally, the axial streamtube experiences no disturbance other than the strong expansions
inside each skimmer. In practice, as the flow expands from continuum to free molecular, there is interference from
flow particles reflecting off the outside (for large half-angles) or the interior (for small half-angles) of the skimmer.
These particles can penetrate the beam and scatter the undisturbed particles, Bird[” examined the effect of Knudsen
number and skimmer geomelry on molecular beam interference using a Monte-Carlo method and concluded that
with correct design the interference can be negligible. Comrect design consists of short skimmers, a lip radius much
less than the orifice diameter and a Knudsen number based on orifice diameter outside the range of 0.1 to 2. The
Knudsen number at the third skimmer is approximately 50 and the leagth of the skimmer is less than half the
length of that studied by Bird. Very liule interference from the third skimmer was expected.

A further influence on the sample is that an expansion of & mixture of gases o free molecular flow can
cause a relative depletion of lighter particles on the axis. Sebacher!®! and Sherman'” suggest that diffusion in the
strong pressure gradients near the start of the expansion inside the skimmer is the mechanism responsible. The
work of Fenn and Anderson!!? indicates scattering from background molecules penetrating the flow afler the beam

has translationally frozen as the cause. Either explanation allows for a variation with mass ratio - the latter allows
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for an additional variation with molecular diameter. Whatever the physical situation, the swc of knowledge abou
the process is not sufficient to make purely theoretical corrections 1o species concentrations and thus calibration is
required (o account for its effect. -

An essential aspect of the success of the instrument is that the production of the molecular beam be
achieved as quickly as possible. The front skimmer served to both decrease the density and increase the Mach
number of the flow entering the second skimmer. After the initial strong expansion, further increases of the inter-
skimmer distance had diminishing effect on the density. The second skimmer samples this expanded flow on the
axis. Off-axis flow passes around the second skimmer cxpcn’cnc'u:g a normal shock recovery of pressure to 2
stagnation pressure higher than the free stream static pressure. This flow can then vent back out into the free
stream. For an incident Mach number of 5.5, the recovery shock Mach number is at least 10.8 for a ratio of specific
heats from 1.3 to 1.4. The maximum inter-skimmer distance was then found from a method of characteristics
calculation. This gave the density at the second skimmer as 0.03 times the free stream density. To produce the
fastest possible expansion, the orifice diameter of the second skimmer was chosen o be as small as practicably
manufacturable (0.5 mm). The third skimmer colimates the flow 40 mm behind the second skimmer, Approximate
calculations give the density in the molecular beam as 0.0001 times the free stream density. For a free stream tes
flow of air at 0.05 kg/m3 and an enthalpy of 9 MJkg, (typically a low density shot) the expansion through the
skimmers results in a molecular beam density of 5 x 104 kg/m’. or a flux of 10" parﬁclcslmm’/;mec. The
production of this beam is achieved in a distance of 75 mm with an external diameter of the skimmers of only 50
mm. This is small enough to allow the probe access to coméiéx flow fields such as scramjet nozzles, a regioa
inaccessible to optical methods of species measurement.

Mass Scparation

Separation of different mass components of the molecular beam is achieved with an ion time-of-flight
sysiem!! 1. An electron beam intersects the molecular beam 20 mm behind the third skimmer, This region is held &
a poiential above ground by a surrounding cylindrical electrode co-axial with the drift wbe. The potential gradient
within the intersection region is set by adjacent co-axial electrodes at the either end (see figure 1). The electron
beam is formed by accelerating electrons emitied from a 6W tungsten filament through a gate electrode, through a 2

mm diameter hole in the side of the central cylindrical electrode. The electron gun can be pulsed on for 200 nsec,
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producif\g a beam of 1 to 2 mAmps. The beam diameter is estimated as 3 mm from an analysis using a charged
particle trajectory simulation program SIMION!'2!. The ions are formed at a potential of 250 V in a field gradient
of 20 V/mm whxch [or ajmm bcam dlamcwr gwes an energy sprcad of +/- 12%

Aﬁcr wmunon the ions are accelerawd down a polenua.l field gradlcnl 1o a ficld-free drift region 1m

long. 'ﬂ\c ﬂlght time, t, along lhxs region dcpcnds on thc mass sunply as:
ZqE

where L is the length of the dnift region, m/q is ﬁfgggp charge ratio apd E is the energy given to the ion. As
the ions are produced in a field gradient, the spatial variation in the electron beam causes a variaﬁon in energy of
the ion beam, This causes a proportional arrival time spread. The electron gun was pulsed on for 200 nsec every
0.055 msec, producing a packet of ions which were then detected and recorded on a storage oscilloscope. The
oscilloscope sampled the signal at 10 MHz for 6.4 msec, allowing 117 complete spectra to be obtained during each
firing of the shock tunnel. The limiting resolution is determined by the sampling rate of the data storage and the
degree to which the peaks spread at higher mass numbers because of the energy spread.

From the free stream values, thcconccnuauons of the species present are alléred by the mésuremem
process in three ways. Firstly, the possibility of light molecule depletion on the ms of the expansion inside the
skimmers. This can be expressed as a relative calil;ration factor, F.

IAl _ plAL
(Br (B)
where primed quantities are actual concentrations in the molecular beam and unprimcd concentrations are values in
the free stream which are 0 be measured. In the molecular beam, the relauve pumber of ions formed for each
species is proportional 10 their ionization Cross- wcnon. Hence in the ion beam, the concentrations are gi;enrby N
L_g ofA) 1_1
o) (B’
The efficiency of collection of ions of each species may vary. Again the concentrations can be related by a

constant calibration factor, provided external effects such as vacuum Jevel and acceleration potentials are held

constam.'!‘hislcadstoarmal expression
Measured A - F o(A) CLQ]
Measured B = © X o(B) * - (B)
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That is, all effects on the sample are proportional effects, and a single calibration factor is sufficient to describe
them all. However it also indicates that where F and C are not unity, calibration using known gas mixtures must be
performed. Calibration factors were obwained for mixtures of He-N,, H,-N,, and Ar-N,. These factors showed no
variation with enthalpy or density over the range examined and so were taken W be constant for a particular
geometry. For molecules of very similar mass and size, (for example Nz- NO and 02). F and C were both taken to
be unity.

For a diatomic molecule, the dissociative ionization complicales the measurement of pre-dissociated
products in the test flow. For example, N, molecules produce N atoms under electron impact ionization, The
collection efficiency of these atomic nitrogea will be different from pre-existing atomic nitrogen in the test flow
because species produced by electron impact dissociation have a random kinelic energy up o the energy of the
chemical bond broken. Assumptions then, must be made about the values of F and C for dissociated species.
PERFORMANCE

Figure 2 shows spectra from air test gas at an enthalpy of 9 MJ/Ag. The noise in the baseline was generated
within the preamplifier. The presence of a peak can often be recognized when the area of the peak is only 2% of the
area of the peak of N, (typically the largest peak in most flows studied). Measurements of mole fractions of the
components of the test and driver gases for this run are shown in Figure 3. These are calibraed using
measurements of peak sizes from runs with test gas mixtures of He-N, and Ar-N, at similar conditions. The
composition of the driver gas was known to be 15% Ar-85% He. The independenty calibraied measurements of
relative concentration arrived at the same ratio. The errors in each data point are approximately 5% absolute.

The instrument was used for 147 shots of the shock tunnel with a turn around time of one and a half hours
when all weat well. Some difficulty was experienced from charged particles in the free stream fow. These ofien
caused arcing and loss of electric potentials in tests at higher enthalpies and densities. Some success al overcoming
this was found with a temporary electrostatic filter ahead of the third skimmer. The tungsten filament and
electronics did not suffer overly from the noel environment. Vibration did not have any effect and the three
skimmers were not physically degraded by the flow.

CONCLUSIONS

The time-of-flight mass spectrometer has been coupled with a compact sampling system to measure species
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concentrations in hypersonic flows. The ability to detect molecular species present at levels of only 2% by number
has been shown. The current limitation on detex tion is the background noise generated in the signal preamplifier,
which leaves the possibility of a more sensitive instrument. The limitations on measurement are the ability to
resolve the peaks, the knowledge of the ionisation cross-section and the ability 1o calibrate for gas dynamic mass
separation of disparale mass particles. When these problems are minimised, the error can be less than 5% for
relative concentrations of major species. This is the same level of accuracy that can be achieved by most shock
tunnel instrumentation and is superior to other methods of species concentration measurements.
NOWL
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MEASURING THE EFFECT ON DRAG PRODUCED BY NOSE BLUNTNESS
ON A CONE IN HYPERVELOCITY FLOW

L.M. PORTER, D.J. MEE and J.M. SIMMONS

Department of Mechanical Engineering
University of Queensland
QLD 4072, AUSTRALIA

ABSTRACT

Presented in this paper is a preliminary investigation into the
effect of nose bluntness on the drag of a conical body in
hypersonic flows at Mach numbers above 5 and velocities
above 5 kms'!. Experiments have been performed in the T4
hypersonic shock tunnel facility. Since the test time in this
facility is of the order of 1 ms, conventional drag measurement
technigues can not be used successfully. The new drag
measurement technique designed and developed by Sanderson
and Simmons (1991) especially for use in shont flow duration
hypervelocity shock tunnel facilites has been used.

1 INTRODUCTION

The past decade has seen a renewed interest in the
development of hypersonic vehicles. A number of different
concepts have emerged for the design and application of such
vehicles but one issue common 1o them all is the problem
associated with the choice of nose geometry. This is also an

issue in the design of an axisymmetric scramjet being

proposed as the propulsion system for a disposable launch
vehicle where the forebody of the centrebody of the scramjet
will be conical. Ideaily. in each instance a sharp nose would
be used to reduce the pressure drag. However, a pointed
slender nose is difficult 10 cool and does not offer the
capability 10 carry large payloads. These practical limitations
have motivated research into the seradynamic charactenistics of
ablunted cone. The blunted cone simulates the nose geometry
of interest while at the same time may be analysed using
simple moadels. Research into nose cones in subsonic and low.
supersonic flight regimes is quite extensive but at hypersonic
(Mach number greater than 5) and hypenvelocity (flight speed
greater than S kms-1) conditions this is not the case.

The drag force is a fundamental parameter in the design of
any flight vehicle but its measurement in hypersonic impulse
facilities is inhibited by the very short test times involved. If a
conventional force balance or accelerometer balunce were 10 be
used 10 measure drag then the time for a stress wave to
traverse a test model would be required to be two orders of
magnitude less than the charactenstic wind tunnel 1est lime.
For an aluminium or steel test model in which the speed of a
onc-dimensional elasiic siress wave is approximately § kms-!
this requirement would give a maximum model size of 50 mm
in a facility having a te<t 1ime of | ms. This is impractical. In
order 1o measure the drag on a larger model in the shorter test
time flows the flexibility of the model becomes quite
significant and the passage of siress waves within the model
needs 1o be considered. A novel technique for drag
measurement in hypersonic impulse facilities has been
developed by Sanderson and Simmons (1991).  This
technique takes into account the distributed mass effects and
depends on the inierpretation of the transient stress waves
propagating within the model and its supporting structure.

The aims of this imvestigation were 1wofold. This was the
first time the technique had been used in an cxperimental
program. Thus, it was intended to prove through 1his work
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that this newly developed technique could be relied upon to
provide accurate and rcliable measurements of drag. The
second aim was to obtain a preliminary measurement of the
influence of nose bluniness on the drag on a slender cone. It
is envisaged that once having shown that the technique can be
used to detect small changes in drag on a cone a more
comprehensive investigation into nose bluntness effects can be
conducted.

2 EXPERIMENTS
2.1 Facility

The experiments were performed in the T4 free piston
driven shock tunnel facility (Stalker and Morgan, 1988). A
contoured axisymmetric Mach 5 nozzle was used 10 expand the
gas from the stagnation region to the appropriate test

~ conditions. The nozzle exit plane was 265 mm in diameter and

the nozzle throat diameter was 25 mm. The tunnel was
operated in a 1ailored mode so that the static pressure and
enthalpy would be constant throughout the flow test time. The
results to be presented here were performed in a test gas of air
with a freestream Mach number of 5.2. The test gas was at a
nominal stagnation enthalpy of 14 MJ/kg and a static pressure
of 16 kPa. This condition corresponds 10 a flight speed of

approximately 5.3 kms'!-

2.2 _Drag Measurement Technique

The model is attached 1o a “sting” in the form of a slender
elastic bar (see Figure 1). The sting is suspended by vertical
threads to allow free movement in the axial direction. Strain
gauges located on the sting record the passage of siress waves
resulting from the impulsively applied drag force as they are
ransmitted from the model into the sting.

The dynamic behaviour of the model/sting combination may
be modelled as a time-invariant, causal, linear system
described by the conyolution integral,

1

ylt) = Jgn-t)u(t)dt . 1)
1]

where u(t) is the single input 1o the system, y(1) is the resulting
output and g(1) is the unit impulse response function. The
unit impulse response function is the response of a system 10
an impulsive force acting over a very short time (in the limit as
time goes 1o zero), but with a time integral which is finite.
Knowing the response of the system 10 a unit impulsive force
it is possible 10 determine the response of the system to
excitation by any arbitrary force via Equation 1. Aliematively,
and what is done here, y(1) is obtained from the sirain gauge
output and a numerical deconvolution process is performed 1o
obiain u(t), the time-history of drug applied to the model.

The unit impulse response function may be obtained
numerically from a dynamic finite element program. It has
been demonstrated (Simmons et al.. 1992) that the technigue is
insenstive to small changes in the impulse response and that
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Figure 1. Drag balance configuration.
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the unit impulse response function is in turn relativel
insensitive to the loading distribution, which will change wi(g
varying nose bluntness. The unit impulse response
determined for the sharp cone has thus been used in the
numerical deconvolution 10 obtain the drag for all the tests. A
complete description of the drag measurement technique is
given by Sanderson and Simmons (1991).

.3 Variable No one Mode]
Figure 2 shows a diagram of the model/sting armangement
with the finite element mesh used to calculate the unit impulse
resgonsc function superimposed.
xperiments were performed on a ' semi-vertex angle
aluminium cone of length 571.5 mm. A total of 11 variable
nose tips was used ranging in nose radius from 0.2 mm to
18.0 mm in steps of 1.8 mm. These correspond 10 bluntness
ratios of 0.004 t0 0.36 where the bluntness ratio is the ratio of
the nose radius to the cone base radius. As the nose bluniness
is increased, the length of the cone decreases as the base area
ts kept constant )

Theoretical analysis of a distributed mass model of the
model/sting system as performed by Sanderson and Simmons
(1991) shows that the mechanica! time constant is proportional
to the mass of the model. In order that the mechanical time
constant of the drag force balance be kept small so that a
measurement may be obtained in the small test times, the base
area of the cone model was hollowed out to reduce the mass of
the cone by almost 50%. Chaice of model and sting materials
was also dictated by the system time constant (Sanderson and
Simmons, 1991). ‘{'hé resulting mechanical time constant of
the sysiem was 500 psec.

Behind the base of the cone there was a PVC buffer 1o stop
motion of the frecly suspended model afier the test flow.
Removing the mass from the cone base served the additional
function of ensuring thai the pressure in the cavity between the
cone and the PVCiufﬁ:r was negligible by providing a large
volume for gas 1o fill. The base pressure was monitored
throughout the tests and the results confirmed this supposition.

The sting had a length of 2.5 m and was constructed from
brass tubing of 34.92 mm outside diameter and 1.63 mm wall
thickness, making its bending stiffacss high. The sting length
was chosen so that interference from the sress wave reflected
from the end of the sting would not occur during the flow test
time. As the speed of propagation of siress waves in brass is
3.600 kms'! a sting length of 2.5 m allowed a test time of 1.3
ms. This estimate of test time takes into account the

sitioning of the strain gauges 300 mm from the model/sting
mierface (Figure 1).

_ 7 Model -
P ‘ Sting
B e > i 5 ?&{fﬁm T

. .

Kulite UHP-5000-060 semi-conductor strain gauges were
used 10 measure the system output y(1). These gauges have a
gauge factor of 155 but they are highly temperature sensitive.
This made it necessary 10 use 2 modified Wheatstone bridge
circull to compensate the gauge output signals against
undesirable temperature effects. Four strain gauges were
used. Two gauges were attached (0 a separate piece of the
sting material and placed near the sting 5o that they saw the
same thermal environment but no mechanical strain. The two
strain measuring gauges were arranged so thai the circuit was
sensitive only to axial loads. This was achicved by aligning the
gauges in the axial direction and locating them along the
neutral axis of bending of the sting so as 1o eliminate any
possible bending effects created by the two wire support
system of the sting (Figure 1),

The experiments were conducted in two stages. The first
slage was 1o establish the flow condition and its repeatability.
To do this centreline measurements of the static and Pitot
pressures in the test flow were obtained. Measuring the drag
on the cone model for various nose bluntnesses comprised the
second stage of the experiments. Throughout these
experiments Pitot pressure measurements were obtained 1o
monitor the test flow propenties from one shot 10 the next.
Measurements of the pressure in the base area of the cone were
also obtained. Additional instrumentation consisied of the
measurement of the shock speeds in the shock tbe and
stagnation pressures. This is standard procedure as it is these
quantities which are used to determine the conditions of the
test gas.

3 RESULTS AND DISCUSSION

3.1_Test Pow Conditiong

The conditions in the test section were numerically
determined using ESTC (Mclniosh, 1968) and NENZF (Lordi
et al, 1966). The shock speed in the shock tube and the
stagnation pressure were measured and used as inputs to
ESTC 10 determine the 1emperature of the test gas in the
sl:jenalion region after shock reflection.  The test gas
undergoes a sicady expansion from the stagnation region 10 the
test flow properties at the exit plane of the nozzle. NENZF is
a one-dimensional non-equilibrium code which predicts the
properties of the test gas at the exit plane of the nozzle given
the stagnation pressure and temperature. The test flow
properties thus calculated are shown in Table I.

Measurements made of the test section Pitot pressure and
static pressure were found to agree well with those predicted
by NENZF. Typical Pitot pressure and static pressure traces
are given in Figures 3 (a) and (b). The test flow propenties
were found 1o be repeatable 10 within 10%.

. surement Resyl

Figure 4 shows the raw signal output from the semi-
conducior strain gauge bridge. Signals from two sepanate runs
a1 2 nose radius of 0.2 mm are shown here 10 establish the
repeatability of the experimental resubis. Tt can be seen that the
strain gauge measurements of the sysiem output, y(1), were
repcatable 10 better than 1%.

The strain gauge signal was deconvoluted numerically as
described in Section 2.2 10 obtain the time history of the drag

Figure 2. Finite element model of sharp cone model and sting.
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Table I. Properties of test Now.

Stagnation Enthalpy| Mach No. | Static Pressure Pltot Pressure|Static Tempersture|Flow Velocity|Density
MJkg kPa kPa K km/s kg/m3
14.4 5.2 16 555 1860 4.50 0.02784
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Figure 3. (a) Mecasured Pitol pressure and (b) measured
stalic pressure.
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Figure 6, Comparison of the drag force tlime histories for
cones having nose radii of 0.2 mm, 12.6 mm and 18.0 mm.
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Figure 4. Signal output from strain gauge bridge (convened
10 stress ) for two separate runs for a nose radius of 0.2 mm.

on the model. This drag measurement technique is inherently
noisy as the deconvolution process tends to amplify any noise
present in the original output signal, y(1). The strain gauge
output signal itself is noisy as a resull of the stress wave
propagation within the model and sting. It was thus necessary
10 pass all the drag measurements resulting from the nunerical
deconvolution process through a 2 kHz, 6 pole Butierwonh
* low-pass digital filier.

Figure 7. Drag force versus nose radius.

Figure 5 shows the measured drag in its lime-averaged form
for 8 nose radius of 10.8 mm in comparison with its
corresponding strain  pauge output signal before
deconvolution. The time during which the static pressure is
steady to within 10% vanation (Figure 3) indicates the ime of
the flow in which the test flow conditions are deemed to be
steady. This test time may be identified by the regions of
steady drag in the plots of the time history of the drag force
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acting on the model (Figures S and 6). Figure 6 gives a
comparison between the drag measured for the three different
nose radii of 0.2 mm, 12.6 mm and 18.0 mm.

Comparison between the static pressure races (Figure 3)
and the drag force traces (Figures S and 6) show that the drop
in the drag force beyond the test flow ime scems lo follow the
drop in the static pressure after the test time. This indicates
that the drag measurement technique is giving faithful
measurements of the drag even beyond the test ime. The
measured drag would be expected to drop with a drop in the
static pressure because the drag force on the cone can be split
into a pressure drag and a skin {riction drag and the pressure
drag component, dependent on the flow static pressure, is the
larger of the two,

tuntn len n

The results from this preliminary investigation into the
effects nose bluntness has on cone drag are summarised in
Figure . 1t would appear that at the smaller nose bluntnesses
the effect on the total drag is relatively minor. The drag shows
an increase from the sharp nose value of about 20 % at a nose
radius of 7.2 mm (bluntness ratio of 0.144). However,
beyond this radius the drag increases more rapidly so that ata
nose radius of 18.0 mm (bluntness ratio of 0.36) the value of
drag is about 245% greater than for the drag on the sharp
cone.

It is uncenain whether the small increase in the value of
drag at the 1.8 mm nose radius is due 10 a real physical effect.
It is difficult to draw any conclusions based on this single
preliminary result.

A theoretical prediction of the total drag on a sharp cone has
been made and is also shown in Figure 7. The pressure drag
was predicted usin% Taylor-Maccoll theory (Taylor and
Maccoll, 1932) and found 1o be 159 N for the case being
studied here. An estimate for the skin friction drag on the cone
was made based on laminar boundary layer theory (White,
1974) and found to be 36 N. This gives 2 lotal drag of 195N
for a sharp. $° semi-venex angle and §71.5 mm long cone
travelling in air at the condition at which the experiments
presented here were conducted. The value of drag measured
for the sharp cone was 200 N, thus reinforcing the accuracy of
the drag measurement lechnique used.

4 CONCLUSION

These preliminary results show that the drag measurement
technijue has been developed 10 the stage where it can be used

48 an accurate and reliable rescarch tool. Tt has been seen that
the technique gives a faithful measurement of the time history
of drag on a model and can resolve small changes in drag
measurcment.

_ The preliminary drag measurement resulis reveal a steadily
increasing effect of nose bluntness on the drag on a cone. The
effect at the smaller nose bluntnesses is relatively small, with a
20% increase in drag at a nose bluntness ratio of 0.144. This
is encouraging for the design of a hypersonic space plane or &
centrebody for an axisymemetric scramjet where a slightly
blunted nose is required 1o reduce stagnation point heating.
However, further experiments need to be performed at these
smaller nose radii and at a finer resolution to determine the
snﬁqlﬁcance. if any, of the jump in drag at the 1.8 mm nose
radius.

Further investigation at the larger nose bluntnesses would
also be of interest . The results presented here indicate that the
drag on a slender cone will continue to increase beyond a nose
radius of 18.0 mm. Future experiments will be needed to
reveal what effect a further increase in nose radius will have on
the drag.
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ABSTRACT

Skin friction measurements have been made in T4, the
University of Queensland’s hypervelocily free piston
shock tunnel. The measurements were made on a flat
plate in a compressible boundary layer.  They are
compared with _ heat transfer measurements made
simultaneously. It is found that in the region where the
boundary layer was laminar the results compare
favourably with those predicted by Reynolds analogy.
The onsel of transition can be cleasly seen with both types
of instrumentation.

INTRODUCTION

Hypervelocity impulse facilities, such as free
piston shock tunnels and expansion tubes, have an
important role in the development of technologies for
hypersonic flight. They ase capable of generating the
high-enthalpy flows associated with exiemnal acrodynamics
of space planes at near orbiul velocities and the internal
aerodynamics of scramjet propulsion sysiems. Important
model test parameters are drag and skin friction but their
measurement is complicated greatly by the very short test
times of impulse facilities. Skin friction measurement is
complicated further by the fact that the wall pressure can
be an order of magnilude greater than the wall stress
generated by skin friction. Skin friction gauges for use in
conventiona! shock tunnels have been reported. However,
their abilily 10 perform satisfactorily in the very short
duration flows associated with free piston shock tunnels
and cxpansion tubes docs nol appear 1o have
demonstrated.  This paper reports the development of a
transducer capable of measuring skin friction with a rise
time of about 20 us. Results prove the effectiveness of
the concept when used 1o measure skin friction on a Nat
plate. Reynolds analogy is examined by comparing the

output from heat transfer gauges and skin friction gauges.” -

The onset of transition is also observed using both
devices.

GAUGE DESICN

The gauge design is shown schematically in
Figure 1. It comprises a thin metal disk or thermal cover
(10 mm diameter and 0.4 mm thick) mounted flush with
the surface of the model and bonded to a stack of two
piczoclectric transducer elements (each 7 x 7 mm and
1.5 mm thick). The material chosen for the elements was
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the piezoceramic PZT-7A. s rigidity and density were
such that, for the configuration in Figure 1, gauge natural
frequencies were above 300 kHz. In theory, the elements
appropriately orientated and with clecrodes on the
appropriate  surfaces, respond only o shear force
generated by skin friction, but in practice there was a
small pressure dependency (normal to the disk). For this
reason the two-clement gauge was designed, with ofe
piezoceramic element inveried with respect 1o the other.

Plezoceromks Thermal cover, 10 ma dia.
Kounting plale war )
0-rng for Cleararce of 0074 o
sealing ond
vibralion isololion /‘ Body

N\

SIJIY

N 7
/
\ \ Cover plole
0-ring for (lampwyg plale

vibralion isolalon Rulber sphere for vdrafion isolahon

" Figure | Schematic of skin friction gauge

One element provides an output ¢, proportional to
the sum of the effects of skin friction r and pressure p
applied to the disk, and the other provides an output &,
proportional to the differences [Equations (1) and (2)
below]). :

A weighted summation of the two outputs
therefore provides a disect measurement of shear siress.

e, =ar+bp m
€ = 371-bp @

_ A calibration procedure would involve using a
known laminar boundary layer for a condition in the
shock tunnel to determine constants a, and 2. To
determine the pressure sensitivity it is necessary o apply
a transient pressure, with r = 0, to the transducer to



determine the ratio of constants b/b;,.  Hence, an
unknown shear siress r can be determined from Equation
(3) and simultancous measurement of outpuls ¢, and e,

e, + 0/d)e; = [a, + (b)) 3)

Piezoceramics exhibit a Curie temperature above
which they begin to depolarise. To avoid this, the
thickness of the thermal cover and ils material were
chosen 1o prevent unacceptable levels of conductive heat
transfer from the hot lest gas in the boundary layer.
Several materials were evaluated. Invar was finally
chosen because it has a very small coefficient of thermal
expansion, thereby preventing the transducer elements
from being sirained due to thermal expansion of the disk.

The impulsive nature of the flow in free pision
shock tunnels results in stress waves in the model, with
the skin friction gauge exposed to a vibration-induced
acceleration environment. To counteract this, rubber and
felt vibration isolation was included in the design
(Figure 1). The lechnique  effectively  lowered
acceleration induced output from the gauge to a level that
could be handled by fillering during signal processing.

" The shear siress levels on the models were
typically 200-1000 Pa, but for some of the flow
conditions they were less than 100 Pa. Since the charge
produced by the piczoceramic elements is small (of the
order of § pC for some conditions), amplification of the
signal was required. To minimise noise contamination, a
charge amplifier was located as close as possible to the
site of signal detection.

EXPERDMENT

To determine b,/b, a small shock tube was used to
apply a transient pressure and no shear stress o the skin
friction gauge. The shear stress calibration yielding a,
and a; was determined as mentioned previously using heat
transfer measurements in 3 laminar boundary layer for a
condition in the shock tunnel. Measurements were made
of the heat transfer close to the site of the gauge and
Reynolds analogy was then used to determine the skin
friction.

Reynolds analogy can be stated as
C
-2 . 1lpmw )
< 2

where C, is the coefficient of heat transfer and ¢, the
coefficient of skin friction. Pr is the Prandtl number.
Using van Driest's determination of skin friction in a
compressible, flat plate, laminar boundary layer (van
Driest, 1952) and the assumplion that the free stream
conditions remain effectively constant, Reynolds analogy
can be reduced to

PP T e r Ll M) -1
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Where T, free stream temperature, K
free stream velocity, m/s
froe stream Mach Numher
heat transfer, kW/m'
shear stress, kPs

specific heal

recovery factor

an s ygr

Having determined the sensitivities of the gauges w0 shear
stress from one lest condition, these values were then
used for the other three test conditions.

The flat plale model used was made of aluminium
with a leading edge of steel (Figure 2). It was 600 mm i
length and 228 mm in width. There were six skin friction
gauges in the model, the first at a distance 145 mm from
the leading edge and the others at 65 mm intervals
downstream of it. Al the site of every skin friction gauge
a piezoelectric pressure transducer was positioned to one
side and a thin film heat transfer gauge to the other.
Their centres were set at the same distance from the
leading edge. The sensing clement on the skin friction
gauge was a2 10 mm diameter disk. The heat transfer
gauge was 1.7 mm in diameter and the pressure Lappings
were 2 mm diameter. The available test time depended
on the condition used, since for higher enthalpy
conditions the signal was contaminated by noise ecarlier.
For higher energy flows vibration travelled through the
model earlier, reducing the available test time. The range
of conditions used is listed in Table I. Condition 1 is that
used for calibration purposes. Figure 3 shows the heat
transfer distribution along the plate for the calibration test
approximately 500 us after the start of the flow. This
was the condition used to determine the shear sensitivilies
of the gauges. These sensitivities have then bezn used 1o
determine shear siress profiles for the three other
conditions.

Slin frction gauges
Pressure transducers \ \Hnt transier gauges
Aluminium fiat plate

Charge amplities cnviw/

Figure 2 Schematic of flat plate model

L]
$ ¢

Siee! leading edge

RESULTS

Figure 4 shows the time-histories of heat transfer
and the corresponding skin friction at position 1, 145 mm
from the leading edge for condition 2. This condition
was nol used for calibration because transition occurs.
The scale on the vertical axis is for both shear stress and
heat transfer.  The units are kPa and MW/m’
respectively.

Tt can be seen from this trace that whilst the skin
friction and heat transfer exhibit the same trends, rapid
changes in the heat iransfer due to transition tend to lag
the skin friction. This is consistent with the development
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of the thermal boundary layer. Basically the thermal
profile develops more slowly than the velocity profile.
Initially when the thermal boundary layer is thin the heat
yansfer rate is high and the responses of both the heat
transfer gauge and the skin friction gauge are virtually
simultancous.  Later in time, as the boundary layer
grows, the heat transfer lags the skin friction. This effect
becomes more marked downsiream where the boundary
layer is thicker. As the boundary layer thickens the heat
ransfes rate decreases.

Table I Four test conditions

mum Irom leading Edge

~ Figure 3 Heal transfer measurements {condition 1) used

to calibrate skin friction gauges

3
24 2

Heat Transfer (W¥/m<)
14

Skin Friction {XPa)
0 L—— -
40 4500 5000
Microseconds

Figure 4 Skin (riction and heat transfer time-histones at
14Smm from leading edge for condition 2

1 2 3 4

Stagnation

enthalphy, MIkg 458 127 7.59 9.06

. Sugnaton ,

empenrature, K 352 4663 4921 5685
Stuagnatice

pressure, MPa 11.16 9378 20.04 513
Temperaure, K 574§ 1129 1180 1297
Pressure, kPa kR | 43 9.17 26
Density, kg'm? 0.023 0013 0027 0.06
Velocity, m/s 2829 Je88 3562 3791
Mach number 59 s3 $3 5.4
0.500

o Heal Transfer (W¥/m?)
0.400 1
0.300 4
o

0.200 { [ ° o o
0.100

000 -+ + —+ +
0000 ""100 200 300 400 500
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It can be seen that the heat transfer trace and the
skin friction trace follow each other. As noted however,
in unsteady flow one lags the other as expected. It is
therefore very important lo calibrate one against the other
only when conditions are steady and only in laminar flow
(condition 1).

Figure § shows condition 2 at approximately
0.5 ms into the test time. Figure 6 shows condition 3. In
both figures the rapid departure of skin friction and heat
transfer distributions indicates the onset of transition.
Figure 7 shows the theoretical prediction for shear stress
from the heat transfer measurements and Reynolds
analogy (open circles) for condiion 2. The closed
squares on this figure indicate the experimental shear
stress measured in the flow.

0.500
© Heat Transfer (MW/m?)
® Skin Friction (KPa)
0.400
0.300
0.200¢ °
[ ]
-] [ e
0.100 . °
L ] L ]
0000 4 ey ]

100 200 300 400 500
mm from Lesding Edge

Figure §  Heat transfer and skin friction along plate for
condition 2

1.000

© Heal Transler (M¥/m?)

¢ Skin Frictios (KPs)
0.800 1 o
0.800 1 o
0.400 . -

° [ ]
0.200 1 . .
[ ]
0.000 + —+ -+ —~+ 4_.‘
0 100 200 300 400 500

msm from leading Edge

Figure 6 Heat transfer and skin friction along plate for
condition 3

It can be seen from Figure 7 that when the flow is
laminar (for the first three locations) agreement between
theoretical predictions and experimental measurements is
excellent.  However, once the flow undergoes transition
the measured values depart from theory.  Although
measurement and theory still follow the same trend, there
is no longer a uniform scaling factor. For Figure § as
well, it can be seen that when the flow is laminar, the
skin friction and heat transfer results decay at similar
rates and it is only once the flow undergoes transition that
this patlern is disturbed. It must also be remembered that
the heat transfer results tend to lag the skin friction



1.000
¢ Reyoold's Analogy skis friclion (KPs)
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Figure 7 Measured and predicted skin friction along

plate for condition 3

output.  When change occurs, as in the onset of
transition, this effect becomes noticeable.

Figure B shows results for condition 4. It appears
that transition is occurring by the second gauge. The
Reynolds number ar gauge 2 is approximately 1.02x10°
and the unit Reynolds number is 4.8x10* m'. From
results previously reported by He and Morgan (1989), it
can be seen that for these values one would expect
transition 10 occur somewhere between 200 and 260 mm
from the leading edge. Gauge 2 is positioned at 210 mm
from the leading edge.

$
© Heat Transfer (WW/m®
* Skin Friction (XPa)
ry
3 4 ° o
° .
2 °
°
. .
1 . .
0 ——e—— -~ -+ + 4
o 100 200 300 400 500

mm from Leading Edge

Figure 8 Heat transfer and skin friction along plate for
condition 4_ _ _

The dixrepancy in Figure 8 between the skin
friction and heat transfer trends at position two is a direct
result of the lag between skin friction and heat transfer.
It is evident though that the traces generally follow each
other although only al the first point does Reynolds
analogy hold. This once again is in agreement with the
fact that Reynolds analogy is only purported to be held
when conditions are laminar. It is interesting that during
transition the general trend is still followed, although the
factor between the two traces is no fonger consistent.

CONCLUSIONS

It is concluded that where the flow is laminas,
measurement of skin friction and heat Uansfer are
consistent with Reynolds analogy. With the onset of
transition Reynolds analogy, as expected, breaks down.

Also the skin friction gauge is shown o be an
effective means of measuring shear stress. The gauge has
a rise time of about 20 us, sufficienty short for most
shock tunnel applications and approaching the rise times
needed for expansion tube applications.
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ABSTRACT

Chemically and vibrationally frozen shock tunnel test flow
is passed through a model scramjet duct with the aim of
examining heat release and its effects on the flow in
analogy to the heat release resulting from combustion.
Experimental investigations are carried out using a
differential interferomeler optics system for a range of
shock tunnel test conditions. The resulting images are then
compared 10 a numerical simulation using chemical and
vibrational nonequilibrium flow theory fined 10 the duct
shape imposed boundary conditions.

NOTATION

P = pressure
T = 1emperature
p = density

8 = flow direction

M = mach number

a = dissociation fraction

e, = vibrational cnergy

Y = ratio of specific heats

§ = intake wedge angle

i = shock angle

1= time

C,.C,.n,,n,; = chemical rate constants

C.K, = vibrational rate constants

8, = characteristic temperature for dissociation
8, = characteristic temperature for vibration
P, = characteristic density for dissociation
¢,” = equilibrium vibrational energy

t = vibrational relaxation time

R = gas constant o

h = enthalpy ,
h, = panial derivative of h with respect to g
u = velocity

v, = component of velocity normal 1o shock
a, = frozen speed of sound

n = refractive index

I = interferogram intensity

€ = divergence angle of wollaston prism

A = wavelengih of laser light

w = displacement of wollaston prism from lens focus
f, = focal length of main lens

x = distance along centreline of model

W = width of model

P, = stagnation pressure

T, = stagnation temperalure

h, = stagnation enthalpy

" INTRODUCTION

As a means of investigating the gas dynamic effects
of the heat release produced by combustion of hydrogen in
a scramjet duct it is intended 10 simulate such heat release
by using chemically and vibrationally excited shock tunnel
test flow to provide the energy release instead of
combustion. Energy swored in the dissociation of
molecules and in vibrational modes can be converted 10
heat energy.  This evades the problems of imperfect
mixing and flow disruption caused by an injector, and
isolates the heat release process from the ignition process
present in combustion, .

The T4 shock twanel is capable of producing high
enthalpy test flow which contains significant levels of
dissociation and vibrational excitation. These are frozen in
the free steam flow and cnergy  redistribution only
recommences afier the flow crosses the intake shocks of
the scramjet, in much the same way as combustion would
occur in a premixed scramjet. See figure 1.

In this paper it is aimed to investigate this heal
release in 3 scramjet model over a range of T4 iest

_conditions. For this study a nitrogen test gas is chosén.

Experimentally it is difficult to accurately measure
flow conditions using electronic gauges without disturbing
the flow. Also, such methods involving gauges only
provide data at discrete locations, allowing fine detail in
the flow to be missed. To avoid such problems the
experimental investigations are camied out using optics to
study the flow through the scramjet.

The opiical system used is the Differential
Interferomeicr, or Schlieren Interfecromeier. A variation on
the basic system is used making it a double pass system,
largely because of space constraints but also because this
configuration doubles the sensitivity. See figure 2.

This system provides interferograms in which fringe
shifts are related 1o gradient of refractive index within the
flow field.

_ These experimental results obiained from the T4
shock tunnel are then compared to a numerical simulation.
Chemical and vibrational non-equilibrium theory is used 1o
computationally predict the flow panern through the
scramjet duct for the free stream conditions comesponding
10 the experiments.

EXPERIMENTAL METHOD

The differential interferometer used to
experimentally investigate the chemically and vibrationally
non-equilibrium flow in the scramjet model as produced by



the T4 shock tunnel is shown schematically in figure 2. A
pulsed ruby laser is used as the light source and all mirrors
are ground to an accuracy of one tenth of a wavelength or
bewter. A spatial filter with 3 § um pinhole is used 1o
clean up the light source and a precision quanz wollaston
prism is used with 2 4 minute prism angle. The image
retricval system consists of CCD canxra with 210 mm lens
close mounted connected 1o a triggered framegrabber.
Pressure gauges at the end of the shock tube trigger the
camerfa to then trigger the laser before clearing the CCD
registers and storing the image in memory of an IBM 286
computer. This is then viewed and printed.

The model used is 150 mm wide with open sides
and is recar mounted in the T4 test section. Hardened
gauge plate steel is used on all lcading edges of the model.
The intake wedges are 204 mm long and 10 degrees. The
shock . tunnel test section is fitted with 200 mm diameter
precision crown glass windows, flat to within one tenth of
2 wavelength. A pitotl probe is fitted above the model 1o
check the timing of the laser against the test flow peniod.

NUMERICAL CALCULATIONS

The computer program predicts flow variables
throughout the scramjet duct, from the free stream before
the leading edge shocks o the parallel duct behind the
shocks after crossing.  The test model for the T4
experiments has a gap at the end of the angled intake
wedges to allow the shocks to escape without reflection,
and the paralicl duct was designed 10 be namow enough to
deny entry 10 the expansion from the end of the wedge.
This allows the definition of three 'zones’ of flow, as
shown in figure 3. The flow is symmetrical about the
centre line, so only the bottom half is calculated.

The first zone is assumed to be chemically and
vibrationally frozen, and the flow 10 be sieady and parallel.
Conscquently pressure P, iemperawure T, density p, flow
direction 0, mach number M, dissociation fraction @ and
vibrational ¢nergy e, are all constant,

The shock angle p for the shock emanating from
the leading edge of the intake wedge, of angle §, is
calculated by solving the following equation derived by
conlinuily considerations and the Rankine-Hugoniot
equation for density ratio across a shock: - -

un(+p) | yel  M'sin’d-p)
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The flow variables are then found behind the shock using
the Rankine Hugoniot equations for pressure, temperature
and Mach number ratios across a shock.

As the flow passes along the surface of the wedge
it adjusts chemically and vibrationally, as described by
Vincenti and Kruger (1965). according 1o the following
equations:
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As it docs $0 the temperature changes according to:
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where the enthalpy h is given by
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and for some q h, is the panial derivative of
h(T.ae,) with respect 10 q
and the component of velocity normal to the shock
changes according to:

du, = *
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where hy is here the panial derivative of
h(p.P.a.e,) with respect 10 q
The pressure changes according 1o:

dP = -pudu ()]

from conservation of momentum.

These differential equations are integrated using a
second order Runge-Kuta method to obtain the chemically
and vibrationally adjusting flow along the surface of the
intake wedge.

As u, changes the flow direction changes due 10 the
component of u rangential to the shock remaining constant,
At the surface of the wedge however the flow direction
must be panallel to the wall. This boundary condition
requires the superposition of a weak Prandtl-Meyer
€xpansion/compression on the chemically and vibrationally
adjusting flow. For a deflection of -d¢ at the wall for the
adjusting flow the Prandil-Meyer penturbation provides the
equal and opposite deflection, and gives a peniurbation in
the other flow variables according to:
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These perturbations are communicated along Mach lines
throughout zone 2. They are added to the adjusting flow
base values which are calculated for each streamline
leading off from the leading shock. In this way the flow is
calculated in zone 2, and the shape of the leading shock is
aliered in accordance with the perturbed conditions behind
it caused by the Prandil-Meyer penurbations.
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The flow in zone 3 is calculated in a similar way,
using the symmetry imposed boundary conditon of flow
along the duct centre line being parallel to the duct centre
line. For each streamline final conditions ahead of the
second shock are used to calculate conditions behind the
shock which are then starting conditions for the integration
of the chemically and vibrationally adjusting base flow in
zone 3. To these base conditions the Prandu-Meyer
perturbations are added.

From the flow variables throughout the duct the

refractive index of the flow n and its gradient dn/dx can be
calculated using the Gladestone-Dale equation, applied to
nitrogen molecules and gas with Gladestone-Dale constants
as given in Alpher and White (1958), as described by
Merzkirch (1974):

n-1-= p(K,‘(l-c)OK,a) (13)

From the gradient dn/dx, 8 knowledge of the T4
test section and model geometries and specifications of the
differential interferometer optics system the fringe intensity
I of the resulting inierferogram can be calculated using the
equation:

1 7 2¢e., W V dn
. = iyt WL(— D)+
! 2(005(2:( : )((/’)r 1 : »-n (149

The numerically predicted differential interferogram
is imporied into the same electronics which holds the
experimental interferogram. In this way a pictorial image
can be produced, and this can then be compared to the
experimental image.

RESULTS AND DISCUSSION

A set of experiments was carried out using the T4
shock tunnel, the results of which are presented here.

Chemical processes were initially assumed 10
dominate the non-equilibrium flow so the test conditions
were chosen to maintain a high dissociation fraction &
whilst varying the flow pressures and then to choose some
other conditions with much lower a to compare. A mach
five nozzle was used over this range of enthalpies and
pressures. A differential interferometer image was
recorded for each shot together with traces of shock speed
within the shock tube, stagnation pressure at the entrance
10 the converging-diverging nozzle, pitot pressure at the
model and the laser high voltage output trace.

The images recorded showed 3 curvature of the
fringes after both the leading edge shock and the second
shock, decaying away quite quickly in zones 2 and 3
respectively. See figure 4.

The displacement of these fringes was observed to
vary for differcnt enthalpy and pressure conditions, but in
all cases the deflection of the fringes was upsueam after

both the first and second shocks. Fringe curvature upon
entry 10 the heated outskirts of the boundary layer can also
be clearly seen. )

At the conclusion of the experiments the images
were analysed and the deflection of the wollasion prism
calibrated.  Consequently it was confirmed that 8
deflection upstream significs 8 raising of refractive index
gradient from zero and thus increasing density. This is
verified by examination of the fringe shift entering the
boundary layer. This comesponds (0 encrgy absorption
rather than heat release.

The implication of this is that despite the wide

range of test conditions chosen there  was  not
recombination in any of them.

In order to complete numencal simulations for the
test conditions the free sweam conditions at the entrance 1o
the scramjet were needed. These were obtained by using a
non-equilibrium nozzle flow (NENZF) program to inicgrate
from the shock tube fill pressure, the stagnation pressure
during the shot and the shock speed in the shock tube

Numerical simulations obtained using fice stream = -

conditions found in this way predicted recombination in
zone 2 at least, and an effect which was almost oo small
to detect when chemical rate constants as given by
Vincenti and Kruger (1965) were used. It was at this stage
that the previously described treatment of vibrational non-
equilibrium was included, using more recent values of the
vibrational rate constants as given in Sharma and Park
(1990).  The free stream vibratonal energy used was as
predicted by the method of Phinney (1964). Vibrational
non-equilibrium effects were found 10 be highly significant
10 the flow.

Skinner (1992) found that at the high enthalpies at
which these experiments were caried out  helium
contaminaton of the test gas from the driver gas was
resulting in observations of zero dissociation of nitrogen
test gas, in contradicion to the pure test gas case
calculated by the NENZF program. When this was used in
the numerical simulation, coupled with the more complete
non-equilibrium calculation involving both vibration and
chemistry, the computational results were found to be in
quite good agreement with experiment Sece figure S for
the numerical simulation corresponding to figure 4.
Although the fringe displacement at the stant of zone 2 is
not sufficient to be clearly observed for this calculaton,
when the calculation is carried out using a lower value of
the vibratonal relaxation time constant C and as a
consequence & lower free stream vibrational energy, the
fringe shift is clearly seen and matches experiment well.
As there is an accepted high level of uncertainty in these
rate constants comparison against this result is justfiable.
See figure 6.

It appears that a more thorough non-equilibrium
nozzle flow calculation, incorporating chemistry and
vibration, and further knowledge of T4 conditions which
produce helium contamination will be imporant in the
selection of shock tunncl test conditions for future
experiments. It is expected that conditions will be
attainable in which the nonequilibrium flow through the
scramjet model duct produces heat release rather than
absorption, allowing combustion simulation, although this
was not the case in the expeniments covered here.

SUMMARY AND CONCLUSIONS

Experimental differential interferograms " of shock
tunnel test flow through 3 madel scramjet duct have been
obtained over a range of high enthalpy test conditions. In
all of these cascs heat absorption afier the intake shocks
has been observed. Helium contamination is postulated.
Numerical simulations of the flow, when incorporating
chemical and vibrational non-equilibrium, have been found,
to be in good agreement with experiment Future
experiments  will involve a complete non-equilibrium
nozzle flow calculation 1o select test conditions which
produce heat release.
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Figure 1 Heat release in a model scramjet duct.
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Figure 3 Geometry for numerical Now calculation.

Figure 4 Experimental differential interferogram for H, =
22 MJ/kg, P, = 33 MPa, T, = 9400 K.

Figure § Numerically simulated differential interferogram
for H, = 22 Mlxg, P, = 33 MPa, T, = 9400 K, frozen

* freestream @ = 0 and ¢, = 0.60 MlXg  Vibrational
relaxation time constants used are C = 8.31x107 sec/Pa
and K, = 1.176:10° K.

[

Figure 6 Numerically simulated differential interferogram
for H, = 22 MJAg. P, = 31 MPa, T, = 9400 K, frozen
freestream @ = 0 and ¢, = 045 MJAg  Vibrnional
relaxation time constants used are C = 2.07x107 sec/Pa
and K, = 1.176x10° K.
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ABSTRACT

A small pilot facility has been set up at The University
of Queensland 10 demonstrate the concept of the Superorbital
Expansion Tube, a free piston driven. triple diaphragm,
impulse shock facility that utilizes the enthalpy multiplication
mechanism of the unsteady expansion process. The pilot
facility has been operated 1o produce quasi-steady test Mows in
air with shock velocities in excess of 13 kms*! and with a
duration of usable test flow approaching 15 us. Experimental
conditions with 1otal enthalpies of 78 MJ and 106 MJ and toxal
pressures of 15 and 37 Mpa respectively are reported. A flow
model that accounts for non-ideal rupture of the light teniary
diaphragm is discussed. It is shown ihat equilibrium
calculations more accurately model the unsteady expansion
process than calculations assuming frozen chemistry.

INTRODUCTION

The Superorbital Expansion Tube is a free piston
driven, triple diaphragm, impulse wind twnnel. This new
hypervelocity facility is designed 1o produce flow conditions in
a variety of tesr gases at velocities exceeding Eanh orbital
velocity. Even the most capable existing ground 1esting
facilities such as free-piston driven shock tunnels and
expansion tubes are fimited in the maximum Now enthalpies
they can produce. With the increasing interest in the design of
vehicles io be used to enter the atmosphere of other planets or
return to Earth’s atmosphere from beyond Earth orbit,
experimental facilities such as the Superorbital Expansion
Tube will be required 10 allow acrodynamic pround testing of
flight vehicle concepts and components. This paper outlines
experiments in a small pilot facility in operation at The
University of Queensland which has been used 10 demonstrate
the capabilities of a Superorbital Expansion Tube using dir as
the test gas. The techniques used 10 model the flow processes
involved. particularly around the tertiary diaphragm are also
discussed.

PRINCIPLE OF OPERATION OF THE FACILITY

The operation of the Superorbital Expansion Tube is
described in Morgan & Stwalker (1991). It uses the
phenomenon of enthalpy multiplication of the test flow
through an unsicady expansion as used in the standard
expansion tube, described originally by Resler and Bloxsom
(1952). The 1o0tal enthalpy of the flow is determined by the
extent of this final unsteady expansion of the iest Bas.

The facility with secondary driver. shock tube and
acceleration tube sections all of constant area (38 mm), is
shown in Figure 1. The 1unnel is driven by a helium filled,
free piston driver which is used 1o shock heat a helium filled
secondary driver section (2.111 m), separated from it by a
heavy diaphragm (52.5 Mpa burst pressure).

The facility can be operated in 1wo driver mades. In the

first or reflecred mode the driver gas is stagnated at the end of

the secondary driver section and exhausts into the test gas
conained in the shock tube section (of adjustable length,
initially 3.150 m), which is separated from the secondary
driver by a thin steel secondary diaphragm (Imm, 12.4 Mpa
burst pressure). In the second or Straight-through mode the
thin sicel secondary diaphragm is replaced with a light
cellophane diaphragm (23 um, 90 kPa burst pressure) which
Tuptures with the arrival of the shock. The second mode is the

preferred mode of operation. Because the pr shock speed
1s overtailored, the reflection of the shock in the first mode
would be expected to contaminate the driver gas.
A
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Flguror 1. pllot Superorbital Expansion Tube fscility

In both modes the resulting shock wave propagares
into the shock 1ube and accelerates the quiescent test gas. The
shock wave traverses the shock tube and ruptures the light
tertiary diaphragm (9 um grocery wrap, 20 kPa burst
pressure) and then accelerates 10 a higher velocity as it passes
into low pressure accelerator gas (helium or air) contained in
the acceleration tube (1.289 m). The test gas following the
shock is also further accelerated as it is expanded unsteadily
into the acceleration tube. At the exit of the acceleration tube
the test gas passes over the madel mounted in the test section.
Helium is the preferred accelerator g2s as it has a low density
and subsequently lower Mach number giving lower pressure
and remperature ratios than air for the same shock speed.

It is the addition of the secondary driver section which,
under the appropriate operating conditions, is able 10 boost the
performance of the facility beyond that of a standard free

~ piston driven expansion 1ube as reported by Neely and Stalker
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(1991). In an expansion tube the performance of the facitiny,
that is the flow enthalpy that can be produced, is a function of
the strength of the initial incident shock wave produced by the
driver. Morgan and Stalker (1992) describe the performance
enhancing mechanism of the secondary driver with the use of 2
warve diagram of the flow (Fig. 2).

-~ The primary and secondary driver gases in regions 2
and 3} respectively, which are both helium have the same
pressure and velocity. Thus if the free pistan driver is operated
50 that the rn‘mary shock is oventailored then the helium in
region 2 will have the higher speed of sound and will thus be
able to drive a higher shock speed through the 1est gas
contained in the adjacent shock tube than would be possible
for a single driver arranpement where region 3 drives the 1est
gas shock direcily.
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EXPERIMENTAL TESTING

To investigate the performance of the Superorbital
Expansion Tube concept, a seri¢s of runs were camied out in
the pilot facility using a range of filling pressures in the
secondary driver (40-200 kPa), shock tube (150- 10000 Pa)
and acceleration tube (1-380 Pa) sections. Two distinct
experimental conditions produced in the facility are set out in
Table L.

Table 1. experimental conditions

flow condition 78 MJ | 106 MJ
run number 220 231
secondary driver fill pressure  (kPa) 60 60
shock tube fill pressure (Pa) 500 800
acceleration tube fill pressure  (Pa) 17 10
accelerator gas i He

air
shock tube length (m) 3.150 1.625
final primary shock speed ~ (ms)| 64350 -
final secondary shock speed  (ms')| 6 880 7280

final tertiary shock speed (ms')| 10500 13000

For the lower cmhaI?y condition, with a final tertiary
shock velocity of 10.5 kms). a period of quasi-steady flow in
excess of 50 jis was observed. It was observed that for the
high shock velocities produced in the shock tube (> & kms'!)
there was severe atienuation of the flow with the shock being
slowed by up 10 2 kms'} when it reached the tertiary
diaphragm. To avoid the resulting decrease in performance due
10 flow attenuation, sections of the shock tube were removed
to reduce its length (to 1.625 m) so that the secondary shock
reaches the tertiary diaphragm before any significant
attenuation has occured. The second condition was produced
with this configuration. Final tertiary shock velocities in
excess of 13 kms! were achieved where a period of quasi-
steady usable test flow of 13 ps duration was observed.

Static pressure levels were recorded at a number of

stations down the length of the three sections. A typical record
of wall static pressures measured in the acceleration tube is
shown in Figure 3, illustrating the development of a region of
steady flow between the tertiary shack wave and the trailing
expansion wave. which terminates the test flow, as the flow is
expanded.
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Figure 3. acceleration tubs wall static pressure
hisiorles for 78 MJ condition

A standard PCB piezoelectric pressure transducer,
shielded from the direct flow, and an aluminiumAcad bar
gauge, utilising piczoelectric film, were used altemately to
measure the centreline pitot pressure levels in the test flow.
Typical wall static pressure and centreline pitot pressure
histories recorded at the exit of the acceleration tube are shown
in Figure 4 for the two different enthalpy conditions. For the
106 MJ condition the static pressure trace shown is from an
equivalent run (R226) as the exit trace was corrupted. High
frequency oscillations visible on the traces are consistent with
ringing of the gauges and are not a flow phenomenon.

Pitot pressure levels were observed to rise during the
period of test flow as expected from the analytical model of the
test flow which predicts non uniform gas staies in region 8.
The calculated pressure levels that bound these test flows are
indicaied on Figure 4 and can be seen to follow the observed
behaviour. As can be seen from the pressure traces, problems
were experienced with the rise time of the gauges used to
measure the pitot pressure. In the case of the PCB gauge this
was due to the filling of the cavity between the transducer and
its shicld. While the bar gauges, which were cusiom made, do
not require protective shielding, calibration tests indicate long
rise times of 4 - 6 ps. Development of the bar gauges is
continuing in house, and an improved response is anbcipated.
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Figure 4 (s) centreline pitot pressure histories and
corresponding exit wall static pressure hisiories for
78 MJ lest condition



the flow no longer occurs as the reflected shock is washed
downstream by the flow and the refiected shack attenuates
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Figure 4 (b) centreline pitot pressure historles and
corresponding exit wall stalic pressure historles for
106 MJ test condition

ANALYSIS OF THE FLOW

This paper deals with the analysis of the flow of 1est
gas through the shock tube and acceleration tube resulting in
the final test flow in the test section. No attempt is made here
w madel the driver flow although the perfect gas analysis from
Morgan and Stalker (1992) was used to help determine the
optimum driver conditions.

The observed shock speeds in the shock and
scceleration tubes are used in conjunction with the known
quiescent test gas pressures in these two sections to calculate
the secondary and tertiary shock strengths. Real gas
calculations of these conditions are made using an equilibium
analysis. The static pressure and the entropy level behind the
shock are deiermined and these are used 1o determine the full
gas state via an equilibrium scheme (Rizkalla 1990).

It should be noted 1hat although the shock heated 1est
gas in region 6 is nominally indicated as being a region of
uniform flow in Figure §, it is in fact a region in which there is
a velocity 5radicn( induced by viscous effects. The Mirels
analysis (1962) was used 1o predict the velocity of various
points in the the region and this was found 10 have a
significant effect on the final values of pitot pressure calculaied
for the expanded test flow,

The lightest possible tertiary diaphragm is used 10
separalc the air test f,as and the helium accelerator gas. Ideally
this diaphragm would rupiure instantaneously and would have
no further influence on the flow. But as has been reponted in
previous expansion tube work (Shinn and Miller 1977) even
the lightest diaphragm does not behave ideally resulting in two
principal non-ideal effects. These are reflection of the incident
secondary shock wave into the oncoming test gas before the

diaphragm ruptures and momentum loss from the expanded

flow due 10 the energy required to acceferate the diaphragm
mass after rupture. This nonideal behaviour can be observed
on a more detailed wave diagram for the flow in the vicinity of
the tertiary diaphragm (Fig. 5).

These non-ideal effects must be accounted for and have
a significant influence on the calculated test gas conditions.
The slug of shock heated test gas that arrives at the tertiary
diaphragm (Fig.5. region 6) is processed by the reflecied
shock wave (region 8) and then passes through the unsteady
expansion which develops behind the accelerator-est gas
interface. The source of shock heated test gas for the
expansion is non uniform. The first part of the test gas slug to
arrive (region 8a), is stagnated by the shock that is reflected
from the tertiary diaphragm and is then expanded from this
state. Once the diaphragm rupiures though, this stagnation of
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Calculation of the expansion process and the resulting
state of the test gas must thus be made for a range of starting
conditions. It is perhaps easiest to consider the two bounding
extremes of the starting flow. The first is the initial part of the
test gas stug (region Ba) which is taken as initially stationary
with conditions determined for a fully reflected shock bringing
the gas 10 rest. The other extreme is the terminating tase
(region 8z) where the interface separating the test gas and
secondary driver gas catches up with the atienuated reflected
shock. The calculation of this state is less straightforward.

To determine the strength of the reflected shock at
interface caichup it is necessary to model the behaviour of the
tertiary diaphragm after rupture. The residual influence of the
teniary diaphragm afier rupture is represented by the inertia of
the diaphragm as it is washed downstream (Morgan and
Stalker 1992) in a'similar form 10 the action of a free piston.
The mass of the ruptured diaphragm is accelerated downstream
by the pressure behind the reflected shock. As this occurs
expansion waves propagale upstream from the diaphragm,
eventually attenuating the reflected shock 10 a Mach wave. %‘he
accelerating diaphragm also sends compression waves
downstream into the accelerator gas which converge 1o form
the teniary shock. )

As the reflected shock and the diaphragm are initially in
close proximity and the sound speed behind the reflected
shock is very high, it is assumecd that the expansion waves
emanating from the diaphragm immediately catch up with the
reflecied shock, thus specifying a region of uniform gas
velocity between the reflected shock and the diaphragm
remnants. The velocity of the diaphragm remnants is
determined by the integration of its acceleration from rupture.
The diaphragm velocily may then be used with the known
incoming test gas velocity to determine the swrength of the
shock at each moment. As the reverse shock traverses the test
gas it induces an entropy change in the gas which must be
determined. The period it 1akes the shock to traverse the slug
of test gas is small (< 15 ps) and it can be shown that only a
small displacement of the diaphragm will occur in this time
indicating that it is permissible to determine the reverse shock
strength from simple theory. It should also be noted that as the
initial pressure loadings on the tertiary diaphragm are small
(less than 1/25th of the burst pressure) there will be no
significant pre-deformation of the diaphragm suggesting one
dimensional behaviour and circumferential failure of the light
diaphragm material.



To determine the velocity of the gas behind the
attenuated reverse shock at the point of interface carchup, itis
assumed via Mirels (1963) theory that the velocity of the test
flow contained between the reflected shock and the upstream
interface is matched to the velocity of the interface. gas
velocity across the shock is calculated and is then expanded
through the unsieady expansion.

Once these starting conditions are determined the
remnants of the diaphragm on the (low are disregarded as they
can have no further cffect on the flow entropy. The two
starting conditions are used to calculate the limits of the range
of test gas flows produced at the end of the unsicady
expansion. Calculation of the changing state of the flow
through the unsteady expansion is im lemented in a stepwise
manner. The expansion process is ivided up into a large
number (100) of velocity increments which proceed from the
calculated starting velocity of the test gas (State 8) to the final
velocity after expansion (State 12). This final velocity is set
equal 1o the observed tertiary shock speed by the assumption
of full Mircls development of the slug length in the accelerator
gas. Calculation across each increment is governed by the
standard equation for an unsteady expansion wave which
relates the change in static enthalpy to the change in velocity
and the local speed of sound.

dh = -adu m

A calculation of the entropy and static enthalpy of the
flow is made at the initial state 8. For equilibrium or frozen
flow the expansion is isentropic. The gas condition is uniquely
defined by the enthalpy and entropy and the EQSTATE code
(Rizkalla 1990) is used to iterate, at the end of each computed
step, a solution for pressure, temperature and gas
composition. The CREK subroutines developed by Prau and
Wormeck (1976) are used to calculate the equilibrium
composition at each point The process proceeds until the final
velocity is reached, thus supplying the final state of the test
gas. The calculated gas states of the test flow (region 12) at the
end of the acceleration tube, are set out in Table Il for the two
eathalpy conditons discussed in the previous section.

Table 1. final test fiow states calculated using
equliibrlum and trozen theory

The resulting calculation of static and pitot pressure
levels for cach starting condition can also be scen in Figures
43. and 4b., superimposed on those pressures measured in the
experimental flow. A comparison can be made here with the
effect of assuming a frozen expansion process. Calculations of
the expanded state of the test gas required to maich the
observed final velocity for a frozen expansion were made by
fixing the chemical state of the test gas after processing by the
reflecied shock (State 8). The resulting expanded states are sel
out in Table 11. It can be scen that the resulting 1emperatures
and static and pitot pressures of the expanded test gas are
unrealistically low giving suppon to the assumption of an
approximately equilibnum process occurring through the
unsteady expansion. ft can thus be seen that to achicve the
high enthalpy flow conditions produced by the Superorbital
Expansion Tube in experiments, the flow ¢nergy used to
dissociate the test gas when it is shock heated in the shock tube
must be at least partially resiored 10 the flow through
recombination of the test gas through the unsteady expansion.
If this energy remained frozen as chemical energy the observed
test conditions could not be achieved. In the Superorbital
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flow condition 78 MJ 106 M)
calculanion method | equilib. | _frozen equilib. | frozen
velocity (ms™)] 10500 | 10500 | 13000 13 000
temperature  (K)} 5901 236 5526 8
pressure (Pa)] 13914 96 6103} 0.017
density(102kgm)| 057 | 0.072 2.76 | 0.0004
Mach number $7 201 7.4 95
ratio of spec. heats 1.40 1.64 1.39 1.62
pitot pressure (kPa) 626 798 466 0.6
1otal pressurc(MPa) 15.2 1.0 374 16.2

Expansion Tube, the total enthalpy is not fixed at any point in
the flow as it is in shock tunnel facilities. Rather it relies on the
enthalpy multiplication mechanism of the unsteady expansion
and thus any increase in energy due 10 recombination through
the unsteady expansion will be multiplied by the expansion to
produce the clevated final enthalpies recorded.

CONCLUSIONS

A small pilot facility has been set up at The University
of Queensland to demonstrate the concept of the Superorbital
Expansion Tubc, 8 frec piston driven, triple diaphragm,
impulse facility. The pilot facility has been operated to produce
quasi-steady test flows with shock velocities in excess of 13
kms-! and with a duration of usable test flow of 15 ps. Such
high enthalpy flows are of interest in the design of any vehicle
used to traverse an atmosphere al velocitics exceeding Earth
orbital velociry.

Consideration of the effects of boundary layer growth
and non ideal diaphragm rupture on the flow have allowed a
better understanding of the flow mechanism and enabled more
accurate matching of calculated and observed test flow states.
It has also been shown conclusively that much better
agreement with experiment is achieved if the unsteady
expansion process is modelled as an equilibrium process rather
than as a frozen chemistry process.

These initial results have demonstrated the viability of
the Superorbital Expansion Tube concept and while further
testing on the pilot facility will continue, work is now
proceeding on the design of a larger scale, medium size facility
a1 The University of Queensiand.
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