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ABSTRACT 

NASA’s Space Network (SN) provides telecommuni- 
cations and tracking services to low earth orbiting 
spacecraft. One proposal for improving resomce &Io- 
cation and automating conflict resolution for the SN is 
the concept of flexible scheduling (Ref. 1). In this con- 
cept, each Payload Operations Control Center (POCC) 
will possess a Space Network User POCC Interface 
(SNWI) to support the development and management 
of flexible requests. Flexible requests express the flex- 
ibility, constraints, and repetitious nature of the user’s 
communications requirements. Flexible scheduling is 
expected to improve SN resource utilization and user 
satisfaction, as well as reduce the effort to produce and 
maintain a schedule. A prototype testbed has been de- 
veloped to better understand flexible scheduling as it 
applies to the SN. This testbed consists of a SNUPI 
workstation, an SN scheduler, and a flexible request 
language that conveys information between the two 
systems. All three are being evaluated by operations 
personnel. Benchmark testing is being conducted on 
the scheduler to quantify the productivity improve- 
ments achieved with flexible requests. 
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1.  INTRODUCTION 

Providing communications and tracking support to low 
earth orbit spacecraft has long been one of NASA’s 
primary objectives. NASA’s SN, in conjunction with 
the various ground based communications networks, is 
designed to provide these necessary support functions. 

1.1. The Space Network 

The SN is comprised of three main elements: the 
space segment, the ground segment, and the control 
segment. All three elements are currently undergoing 
an evolution to meet user needs in the late 1990s and 
beyond. 

The space segment consists of a constellation of three 
Tracking and Data Relay Satellite (TDRS) spacecraft 
that provide forward and return communications and 
tracking services for customer spacecraft. The future 
SN may consist of a mixed constellation of TDRS and 
TDRS I1 (the next generation TDRS) spacecraft, even- 
tually evolving to a constellation solely of TDRS I1 
spacecraft. While TDRS I1 is expected to provide 
some new functionality, the operations concept will be 
essentially the same as the TDRS operations. 

The main element of the ground segment is the White 
Sands Ground Terminal (WSGT), which provides the 
communications link between the TDRS spacecraft 
and the ground. In the near future, a Second TDRS 
Ground Terminal (STGT) will join WSGT in provid- 
ing space to ground link support, Over the next sever- 
al years, both ground systems are planned to receive 
significant upgrades to address the changing SN envi- 
ronment. 

The control segment is responsible for managing SN 
resources. The primary component of the control seg- 
ment is the Network Control Center (NCC), which 
schedules communicatian events on the SN. In the 
next few years, the NCC will undergo several up- 
grades in response to upcoming programs (e.g., 
STGT). In the late 1990s, the NCC is scheduled for an 
upgrade, which will significantly enhance the manage- 
ment of SN resources. 

1.2 Scheduling the Space Network 

Current scheduling practices, which rely heavily on 
manual conflict resolution strategies, are adequate for 
the current SN environment. Future changes to the SN 
are expected to severely impact the capability of the 
current scheduling operation. These changes could in- 
clude partial or complete faiIures of TDRS spacecraft, 
new services proposed for TDRS I1 and an anticipated 
increase in mission loading. Furthermore, the SN has 
a requirement to support both classified and unclassi- 
fied customers, therefore, customer visibility into the 
composite schedule remains severely restricted, com- 
plicating the conflict resolution process. 
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upgrade, a customer POCC inter- 
s being proposed. One of the pri- 

mary functions of SNUF'I is to support the scheduling 
interface between the POCC and the NCC. S W I  
and the NCC will implement a concept called flexible 
scheduling in order to increase scheduling efficiency. 

1.3. Space Network User POCC Interface 

Current operations use multiple systems to support 
communication interfaces between user POCCs and 
the NCC. For example, the User Planning System 
( U P S )  is used for scheduling the SN, while a different 
interface is used for real-time operations. SNWI is 
proposed as a complete interface tool kit that the 
POCC can access for all of its interactions with the 
NCC. A key feature of SNWI is its support of the 
flexible scheduling concept. 

2. FLEXIBLE SCHEDULING 

Current SN scheduling schemes involve the submis- 
sion of individual requests for specific resources at 
specific times. Flexible scheduling, however, permits 
POCCs to express requests for communications sup- 
port in terms of their flexibility, repetition characteris- 
tics, and service and event constraints (Ref. 2). Flexi- 
bility may be expressed in terms of: 

Service start times (e.g., between 1200 and 1215) 
e Service duration (e.g., 15 to 20 minutes long) 
0 Requested resources (e.g., any SA antenna on any 

0 Repetition characteristics (e.g., repeat once/orbit) 
e Service and event constraints (e.g., 2 to 5 minutes 

TDRS) 

after sunlight entry) 

Repetition characteristics may include: 
e Number of event repetitions (e.g., 10 repetitions) 

Event repetition cycles (e.g.. repeat every orbit) 
Summed event duration (e.g., as many repetitions 
as needed to provide a total of 7 hours of support) 

0 Repetition restrictions (e.g., 10 minutes minimum 
gap between repetitions) 

Service and event constraints may refer to: 
* Orbital activities (e.g., at apogee) 

0 POCC defined activities including other requests 
Calendar activities (e.g., only on weekdays) 

(e.g., after request Y starts) 

An example of a flexible request embodying these ca- 
pabilities is a request to schedule a 15 to 20 minute 
type A event on any single access (SA) antenna any- 

time after 1200 hours, except while over the South At- 
lantic Anomaly (SAA), every day for the next 2 
weeks. This request statement expresses flexibility in 
the start time and duration of the support and in the re- 
source required. It also expresses the repetitive nature 
of the required support. The repetition instructions in 
the request allow the POCC to submit one request 
while receiving multiple scheduled instances of that 
request (14 in this example). The request statement 
also expresses constraints limiting the potential times 
during which this request can be satisfied, based upon 
orbital activities. Figure 1 illustrates the flexible and 
repetitive dimensions of the request. Figure 2 pro- 
vides a sample of how scheduling can be affected by 
constraint statements. 

Increasing Repeatability 

Duration: 20 minutes 
Repetition: every day 

Resource; TDRS E SA1 
Start Time; 15:12:36 

next 2 weeks 

Duration: 20 minutes 
Repetition: once 
fiesource; TDRS E SA1 
Start Time: 15:12:36 
Period: Tuesday 

Event: TypeA 
Duration: 15-20 minutes 
BepetitiQa; every day 
pesource; any TDRS SA 
Start T W  after 12:OO:OC 
Period: next 2 weeks 

Event: TypeA 
Duration: 15-20 minutes 
Repetition: once 
Resource; any TDRS SA 
Start Time: after 12:OO:OC 
Period: Tuesday 

k- 
Increasing Flexibility 

Figure I .  Flexible Scheduling Request Example 

The use of flexible requests should improve scheduling 
operations because the information contained in them 
concerning time and resource flexibility: 

a Facilitates automated conflict resolution 
0 Increases resource utilization (by scheduling more 

0 Reduces number of requests to be submitted 
events) 

(since multiple events can be scheduled from one 
request) 
Reduces request-response iterations between the 
NCC and the POCCs 

* Reduces the need to coordinate scheduling options 
verbally (backup events can be specified in case 
the primary event cannot be scheduled) 

Although more options make conflict resolution more 
complex, algorithmic solutions exist and automated 
processes have been successfully used (Ref. 3). 
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Schedule Service When - In View 01 either TORS 
Only in SIC Daylight - Avoid the South Atlantic Anomaly 

Cbbt 1 w t z  orbit3 

Figure 2. Constraint Relationships Example 

3. THE SNUPI PROTOTYPE 

The SNUPI prototype illustrates the flexible scheduling 
concepts as applied to the definition and management 
of PUCC requests. SNUPI runs on a SUN SPARCsta- 
tion and is written in C. The Transportable Applica- 
tions Environment (TAE Plus), a NASA developed 
graphical user interface tool, supported user interface 
development. The initial version of the prototype was 
completed in seven man months. This prototype pro- 
vided access to six top level functions: 

0 Request generation and editing 
0 Request validation 

Database management 
Request transmission 

Schedule management 
= Request status management 

3.1 Request Generation and Editing 

3.1.1 The Flexible Request Language 

Flexible requests are described to the scheduling system 
in a flexible request language. The flexible request lan- 
guage used in SNUPI prototype is based on the Flexible 
Envelope Request Notation (FERN) language (Ref. 4). 
WRN is English-like and human readable. As used in 
the SNUPI application, it has a hierarchical structure 
consisting of definitions of: 

0 Resources, time intervals, and configuration pa- 
rameter sets 

* Services (or steps) 
0 Events (or activities) 
0 Requests (or generics) 

Resource definitions consist of the resources that may 
be scheduled and when they are available. Resource 
definitions also define pooled or equivalent resources. 
For example, the resource definition TDRS-East- 
SA-antenna represents a pooled resource composed of 
both SA antennas on the TDRS East spacecraft. 

Time interval definitions describe relevant time inter- 
vals, usually related either to orbital events (e.g.. when 
the spacecraft is in view of a particular relay satellite), 
or calendar events (e.g., a workday, defined as O9:O to 
17:OO EST Monday through Friday). 

Configuration parameter sets indicate how to configure 
the TDRS spacecraft and ground terminal in order to 
support a desired service. Typical configuration pa- 
rameters include data rates, frequency, polarization, 
and channel identification. 

A service definition is comprised of the configuration 
parameter set and the resources that are required to 
provide the service. It may also include a list of con- 
straints that apply to that service. 

An event definition describes a collection of services 
as well as the duration of each service. A typical SN 
event consists of a forward service, a return service 
and a tracking service. Constraints that apply to the 
event as a whole, such as "must occur during space- 
craft sunlight", are also stated in the event definition. 

The request definition describes what events are to be 
scheduled and how often. Thus, the number of repeti- 
tions and the repetition cycles are part of the request 
definition. Requests also specify what events may be 
scheduled as backups, if the primary event(s) cannot be 
scheduled. 

3.1.2 The Request Editor 

Although the flexible request language is very reada- 
ble, it still involves keywords and a structured syntax. 
In order to avoid forcing the POCC operator to learn 
tedious language syntax, a form fill request editor was 
developed for the SNUPI prototype. The editor allows 
the operator to create, edit, or delete the definitions 
noted above. Each definition is saved and can be re- 
trieved for use in building other definitions. In gener- 
al, there is a form for each definition, with an associat- 
ed form for the specification of constraints. The forms 
support key-in data entry, menu selections, and check 
boxes. On-line help is provided as well. 

The request editor takes the information entered in the 

883 



forms and automatically formats it into the flexible re- 
quest language syntax. At any p in t  in the data entry 
process, the operator may elect to view the resultant 
definition in the request language. A text editor is pro- 
vided for the knowledgeable operator who wishes to 
work directly in the request language. Syntax and er- 
ror checking would be performed to the fullest extent 
possible in an operational system, but only limited er- 
ror checking was implemented in the prototype. 

3.2 Request Validation 

Once a flexible request has been defined, the POCC 
operator should validate it to ensure that it will gener- 
ate the type, quantity, and approximate placement of 
scheduled events desired. The request validation facil- 
ity expands the request into its multiple individual in- 
stances and plots these instances on a graphical time- 
line. Selected constrains may also be plotted. This 
process allows the operator to see how many request 
instances will be generated from the request definition 
and where they are likely to be placed on the schedule. 
Missing, misplaced, and undesired request instances 
will be apparent. The operator then may modify the 
request definitions to correct these problems. Once 
the operator is satisfied with how the request expands, 
it is marked as valid. 

Figure 3 shows a typical request validation screen. 
The operator may chose to expand the request along a 
relative timeline for general validation, or expand the 
request with respect to a specific time interval. The re- 
quest may be expanded for one day, one week, or any 
arbitrary length of time the operator chooses. For ex- 
ample, if the repetition cycle is once a day, the opera- 
tor may choose to expand the request for a week in or- 
der to view a number of repetitions. 

3.3 Database Management 

Validated definitions for requests and time intervals 
are entered into a database, and placed under configu- 
ration management. Once a definition is entered into 
the database, modifications to that definition would be 
tracked and controlled. The database manager pro- 
vides the operator with the ability to add, delete, view, 
and sort definitions. The database manager would also 
support resource inventory updates from the NCC. 

When a request is added to the database, the operator 
is prompted to enter the life span of the request. The 
life span of a request defines when the scheduling pro- 
cess should start to use the request, and when its use 
should be terminated. The life of a request may span 
multiple scheduling periods. 

Apply to: Placement Heuristic: Expand for: 

OSpeclfic timeline ... OPlace In middle of tolerance window 91 week 
Relative timeline 4 Place at beginning of tolerance window + 24 hours 

OPlace at end of tolerance window gother.. . 

Expand Request: Ixte-tdump I 
Relative Timeline 

Figure 3. Flexible Request Validation Example 
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3.4 Request Transmission 

The SNWI prototype is part of a scheduling testbed 
which includes a flexible scheduling system called the 
Request-Oriented Scheduling Engine (ROSE) (Ref. 5) 
which prototypes the NCC scheduler. Requests resid- 
ing in the SNUPI database can be transmitted via a 
TCPEP connection to the scheduling system. When 
the scheduling system receives a request, an acknowl- 
edgment is transmitted back to SNUPI and displayed. 

3.5 Request Status Management 

SNUPI maintains and modifies the status of all re- 
quests from initial request generation, through request 
transmission, to schedule result. The status display 
prompts the operator to enter the scheduling period of 
interest, and then lists all requests relevant to that peri- 
od and their current status for that period. A request 
status history is also available. 

3.6 Schedule Management 

After the NCC scheduling prototype has produced a 
schedule, each POCCs resulting events are transmitted 
to their SNUPI. The operator may display these sched- 
uled events on a graphical timeline. Since SNUPI may 
be managing multiple schedules simultaneously, the 
operator must specify which scheduling period is of in- 
terest, and whether the primary or a contingency sched- 
ule is to be displayed. The operator may choose from 
a variety of display grouping options, such as group by 
resource scheduled. Details on any particular event 
may be viewed. The schedule may also be displayed 
in a tabular form. Information concerning unscheduled 
events and schedule summary statistics (e.g., total min- 
utes allocated) is available as well. 

4. S N W I  EVALUATION 

The SNUPI prototype user interface and the Flexible 
Schedule Request (FSR) concept were evaluated by 
collecting subjective comments from potential users. 
The objectives of the evaluation were to determine the 
acceptability of the FSR concept from the mission op- 
erations perspective, and to gather feedback on the 
techniques used in the SNUPI prototype user interface. 
The evaluation plan addressed the process to be used 
for each evaluation session, identification of partici- 
pants and evaluation materials. 

Evaluations were generally conducted with one partici- 
pant at time and were completed in about an hour. For 
each evaluation session, participants were provided 

with a brief overview of the SNUPI prototype, the 
FSR concept and the objectives of the evaluation. The 
SNUPI prototype was then demonstrated, following a 
strict scenario which highlighted features of the FSR 
concept (as described in Section 3), proposed capabili- 
ties to support the con t, and several user interaction 
techniques. Finally, reactions were obtained by having 
participants respond to an interview questionnaire. 

Over fifty people participated in the SNUPI prototype 
evaluation. Participants were members of Goddard 
mission operations teams, managers and developers of 
operational systems. The evaluation material included 
a handout of the SNUPI overview, a brief description 
of the FSR concept, and copies of major SNUPI proto- 
type display panels. The questionnaire requested in- 
formation about the evaluator's background to deter- 
mine their personal experience with systems similar to 
SNUPI in function, and asked whether they considered 
themselves to be managers, developers or operators. 
Statements were worded positively and then scored by 
evaluators as 5 for "strongly agree", 3 for "neutral" (or 
don't know) and 1 for "absolutely do not agree". The 
statements were intended to elicit subjective feedback 
regarding the perceived utility of the FSR concept. 
Words like "useful" were used when exploring the pro- 
posed operations concept, and "clear and easy to un- 
derstand" for human-computer-interface concepts. 
Participants were also asked to comment on overall 
prototype strengths and weaknesses. 

Responses to the questionnaires were numerically 
scored and then analyzed to calculate the average re- 
sponse to each statement by participant category and 
in total. Responses that were rated both high and low 
(20th percentiles) were further examined, with corre- 
lating comments from the participant groups. 

The overall result of the evaluation indicated strong 
approval of the FSR concept, with scores ranging from 
3.07 to 4.81, and averaging 4.21. In general, graphic 
displays of schedules were well received. Low rated 
statements tended to point to human-computer inter- 
face (HCI) difficulties. It was recognized that while 
requesting scheduled services is a complex task, SNU- 
PI tools need to be more intuitive, perhaps prompting 
for the next required operator input. Participants rec- 
ommended that future scenarios deal with some of the 
complexities currently experienced with SN schedul- 
ing, including handling rejected requests, handling 
more than a single request, and making modifications 
to scheduled events. For example, an infrequent activ- 
ity may require that a single instance of a routine re- 
quest have expanded service support. 
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The evaluation also indicated that users anticipate that 
extensive training would be required to develop de- 
tailed knowledge of the FERN language. Another key 
evaluation result was that scheduling SN resources is 
only part of the planning function for each GODDARD 
mission. Participants recommended integrating SNUPI 
scheduling functions with other POCC mission plan- 
ning activities and tools. 

5. CONCLUSIONS AND FUTURE EFFORTS 

A key benefit of the flexible scheduling request con- 
cept is the shift of a significant conflict resolution ef- 
fort from humans to computers. Whereas the current 
space network scheduling approach requires POCC op- 
erators to identify specific resource and time require- 
ments in a fixed format request, the flexible scheduling 
request concept allows customers to describe their re- 
quirements in a readable language which accommo- 
dates flexibility. The FSR operations concept minimiz- 
es request-response iterations between the network 
scheduling system and the customer since multiple 
events can be scheduled from a single request (using 
repeatability specifications). Also, backup events can 
be identified and substituted in case the primary service 
is not available. The FSR concept supports automated 
conflict resolution strategies, since tolerances in start 
times and duration are provided. More events are 
scheduled, thus supporting effective TDRS resource 
utilization. The time to generate a weeks worth of 
schedules can be reduced to hours instead of days. Fi- 
nally, the potential exists to evolve the FSR concept 
into a standard for exchanging schedulig information 
on resource requirements and constraints with interna- 
tional space networks. 

Currently a second version of the prototype is in pro- 
cess to address some of the weaknesses identified by 
the evaluators. One particular improvement is the ad- 
dition of a new display illustrating the relationship of 
different services within an event. This display is in- 
cluded in the request editor, and later may be made 
available to both the request validation and schedule 
management facilities. A new graphical format is also 
planned to allow easy definition of time intervals. 

To address the need for integrated tools in mission 
planning and SN scheduling which was identified by 
the evaluators, the prototyping effort will also explore 
ways to automate the link between mission planning 
tasks and the generation of flexible scheduling requests 
for SN resources. This prototyping effort will integrate 
SNUPI with an operational mission planning tool 
called the Explorer Platform Planning System (Ref. 6). 

Smart HCI capabilities could be incorporated within 
the SNUPI prototype. Context sensitive defaults and 
intelligent error checking could be provided. For ex- 
ample, SNUPI may recog 
events defined in its database include a tracking ser- 
vice, and query the operator for the inclusion of a 
tracking service in any new event definition. The in- 
teraction style also could be extended to a demonstra- 
tional interface (Ref. 7). Demonstrational interfaces 
go beyond direct manipulation and allow the operator 
to abstract and generalize actions performed for repeti- 
tion on similar objects. An intelligent demonstrational 
SNUPI would allow direct manipulation of event and 
service icons on a timeline in order to describe a re- 
quest. Using heuristics, SNUPI then would determine 
the constraining factors and translate this information 
into the request language. 
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