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PREFACE

The Joint University Program for Air Transportation Research is a coordinated set of three grants sponsored by the Federal Aviation Administration and NASA Langley Research Center, one each with the Massachusetts Institute of Technology (NGL-22-009-640), Ohio University (NGR-36-009-017), and Princeton University (NGL-31-001-252). These research grants, which were instituted in 1971, build on the strengths of each institution. The goals of this program are consistent with the aeronautical interests of both NASA and the FAA in furthering the safety and efficiency of the National Airspace System. The continued development of the National Airspace System, however, requires advanced technology from a variety of disciplines, especially in the areas of computer science, guidance and control theory and practice, aircraft performance, flight dynamics, and applied experimental psychology. The Joint University Program was created to provide new methods for interdisciplinary education to develop research workers to solve these large scale problems. Each university submits a separate proposal yearly and is dealt with individually by FAA and NASA. At the completion of each research task, a comprehensive and detailed report is issued for distribution to the program participants. Typically, this is a thesis that fulfills the requirements for an advanced degree or a report describing an undergraduate research project. Also, papers are submitted to technical conferences and archival journals. These papers serve the Joint University Program as visibility to national and international audiences.

To promote technical interchange among the students, periodic reviews are held at the schools and at an FAA or NASA facility. The 1992-1993 year-end review was held at Ohio University, Athens, Ohio, June 17-18, 1993. At these reviews the program participants, both graduate and undergraduate, have an opportunity to present their research activities to their peers, to professors, and to invited guests from government and industry.

This conference publication represents the twelfth in a series of yearly summaries of the program. (The 1991-1992 summary appears in NASA CP-3193.) Most of the material is the effort of students supported by the research grants. Four types of contributions are included in this publication: a summary of ongoing research relevant to the Joint University Program is presented by each principal investigator, completed works are represented by full technical papers, research previously in the open literature (e.g., theses or journal articles) is presented in an annotated bibliography, and status reports of ongoing research are represented by copies of presentations with accompanying text.

Use of trade names of manufacturers in this report does not constitute an official endorsement of such products or manufacturers, either expressed or implied, by the National Aeronautics and Space Administration or the Federal Aviation Administration.

Frederick R. Morrell
NASA Langley Research Center
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SUMMARY OF RESEARCH ACTIVITIES

1. INTRODUCTION

One completed project and two continuing research activities are under the sponsorship of the FAA/NASA Joint University Program as the 1992-93 period ends. There were a number of publications during the year which are referenced in this report. A brief summary of the continuing research project is provided.

The completed project was:


The active research projects are:

1. ASLOTS - An Interactive Adaptive System for Automated Approach Spacing of Aircraft.
2. Alerting in Automated and Datalink Capable Cockpits.

2. REVIEW OF CONTINUING RESEARCH ACTIVITIES

2.1 ASLOTS - Interactive, Adaptive Spacing on Final Approach

This research is aimed at providing ATC controllers concerned with approach spacing at busy airports with a decision support system which is:

1) Integrated across multiple simultaneous approaches
2) Interactive (so that they can direct its operation)
3) Adaptive (it adapts continuously to the real world situation).

The ASLOTS concept was described in last year's report. The effort during 1992-93 has been aimed at creating a high fidelity ATC simulation environment called ATCSIM. This simulation will provide realistic motion of aircraft under typical representation of errors from various navigation, guidance, surveillance, and ground tracking systems, as well as the time and spatial variation of winds. It has two components: an airborne simulation for arriving and departing aircraft, and a ground simulation of aircraft moving on the surface of the airport. A schematic of ATCSIM functionalities is shown in Figure 1.

ATCSIM is designed using a generalized, modular software approach which can be easily adapted to new scenarios, and thereby provide a flexible, rapid-experimentation
tool for researchers interested in automation of ATC processes and Human Factors issues in ATC automation. It applies distributed processing using common workstations on a high speed local area network, and an object-oriented, modular approach to configuring the software which allows rapid reconfiguration of the traffic controller’s console, its display formats, and its automation functions. It is written in standard ANSI C, uses X-windows for its graphics, Ethernet with TCP/IP protocol, and is currently in UNIX (AT&T System 5.3). This combination allows a variety of workstations to be used. ATCSIM will accommodate several ATC controller consoles (each with its pseudo-pilot station).

The modularity is indicated in Figure 1 where separate modules exist for communications, navigation and guidance, surveillance and tracking, and vehicle motion which provide realistic representation of the flight and ground paths followed by aircraft as they are controlled. Figure 1 also indicates that various modules for automating any or all of the various ATC processes (e.g., Conformance, Separation, Congestion Management, Hazard Alerting, etc.) can be developed separately. ATCSIM runs in real-time using a fixed script of arriving traffic, or can use Traffic Generators which construct a description of randomly arriving traffic with control over the longer term values for the mix of types, arrival rates, altitudes or gates, etc. Once a script is created it can be used by the experimenter for a series of tests. It is possible to "replay" any test run in fast-time, or "fast-forward" to any situation which is interesting. Such situations can then be the starting point for real-time experiments, and can be "doctored" to cause certain desired traffic situations to occur.

While the major effort in 1992-93 has been on creating ATCSIM, attention has now been returned to implementing ASLOTS. Current work is aimed at implementing its features (Feasible Slot Range, Auto Rearward Shift, Centerline Adaptation, Constrained Pattern Parameters, etc.) in an environment which will allow multiple runway approach and landings.
Figure 1 - ATCSIM FUNCTIONALITIES
2.2 Alerting in Automated and Datalink Capable Cockpits

Over the past few years, a variety of experiments have been performed in the MIT Advanced Cockpit Simulator in the area of weather hazard and terrain alerting. As a result of these experiments, it was noticed that there is a common generic thread in implementing advanced alerting systems. The focus of this research is to explore the idea of a general theory for Advanced Hazard Alerting in future situations where there may be a mix of airborne and ground sensors, and a reliable datalink to exchange information quickly. It is assumed both that pilots and controllers will be involved in detecting and resolving any deviation required by an unexpected hazard, and that their respective roles will be well defined.

While the different types of hazards (precipitation, wind shear, terrain, traffic) present different inputs, there are always five sequential processes in a Hazard Avoidance process:

1. Hazard Detection and Alerting
2. Communication / Display of Hazard Information
3. Generation and Decision on Hazard Resolution
4. Communication of Planned Resolution Path
5. Execution and Monitoring of the Resolution Path

The decision on the resolution path is assumed to be the responsibility of the captain of the aircraft. There will be "reaction" times necessary for the execution of each process, and the need to establish detection, intervention, and resolution criteria which are a function of hazard detection sensor performance, display capabilities, and aircraft state and performance capabilities. It is clear that the uncertainties in hazard detection vary with the "probe" or "lookahead" time. Various strategies for minimizing risk must be developed which are acceptable to both pilots and controllers. It is intended that pilot acceptance will be explored using the MIT Advanced Cockpit.

3. ANNOTATED REFERENCES OF 1992 - 93 PUBLICATIONS

3.1 Liu, Manly, Tracking Aircraft around a Turn with Wind Effects, SM Thesis, Department of Aeronautics and Astronautics, MIT, Cambridge, MA, 02139, June 1993

Currently, it is possible for ATC to use radar tracking to estimate an aircraft’s current groundspeed and direction if it is flying a straight path, but large transient errors occur when the aircraft begins and ends a turn. The introduction of SSR Mode S datalink will make aircraft state information (heading, turn rate, groundspeed and direction, etc.) available for ground-based radar trackers, but it is desirable to minimize such transmissions. The minimal state information would be the declaration that the aircraft is no longer in a state of straight-line flight, but is currently turning. A "Turn Signal" indicating a left or right turn can be sent whenever the aircraft maintains a minimum bank angle for some period (e.g., 10° for more than 3 seconds).
In this research, two new "Turn Tracker" algorithms are devised to use the few radar position reports during a Turn Signal episode to estimate the initial position, groundspeed, and direction for the new straight line segment when normal radar tracking is resumed. The algorithms were implemented in a last-time simulation called TASIM, and compared with performance of an existing ATC tracker. The results show a significant reduction in average and maximum deviations of estimated values for groundspeed and direction during the turn, and a faster convergence on good estimates of the new groundspeed and direction along the new straight-line path after the turn.

4. REFERENCES TO PUBLICATIONS, 1992 - 1993

4.1 Liu, Manly, Tracking Aircraft around a Turn with Wind Effects, SM Thesis, and Flight Transportation Laboratory Report 93-4, Flight Transportation Laboratory, MIT, Cambridge, MA June 1993,

4.2 Hansman, R. John; Wanke, Craig; Kuchar, James; Mykitishyn, Mark; Hahn, Edward; Midkiff, Alan, Hazard Alerting and Situational Awareness in Advanced Air Transport Cockpits, Paper at 18th ICAS Congress, Beijing, China, September, 1992

4.3 Wanke, Craig; Hansman, R. John, A Data Fusion Algorithm for Multi-sensor Microburst Hazard Assessment, Preprint, AIAA Atmospheric Flight Mechanics Conference, Hilton Head, SC, August, 1992


4.5 Wanke, Craig; Kuchar, Jim; Hahn, Edward; Pritchett, Amy; Hansman, R. John, A Graphical Workstation Based Part-Task Flight Simulator for Preliminary Rapid Evaluation of Advanced Displays, Preprint, SAE AEROTECH Conference and Exposition, Anaheim, CA, October, 1992
ABSTRACT

Advances in avionics and display technology are significantly changing the cockpit environment in current transport aircraft. The MIT Aeronautical Systems Lab (ASL) has developed a part-task flight simulator specifically to study the effects of these new technologies on flight crew situational awareness and performance. The simulator is based on a commercially-available graphics workstation, and can be rapidly reconfigured to meet the varying demands of experimental studies. The simulator has been successfully used to evaluate graphical microburst alerting displays, electronic instrument approach plates, terrain awareness and alerting displays, and ATC routing amendment delivery through digital datalinks.

INTRODUCTION

The implementation of advanced technology has significantly changed the cockpit environment in current “glass cockpit” aircraft. Recent developments in display technology, on-board processing, data storage, and datalink communications are likely to further alter the environment in second and third generation “glass cockpit” aircraft. It is important that these technologies be implemented in a manner which will enhance both the human and systems performances, in terms of both safety and efficiency. Because many of the changes in cockpit technology center around information management, proper design of advanced cockpit systems requires careful consideration of the human performance issues, particularly in the cognitive domain.

The MIT Aeronautical Systems Lab (ASL) has developed a part-task flight simulator specifically to study these issues. The simulator, based on a commercially-available graphics workstation, replicates the Electronic Flight Instrumentation System (EFIS), Flight Management Computer (FMC), and primary autoflight systems of a modern “glass-cockpit” aircraft such as the Boeing 757/767 or 747-400. Topics studied using this simulator include graphical displays for hazardous weather information, terrain awareness and alerting displays, datalink of ATC clearance amendments, and electronic approach plates.

The simulator provides high fidelity representations of electronic autoflight and instrumentation systems while remaining low-cost, rapidly reconfigurable, and portable enough to move to alternate sites if necessary. It allows new displays to be developed quickly and evaluated through flight simulations with active airline pilots of electronic cockpit aircraft. This paper discusses the design, advantages, and limitations of this approach.

DESIGN OBJECTIVES AND REQUIREMENTS

The design of the MIT Advanced Cockpit Simulator was motivated by the need for preliminary evaluation of new cockpit information systems. The primary area of interest is the effect of these new systems on human cognitive performance. This area includes such issues as information transfer efficiency, pilot decision-making performance, and flight crew situational awareness.

To evaluate cognitive performance issues, the autoflight systems and primary displays which affect decision-making needed to be simulated as exactly as possible. In addition, the need to test many different prototype displays demanded rapid reconfigurability. These requirements were achieved by simulating the graphical displays on a commercially-available graphics workstation. The simulation software was written by the researchers in modular fashion so that different displays could be implemented by recoding or replacing the appropriate modules.

A further requirement was simplicity. Since only cognitive-level issues were to be evaluated, it was assumed that all aircraft control would be performed using autoflight systems. Therefore, the autoflight and flight management systems needed to be simulated, but the direct flying controls (stick, rudder, throttles, etc.) could be omitted. For this reason no special hardware was required beyond general-purpose computers and some simple control panels, greatly reducing development time and simulator set-up time.

This simplicity also defines the limitations of this approach. Experiments involving flying performance, two- or three-man crews, or requiring a full cockpit workload situation are not practical with this simulator. However, this part-task approach can be useful for preliminary evaluation of candidate displays or procedures before a full-mission simulation is attempted.
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Figure 1: MIT ASL Advanced Cockpit Simulator. The simulator includes three computers and some auxiliary control panels, connected by standard RS-232 serial links.

Figure 2: Primary Flight Instrumentation. This is a schematic view of the IRIS 4D-25G display in a typical configuration. Note that the electronic displays are actually in color on the simulator.
THE MIT ADVANCED COCKPIT SIMULATOR

OVERVIEW - As shown schematically in Figure 1, the full version of the MIT ASL Advanced Cockpit Simulator facility utilizes three computers and several control panels to emulate cockpit displays, autoflight systems, and Air Traffic Control (ATC). A Silicon Graphics IRIS 4D-25G graphics workstation is used to display the cockpit instruments (Figure 2) and compute flight dynamics. The Control Display Unit (CDU) is emulated by an IBM-XT computer, and a Silicon Graphics 2400T workstation is used as an Air Traffic Control workstation (Figure 4). The portable version of the simulator omits the ATC workstation. Pilot input through the control panels is detected by the IBM-XT through a data acquisition unit. All three computers exchange data through standard RS-232 serial communication links.

The simulator's cockpit displays are based on current "glass-cockpit" aircraft such as the Boeing 757/767 and 747-400. The IRIS screen depicts two major cockpit displays, the Primary Flight Display (PFD) and Electronic Horizontal Situation Indicator (EHSI), along with several secondary displays. Additional displays can be rapidly prototyped and added to the simulator for evaluation. The nominal flight displays may then be rearranged or modified to accommodate the new displays as needed.

Airspeed, altitude, and vertical speed are indicated on the PFD using moving tape displays similar to those found on the B747-400. An Electronic Attitude Director Indicator (EADI) displays the artificial horizon, ground speed, radio altitude, and Instrument Landing System (ILS) localizer and glideslope deviations.

The EHSI is located below the PFD, as in the B757 or 767. The EHSI is the primary navigational instrument, and the simulator version is based on the map mode used in the B757/767. It includes information such as aircraft heading, ground track, FMC-programmed route, nearby airports and navaids, and wind information. Weather radar returns can also be displayed. A control panel is provided for setting the EHSI display range (10 to 320 nm) and for suppressing weather radar returns or off-track intersections, navaids, or airports.

Flap, gear, and marker beacon light displays are provided to the left of the EHSI. Controls allow the pilot to set the flaps and lower or raise the landing gear during the approach. Additional controls such as a manual pressurization valve can be added to the simulation if a side task is necessary to increase the ambient crew workload.

A simple perspective out-the-window view is provided as a means by which to cue the pilot that the aircraft has descended below the cloud deck. While in instrument conditions, the display appears gray. Below the cloud deck, a perspective view of the airport appears.

A Head-Up Display (HUD) is also available, implemented over the out-the-window view (Figure 3). It uses symbology similar to that used on a commercially available HUD from Flight Dynamics, Inc. Roll, pitch, and heading scales as well as a flight path symbol are displayed in perspective format. Numeric information includes barometric altitude, airspeed, ground speed, vertical speed, and wind information.

AUTOFLIGHT AND FLIGHT MANAGEMENT SYSTEMS - The CDU for entry of flight path information into the Flight Management Computer (FMC) is simulated with an IBM-XT computer. Several screen displays, or "pages", can be selected: The Route page to select a destination, the Legs page to select waypoints and vertical path constraints, and the Direct-To page to change the immediate waypoint. The CDU is linked to the EFIS so that active and modified routes are displayed both textually, on the CDU, and graphically, on the EHSI. At first, the CDU interface used a standard computer keyboard and monochrome monitor. At this time, a replica of the 757/767 CDU display and keyboard is being integrated into the system to enhance realism.

![Figure 3: Head-Up Display (HUD). The HUD is overlaid on the windscreen, as seen in Figure 2.](image-url)
The ATC workstation analytical the autoflight modes are based on approximate Localizer and glideslope simple altitude or heading holds up and can autoflight systems.

airspeed, flight position. The multivariable inner-loop controller as functions of angle-of-attack, flap position, and gear motion in wind axes.

dynamics around engage heading, autoflight modes are available, including LNAV/VNAV an autopilot Mode ATC clearance amendments. A mouse-based graphical user Progress of the Boeing 767. A standard set of autothrottle and autoflight systems. Non-FMC control of the aircraft is performed through an autopilot Mode Control Panel (MCP), similar to that used on the Boeing 757/767. A standard set of autothrottle and autoflight modes are available, including LNAV/VNAV flight (following FMC-programmed lateral and vertical flight paths) and the various capture ("select") and hold modes for airspeed, heading, vertical speed, and altitude. It is also possible to engage localizer and glideslope capture modes and a go-around mode for missed approaches.

AIRCRAFT DYNAMICS - The basic aircraft flight dynamics are based on longitudinal point-mass equations of motion in wind axes, and simple decoupled first-order roll angle dynamics. The aircraft data used (provided by NASA Langley Research Center, and used in [1]) is for a Boeing 737-100 aircraft, and includes non-linear curve fits for $C_L$ and $C_D$ as functions of angle-of-attack, flap position, and gear position. The multivariable inner-loop controller designed for this model took the form of a fully-coupled proportional-plus-integral cascade compensator and allows the aircraft to follow airspeed, flight path angle, and heading commands from the autoflight systems.

The autoflight systems provide outer loop control inputs and can operate in several different modes, ranging from simple altitude or heading holds up to full lateral and vertical path guidance based on the FMC programmed route. Localizer and glideslope tracking modes can be engaged for final approach. Because outer-loop controllers for the various autoflight modes are based on approximate frequencies and damping ratios for the Boeing 767 aircraft control system [2], the aircraft responds like a 767 when being controlled through the autoflight systems.

For the experiments including microburst wind shear events, a wind model is available including both constant wind components and simulated microburst winds from an analytical model [3].

**ATC/EXPERIMENT CONTROL WORKSTATION** - The ATC workstation (Figure 4) is used to monitor the progress of the aircraft's flight and to issue simulated datalink ATC clearance amendments. A mouse-based graphical user interface provides the ability to select and deselect navigational information, determine the aircraft location relative to a scenario reference point, and select and specify content and format of the scripted ATC messages. The controller is in contact with the pilot through a wireless headset, to simulate a standard VHF radio link. Simulated datalink messages are transmitted from the ATC workstation to the simulation computer via a serial communications link. It should be noted that this display was not intended to reproduce any actual or proposed advanced ATC workstation; it was designed only for simulation control.

**RAPID PROTOTYPING CAPABILITIES** - Commercially available display prototyping software was not used in order to reduce computational overhead. Instead, the flight displays were created using software written in the C programming language with IRIS Graphics Library primitives. This method of implementation allows flight displays to be rapidly reconfigured or redesigned to meet the varying demands of experimental studies. Typically, new displays may be created and added to the simulator in a matter of days.

Additional software was written to enable rapid creation of object-based charts for use with Electronic Instrument Approach Plate studies. Since a detailed object database was not available for use in the Advanced Cockpit Simulator, a software package was developed for the IRIS which facilitated the flexible, rapid creation of new chart display formats [4]. The program, called Map, allows the user to interactively create and modify electronic charts. Information may be grouped together in object-oriented layers which are then selectable by the pilot when flying the simulator. Also, a mouse-driven program called WxEdit was developed to draw simulated weather radar reflectivity returns.

Scenarios can be set up and rapidly changed via English-language input files, which are read by the simulator software upon startup. These files define the starting aircraft position and state, pre-programmed FMC information, and scripted events to take place during a run. Scenario files also indicate Map and WxEdit files to be loaded at start and during the runs.

**EXPERIMENTAL PROCEDURES**

In a typical experimental set up, an experimenter acting as air traffic controller is stationed at the ATC/Experimental Control Station and is in contact with the pilot through a simulated VHF link. The controller monitors the progress of the flight and issues vectors and approach clearance amendments according to a script for each scenario.

A second experimenter, acting as the Pilot Not Flying (PNF), is seated next to the subject pilot. In most experiments, the PNF experimenter handles ATC communications and is available to answer any questions about the simulator that occur during the experiment.

The cockpit is videotaped during the experiment to

![Figure 4: ATC/Experimental Control Workstation Display. The Geographic Situation display provides an airport-centered view of the scenario region, including the position of the simulator aircraft. It can be panned and rescaled by the simulation controller.](image-url)
record ATC and intra-cockpit communications and actions. In
addition, the simulator software records all flight data and
pilot control inputs for the entire experimental run.

In order to maximize the validity of the results and
minimize simulator training requirements, the subject pool is
normally limited to professional air carrier pilots currently
qualified on autoflight aircraft.

A typical session begins with the pilot completing a
brief background questionnaire. The experiment is described
briefly, and the subject is introduced to the simulator displays
and controls. Practice flights are flown until the pilot feels
comfortable with the control of the simulator and its displays.
Finally, the pilot is asked to fly the simulator as responsively as
he or she would on a normal flight, and to feel free to request
different or additional vectors from ATC, should the need
arise.

When the pilot is ready to begin, the appropriate
Instrument Approach Plates and charts are issued. Airport
information (ATIS) is also given to the pilot to describe
weather conditions and other information usually received
before an approach. Scenarios typically begin 50 to 150 nm
from the destination airport with an initial route programmed
into the aircraft's FMC and displayed on the EHSI.

After the pilot reviews the charts and feels comfortable
with the situation, the simulation is started. Amendments to
the programmed route are issued by the air traffic controller
and the pilot may control the aircraft through the Mode
Control Panel or by programming the FMC through the CDU.

A typical test matrix would require that each pilot fly 9 to 12
descent-and-approach scenarios. Most experimental scenarios
are set in the terminal area when the flight crew is busiest and
handles the most information. The entire session takes three to
four hours to complete.

When possible, the independent variables in each study
are counterbalanced to reduce learning effects. Implicit
measures of display efficacy are obtained by observing pilot
reactions to scripted events that occurred during the flight,
such as a vector into weather or a graphical microburst alert.

In addition, subject data is obtained through interviews with
pilots both during and after the experiment.

SURVEY OF SIMULATOR EXPERIMENTS

Several studies involving cockpit information
management have used the part-task simulator facility. The
following list is a very brief description of several recent
projects, which highlight the advantages of the simulator; the
authors or references should be consulted for complete details
on the experimental methods and results. Note that the figures
in this section are schematic line drawings of color displays,
and therefore lack some of the detail present on the actual
displays.

Graphical microburst alerting displays. [5] Several
different candidate displays for presenting microburst alerts
were evaluated with the simulator (Figure 5). The rapid
prototyping feature of the simulator was particularly useful in
this study for design of several candidate displays. Also, the
simulator was moved by van in order to do the experiment in a
city with both an available facility and a large subject
population, highlighting the advantage of portability.

Electronic instrument approach plates. [6] The advent
of electronic library systems has made it possible to present
charts electronically in the cockpit. This experiment compared
several different possible formats and issues for electronic
instrument approach plates (EIAP). The Map software
package was used to rapidly design these chart formats (Figure
6), which were then loaded and displayed by the simulator
software. Chart information is grouped by type into layers,
which can be selected or suppressed by the pilot with a switch
panel similar to the EHSI control panel.

Terrain awareness displays. [7] Another application of
electronic library systems is the presentation of terrain
information, either as part of a ground proximity warning
system or as a situational awareness display. One possible
terrain awareness display (Figure 7) could present shaded
contours. This display was also produced by the Map
software, and was compared to more traditional spot elevation
terrain representations in a piloted simulator study.

Graphical ATC datalink amendments. [8] The delivery
of ATC clearance amendments through a digital air-ground
datalink holds the potential to reduce voice congestion and
information transfer errors associated with VHF radio
communications. The ATC workstation (Figure 4) is linked
directly with the FMC and the IRIS workstation to send
datalink messages in either textual or graphical modes, and
can directly reprogram new routings into the FMC if required.
An experiment compared the effects of several types of
datalink ATC amendment presentations on flight crew
situation awareness. Figure 8 shows a datalink ATC
amendment which has been delivered and displayed on the
EHSI.

Topics for future experiments include HUDs, displays
for airborne forward-looking wind shear sensors, continued
study of terrain avoidance displays, and study of applications
of digital ground-air datalinks.
Figure 6: Sample Electronic Instrument Approach Plate (EIAP) format. On this display, information is grouped into color-coded layers and can be hidden or selected by the pilot.

Figure 7: Contour Terrain Awareness Display with Graphical Ground Proximity Warning System (GGPWS). Terrain contours change to yellow or red colors when alerting criteria are satisfied.

Figure 8: Graphical ATC Route Amendment. The bold line represents a new routing delivered by digital datalink; it flashes until accepted or rejected by the pilot.
CONCLUSIONS

A part-task advanced cockpit simulator has been developed to evaluate the effect of advanced cockpit information management systems on pilot cognitive performance. The utility of this part-task approach for rapid preliminary evaluation of new graphical displays and new datalink applications has been demonstrated through a series of successful experiments.

The MIT Advanced Cockpit Simulator replicates the major autoflight and electronic flight instrumentation systems of a modern "glass-cockpit" transport aircraft, but does not include manual flight controls or a cockpit mock-up. This simplicity reduces set-up time, cost, and allows the facility to be easily moved. Since the simulator is based on a commercially-available graphics workstation, it can be rapidly reconfigured and does not require special hardware. In order to maximize the validity of the results, the subject pool is limited to professional air carrier pilots currently qualified on "glass-cockpit" aircraft.

Concepts evaluated using this simulator include graphical microburst alerting displays, electronic instrument approach plates, terrain awareness and alerting displays, and ATC routing amendment delivery through digital datalinks. Topics for future experiments include HUDs, displays for airborne forward-looking wind shear sensors, and continued study of terrain avoidance displays and issues associated with digital ground-air datalinks.
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Abstract

A recursive model-based data fusion algorithm for multi-sensor microburst hazard assessment is described. An analytical microburst model is used to approximate the actual windfield, and a set of "best" model parameters are estimated from measured winds. The winds corresponding to the best parameter set can then be used to compute alerting factors such as microburst position, extent, and intensity. The estimation algorithm is based on an iterated extended Kalman filter which uses the microburst model parameters as state variables. Microburst state dynamic and process noise parameters are chosen based on measured microburst statistics. The estimation method is applied to data from a time-varying computational simulation of a historical microburst event to demonstrate its capabilities and limitations. Selection of filter parameters and initial conditions is discussed.

Introduction

Low altitude wind shear has been a major cause of fatal aviation accidents in the U.S.1 The localized intense downdrafts known as microbursts are the most dangerous form of wind shear, and pose a serious hazard to aircraft during takeoff or approach. In a typical microburst encounter, an aircraft first encounters a performance-degrading headwind. This is followed by a downdraft and a rapid transition from headwind to tailwind, which produce sharp losses in altitude and/or airspeed.

Several systems for detection and measurement of microburst hazards are currently nearing the operational stage. Effective ground-based systems such as Terminal Doppler Weather Radar (TDWR) and the extended Low Level Wind Shear Alert System (LLWAS) are entering the deployment phase. TDWRs will be located at 47 major airports, and detect microbursts primarily by measuring the surface wind velocity component radial to the radar and identifying areas of radial shear.2,3 LLWAS is a network of anemometers which measure horizontal wind speed and direction around the airport surface, and detect wind shear events from differences in wind speed and direction between sensors.4 Airborne reactive wind shear alerting systems, currently in use, detect microburst penetration by comparing inertial and air data system measurements to compute the local winds. Several types of airborne forward-look sensor technologies are also under development, including infrared radiometry, Doppler radars and Doppler lidars.5 Infrared systems measure the drop in temperature associated with the air in the center of a microburst, while Doppler radars and lidars measure wind velocities along the flight path ahead of the aircraft. In addition to new sensor developments, the development of digital air-ground datalink capabilities such as the Mode-S beacon system will allow microburst alert information to be exchanged between air and ground-based systems (Figure 1).6

As new detection systems become operational, it will become likely that more than one sensor system will be available in a given situation. Also, each of the aforementioned sensor systems has some geometrical observability problems. For example, both ground-based and airborne Doppler radars and lidars can only measure wind velocities radial to the sensor, not vertical winds. The aviation hazard posed by a microburst, however, is due to both horizontal wind shear and downdrafts in the microburst core. Therefore, a technique for combining data from different systems with different measurement characteristics could improve estimates of microburst hazards and aid alert generation.

The goal of this "data fusion" process is to provide a microburst detection and hazard assessment capability which is significantly better than that which can be achieved using a single sensor. The data fusion algorithm must provide appropriate information for alert generation, in a timely fashion, and be feasible with regard to the available air-ground datalink bandwidth and computational capabilities. Previous work at MIT has focused on...
definition of appropriate information for microburst alerts. This work has included analytical studies to determine appropriate microburst hazard criteria,\(^7\) and piloted part-task simulator studies to determine the information requirements of the flight crew when faced with a microburst alert situation.\(^8\)\(^9\) The conclusions of these studies were that estimates of microburst location, extent, and approximate intensity are required for alerting purposes, and that microburst intensity can be quantified well using criteria which relate to the expected aircraft energy loss due to the microburst windfield. Therefore, a good data fusion algorithm should be able to compute the position and extent of a microburst, and to estimate intensity including contributions from both horizontal wind shear and downdrafts.

The data-fusion process can be done on a number of levels. One approach is to merge the final products of the sensor systems to produce improved alerts. For example, product-level techniques have been used to integrate TDWR and LLWAS information\(^10\) and to determine the probability of hazardous wind shear given a wide range of evidence.\(^11\) Another approach is to integrate sensors on the data level. The data-level approach is more complex, due to the large volume of data produced by several wind shear sensor systems. However, if correctly implemented, observability problems due to poor sensor geometry can be alleviated. Data from multiple sensors can be combined to form a "super sensor" which has improved sensing geometry. The technique proposed in this paper is a model-based data-level approach which attempts to gain this observability benefit without prohibitively large computational or data transmission requirements.

**Model-Based Approach**

**Why Use a Model?**

Representation of the actual microburst windfield with an analytical model has two major advantages. Firstly, once the model has been "fitted" to the windfield, the windfield can be approximated by the values of the model parameters. Thus, if the model represents the windfield well enough, the measured information (a large data set) can be encapsulated in a small set of "best-fit" model parameters. Since it is impractical (or at least undesirable) to transmit raw data between aircraft and ground-based systems, this is an important advantage.

Secondly, an analytical model can include additional information which can be used to infer quantities which cannot be directly measured, such as inferring vertical velocities from radar-measured radial velocities. Analytical models can be designed to satisfy basic fluid dynamic relationships such as mass continuity, and can be adjusted to reflect results of microburst field measurements.

**Analytical Microburst Model**

The analytical microburst model used in this work was developed at NASA Langley Research Center initially by Oseguera and Bowles,\(^12\) and later improved by Vicroy.\(^13\) The Oseguera-Bowles-Vicroy (OBV) model uses shaping functions to generate an axisymmetric flowfield which satisfies the mass continuity equation and is representative of the major characteristics of measured microbursts. Sample winds for a constant-altitude path through the model windfield are shown in Figure 2. The horizontal winds exhibit the classic microburst characteristic of a headwind increase, followed by rapid shearing to a tailwind. The vertical wind plot shows a downdraft in the microburst center and smaller updrafts at the edges.

The microburst winds are uniquely defined by a set of five parameters and three empirically-adjusted constants. For this study, a simple ambient wind (4 additional parameters) was added to the microburst windfield. The model parameters are summarized in Table 1. The total winds are given by non-linear, smooth, differentiable functions of the parameters and a given \((x,y,h)\) position as follows:

\[
U = U_{\text{microburst}} + U_0 + U_h
\]

\[
V = V_{\text{microburst}} + V_0 + V_h
\]

\[
W = W_{\text{microburst}}
\]

\(U, V,\) and \(W\) are the Eastward, Northward, and vertical wind velocities; \(h\) is the altitude above ground level. "Microburst" quantities are functions of position and of the first five parameters in Table 1; these functions are summarized in Appendix A.

The OBV model is axisymmetric, but naturally occurring microbursts are often asymmetric.\(^14\) In addition, multiple microbursts have been observed to occur close together and interact. To handle these cases, the model was extended to allow multiple interacting microbursts. For each microburst, another set of five microburst model parameters (the first five in Table 1) can be added. It is assumed that the ambient wind will be

![Figure 2: Microburst Model Windfield. Sample winds for a constant-altitude flight path through the center of a simulated microburst.](image)
Table 1: Modified Oseguera-Bowles-Vicroy Microburst Model Parameters

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>(x_0)</td>
<td>X-coordinate (East) of microburst center (m)</td>
</tr>
<tr>
<td>(y_0)</td>
<td>Y-coordinate (North) of microburst center (m)</td>
</tr>
<tr>
<td>(U_{m})</td>
<td>Maximum horizontal outflow speed (m/s)</td>
</tr>
<tr>
<td>(R_p)</td>
<td>Radius of maximum outflow (meters)</td>
</tr>
<tr>
<td>(Z_m)</td>
<td>Altitude AGL of maximum outflow (meters)</td>
</tr>
<tr>
<td>(U_0)</td>
<td>Eastward ambient wind constant component (m/s)</td>
</tr>
<tr>
<td>(U_h)</td>
<td>Eastward ambient wind altitude gradient (m/s/m)</td>
</tr>
<tr>
<td>(V_0)</td>
<td>Northward ambient wind constant component (m/s)</td>
</tr>
<tr>
<td>(V_h)</td>
<td>Northward ambient wind altitude gradient (m/s/m)</td>
</tr>
</tbody>
</table>

roughly constant throughout the x-y space of interest, i.e., near the airport, and so only one set of ambient wind parameters is used. The winds from each model microburst are summed to get the overall model windfield; this superposition does not violate mass continuity. In the simulation study below, when a “two-microburst” model is referred to it does not necessarily indicate that there are two microbursts being detected, but that two superimposed model microbursts are being used to simulate a complex microburst windfield with more than one area of high downdraft speed.

Model-Based Multi-Sensor Data Fusion

Given a suitable model, the fusion problem reduces to estimation of the “best” set of model parameters based on all available wind measurements. Once the best parameters have been estimated, alerting factors (intensity, extent etc.) can be derived from the analytical model windfield corresponding to the estimated model parameters.

This estimation procedure must satisfy several constraints to be practical. The estimation algorithm must be recursive, to handle new measurements as they become available. It must also account for time variation in the model parameters, since microbursts are dynamic phenomena with short lifetimes on the order of 15 minutes and sensor measurements will be taken at different times. It should also be probabilistic, to take advantage of microburst statistical characteristics from past field studies. A Kalman filter approach is proposed to satisfy these requirements.

Iterated Extended Kalman Filter Algorithm

Estimation Problem Structure

Kalman filtering techniques require a state-space dynamic model of the system and a relationship between system parameters and measured quantities. In this case, we would like to estimate analytical model parameters which best describe the microburst from measurements of the winds. The analytical microburst model parameters are therefore used as the filter state variables \(x(t)\). It was assumed that the time evolution of the microburst parameters can be adequately modeled by a linear, time-invariant, continuous-time system:

\[
\dot{x}(t) = A x(t) + B u(t) + L w(t) \tag{4}
\]

Deterministic inputs to the system are represented by \(u(t)\), and \(w(t)\) is a white Gaussian process noise input. The A, B, and L matrices define the dynamic model; they will be discussed below. Since the state variables \(x(t)\) are the analytical model parameters, they are related to the wind measurements through the analytical model wind equations. The resulting non-linear discrete-time measurement equation is:

\[
z_k = h(x(k)) + v_k \tag{5}
\]

where the measurement equations \(h\) are simply the wind equations from the analytical model, and \(v_k\) represents measurement noise. The state vector, \(x\), and error covariance matrix, \(P\), for a single downdraft case are defined as follows:

\[
x = \begin{bmatrix} x_0 & y_0 & U_{m} & R_p & Z_m & U_0 & V_0 & V_h \end{bmatrix}^T \tag{6}
\]

\[
P = E[(x - \hat{x})(x - \hat{x})^T] \tag{7}
\]

where \(\hat{x}\) is the current parameter estimate. The microburst eastward core location, \(x_0\), should not be confused with \(x\), the state vector. Process noise, \(w(t)\), and measurement noise, \(v_k\), are white and gaussian with the following characteristics:

\[
E[(L w(t))(L w(t)^T)] = L Q(t) L^T \tag{8}
\]

\[
E[v_k v_k^T] = R_k \tag{9}
\]

The aim of the filter is to produce the state estimate \(\hat{x}\) which minimizes the error covariance \(P\). Since the measurement equation is non-linear, this cannot be done with a standard Kalman filter algorithm. An extended Kalman filter (EKF) approach was chosen. The structure and principal equations for the EKF are briefly described below, based on the formulation given in Ref. 15. The filtering algorithm for discrete-time measurements is a two step process: (1) apply the system dynamic model to propagate the state estimate and state estimation error covariance between measurements, and (2) update the estimate when new measurements arrive.

Estimate Propagation: Microburst Dynamic Modeling

For linear, time-invariant, continuous-time system dynamics the propagation of the state estimate and estimation error covariance between measurements is governed by:

\[
\dot{\hat{x}}(t) = A \hat{x}(t) + B u(t) \tag{10}
\]
\[ \dot{\mathbf{x}}(t) = A \mathbf{x}(t) + B \mathbf{u}(t) + \mathbf{w}(t) \]

The A, B, L, and Q matrices define the microburst time-evolution dynamics. Since the analytical model is time-invariant, these parameters must come from another source. Unfortunately, there is no simple time-varying analytical model available. However, measured microburst statistics can be used to approximate some dynamics. For example, microburst radial extent tends to increase steadily throughout the microburst lifecycle. Analysis of data from Colorado microburst measurements\textsuperscript{16,17} indicates that the change in radial extent vs. time can be approximated by a constant bias (a) with additive white zero-mean gaussian noise (n):

\[ \hat{r}_a = a + n(t) \]

where a = 0.102 km/min and the noise term has a standard deviation of 0.15 km/min. The constant bias is treated as a deterministic input, and the noise term leads to a value for one element in the Q matrix. Similar modeling may be possible for some of the other state variables. For example, motion of the microburst core (\(x_0, y_0\)) may be related to the ambient wind parameters, which would lead to non-zero entries in the A matrix. In the simulations discussed below, the A matrix was assumed to contain all zeros. The B and Q matrix elements were set based on statistical information where possible, and from engineering judgement when no statistical information was available. Further research on microburst dynamics is currently in progress.

Since the time behavior of the microburst parameters is not well modeled, significant process noise is required. The use of process noise to compensate for modeling deficiencies is similar to the well-known technique of applying a "forgetting factor" to older data in a batch least-squares formulation. In any case, these simple dynamics lead to sparse A, B, L, and Q matrices, and the propagation step in the filter requires little computation.

**Incorporating Measurements**

When new measurements are taken, the estimate is updated. The non-linear measurement equation, however, makes the update process difficult. The formulation presented here is based on the extended Kalman filter update with the addition of a local iteration procedure to reduce the effects of the measurement non-linearities.\textsuperscript{15,18} At time \(t_k\), a local iteration (over i) is performed. The \(i\)th parameter estimate at time \(t_k\), \(\hat{x}_{ki}\), is updated with the following expression:

\[ \hat{x}_{ki+1} = \hat{x}_{ki} + K_{ki} \left[ z_k - H_k(\hat{x}_{ki}) - H_k(\hat{x}_{ki}) (\hat{x}_{ki} - \hat{x}_{ki}) \right] \]

\[ \hat{x}_{k0} = \hat{x}_{ki}, \quad i = 0,1,... \]

The Kalman gain, \(K\), is ordinarily computed from:

\[ K_{ki} = P_{ki} H_k^T (H_k P_{ki} H_k^T + R_k)^{-1} \]

and \(H_k\) is the locally linearized measurement matrix:

\[ H_k(\hat{x}) = \frac{\partial h_k(x)}{\partial x} \hat{x} \]

In the above expressions, \(\hat{x}_{ki}\) and \(P_{ki}\) indicate the propagated estimate and error covariance at time \(t_k\) (prior to updating), while \(\hat{x}_{ki+1}\) and \(P_{ki+1}\) indicate the updated estimate and covariance based on the measurement \(z_k\). The local iteration is repeated until the scaled norm of the parameter estimate does not change significantly. After the new estimate has been produced, the updated error covariance matrix is computed using values from the final iteration step:

\[ P_{ki+1} = (I - K_{ki} H_k(\hat{x}_{ki+1})) P_{ki} \]

Some simple testing, in which winds generated directly from the OBV model were "identified" using this algorithm, indicated that the iterated filter results in significantly better estimates than the standard EKF; this has also been found by other investigators.\textsuperscript{19} A probabilistic interpretation of this iteration based on Bayesian maximum likelihood estimation is given in Ref. 18.

One difficulty with the above updating algorithm is that there may be large numbers of measurements available at a single time step (as in TDWR data, for example), and the computation of the Kalman gain (Eqn. 15) requires inversion of an \(r\)-by-\(r\) matrix, where \(r\) is the number of measurements. The number of computations required to do this scales as \(r^3\). In a linear filter, a large batch of measurements can be treated as a series of sequential scalar measurements (occurring at infinitesimal time spacing) without loss of information, thereby avoiding this problem. When the measurement equation is non-linear, the measurements cannot be incorporated sequentially without losing a significant amount of information. Therefore, an alternate form of the gain computation is required. When the number of measurements exceeds twice the number of states, and the measurement noises are independent (diagonal \(R_k\)) it is more efficient to use the "information form" of the gain computation:

\[ (P_i^e)^{-1} = (P_i^e)^{-1} + H_k^T R_k^{-1} H_k \]

\[ K_e = (P_i^e)^{-1} H_k^T R_k^{-1} \]

This form can be readily applied to the iterated EKF update described above. Although the covariance update must now be done inside the loop, the required matrix inversion is only \(n\)-by-\(n\), where \(n\) is the number of states (model parameters). The computational requirement now scales linearly with \(r\) and cubically with \(n\). In the
simulation cases below, where \( r > 100 \) and \( n = 9 \) or 14, this form was found to be much more efficient.

**Multiple-Microburst Form**

As discussed above, several model microbursts can be superimposed to simulate a more complex windfield. In this case, 5 new states are added for each additional model microburst. For \( i \) microbursts, the full state vector, \( \mathbf{x} \), is defined as:

\[
\mathbf{x} = [\mathbf{x}_{mb,1}^T \mathbf{x}_{mb,2}^T \ldots \mathbf{x}_{mb,i}^T \mathbf{U}_0 \mathbf{V}_0 \mathbf{V}_h]^T
\]

where:

\[
\mathbf{x}_{mb,i} = [x_{0,i} \quad y_{0,i} \quad U_{m,i} \quad R_{p,i} \quad Z_{m,i}]^T
\]

In the simulations discussed below, one- and two-microburst forms are used.

**Initialization**

This algorithm can incorporate multi-sensor data, given that the microburst has previously been detected. The assumption is made that a single sensor has detected the event and has produced an initial parameter estimate and associated error covariance. The initialization algorithm therefore depends on the measurement characteristics of the initial sensor. The general process, however, is the same for all sensors. Quantities that can be directly measured are estimated from the initial data set, and quantities which are unobservable are initialized using statistics derived from microburst field studies.

For example, if a TDWR initially detects a microburst, estimates of maximum outflow speed \( (U_m) \), outflow radius \( (R_p) \), and core position \( (x_0,y_0) \) can be derived from the radial flowfield measured by TDWR. The outflow depth \( Z_m \) is an unobservable parameter, and must be initialized from statistics. Outflow depth statistics have been measured for 26 Colorado microbursts,\(^{20} \) and the mean altitude of maximum outflow velocity was found to be 109 meters. This value was used to initialize the filter for the simulations discussed below; in which TDWR was always assumed to make the initial detection. The initial covariance matrix was diagonal, and values were chosen based on sensor resolution criteria or statistics where possible.

**Simulation Results**

**Figures of Merit**

As mentioned above, the important quantities for alerting purposes are position, extent, and approximate intensity. The "effectiveness" of the proposed algorithm can be defined in terms of its capability to produce these quantities. Therefore, two figures of merit were defined. The first concerns position and extent. Given a center point, an "extent polygon" can be drawn for a microburst windfield (example shown in Figure 3).\(^{14} \) The vertices of the polygon correspond to the points of maximum radial outflow speed (measured radially outward from a center point). This polygon encloses the entire performance-decreasing portion of the microburst. The ability of the model-based algorithm to define this hazardous region can then be evaluated by comparing the extent polygon \( A \) of the truth windfield to the extent polygon \( B \) of the analytical model windfield corresponding to the estimated parameters:

\[
M_{\text{extent}} = \frac{A \cap B}{A \cup B}
\]

This quantity has a maximum value of 1 (for an exact match) and falls off for both underestimation and overestimation of the extent boundaries (Figure 4). Core position errors are also reflected, since the model extent polygon is then laterally translated with respect to the true extent polygon. This quantity is a function of altitude, but the dependence was found to be very weak and only results for a single altitude are presented in this paper.

![Figure 3: Microburst extent polygon. Horizontal windfield with outflow extent polygon superimposed.](image)

![Figure 4: Extent Figure-of-Merit. Pictorial representation of Eqn. 22. The cross-hatched area is \( A \cap B \) and the sum of the cross-hatched and striped areas is \( A \cup B \). Note that the model "polygon" \( B \) is a circle for the single-microburst axisymmetric OBV model.](image)
Microburst intensity was defined in terms of "F-factor", proposed by researchers at NASA Langley Research Center, which is based on the impact of a microburst windfield on the total energy (kinetic plus potential) of the aircraft.\(^5\) It is a measure of the loss of potential rate-of-climb (or loss of effective thrust-to-weight ratio) due to the immediate windfield. It is dependent on the time rate of change in the aircraft frame of the tailwind velocity, the vertical wind velocity, and the aircraft airspeed. Positive values of F indicate a performance-decreasing situation, and negative values indicate a performance-increasing situation. As typical transport-category aircraft in landing or takeoff configuration have excess thrust-to-weight ratios between 0.1 and 0.15, an encounter with an F-factor in excess of that value would compel the aircraft to descend and is therefore hazardous.

\[
F = \frac{W_a \cdot W_h}{g \cdot V}
\]  

\(^{(23)}\)

F, a point measurement, needs to be averaged over a distance to give a useful indication of aircraft hazard. Past work has determined that F averaged over 1 km of the aircraft flight path yields a good hazard estimate.\(^7\) For evaluation purposes, however, it is desirable to assign a single hazard number to a microburst rather than one for each possible flight path through it. Therefore, for this work, the hazard number was defined as follows: (1) compute 1 km average F-factors for a large number of parallel constant-altitude paths through the microburst, (2) average the resulting values 500 m laterally across flight paths, and (3) pick the largest averaged F-factor as the hazard value.

This value depends strongly on the direction of the flight paths along which F is evaluated. In the simulation results presented below, averaged F-factors will be presented for either eastbound or northbound flight paths. In addition, F depends on altitude, and results will therefore be presented for several altitudes. For alerting purposes, however, it would be necessary to assign a single intensity value to a detected microburst, for example the largest value (over all directions) below a specified maximum altitude.

**Simulated Microburst True Windfield**

The windfield data used to evaluate the estimation algorithm was generated by the Terminal Area Simulation System (TASS).\(^21\) It is a highly detailed computational simulation of a complex multiple microburst event which occurred at Denver-Stapleton airport on July 11, 1988. This event caused one near accident and a total of five aircraft to make missed approaches.\(^22\) Windfield data from five times during this event was available, with a horizontal spacing of 200 m and a vertical spacing of approximately 80 m. For the following analyses the largest microburst in the event was selected (Figure 5). The horizontal windfield has a classic microburst outflow pattern. However, the vertical wind contours show some complex structure as indicated by two separate regions of high downdraft, neither of which correspond to the apparent horizontal windfield center (marked with an X). This rather complex event was chosen to test the estimation algorithm in a challenging but realistic situation.

**OBV Model Best Fit**

The first step for algorithm evaluation was to determine the ability of the analytical model to match the important characteristics of a microburst windfield, namely the figures of merit defined above. This was done with a deterministic non-linear batch least-squares optimization algorithm, similar to that used in Ref. 23 to model microburst winds with vortex rings. The "truth"
winds were taken from one time-step of the TASS model (shown in Figure 5). The data volume included three-axis winds at three altitudes with 200m lateral spacing for a total of approximately 5000 data points. The optimization procedure was a constrained version of the standard Gauss-Newton method, and found the model parameters which minimized the mean square wind error, J:

\[
J = \frac{1}{N} \sum_{i=1}^{N} e_i^T e_i = \mathbf{v}_w - \mathbf{v}_m
\]

where N is the number of total data points and V is the vector of all wind points, including East, North, and vertical components at all \((x,y,z)\) locations. This procedure was done with a single-microburst model (9 parameters) and with a two-microburst model (14 parameters). The resulting parameters for the single-microburst case are given in Table 2. Note that the approximate radius of this microburst is 1700 meters, and the maximum outflow speed is approximately 18 m/s. The ambient wind magnitude is small in this case.

**Table 2: Single-microburst least-squares parameter fit results**

| \(x_0\) (m) | 9528 | \(U_0\) (m/s) | 0.9 |
| \(y_0\) (m) | -5047 | \(U_h\) (m/s/m) | -0.001 |
| \(U_m\) (m/s) | 17.8 | \(V_h\) (m/s/m) | 0.5 |
| \(R_p\) (m) | 1717 | \(V_h\) (m/s/m) | -0.002 |
| \(Z_m\) (m) | 68.2 |

The single-microburst fit produced an extent figure of merit of 0.92. The two-microburst fit result was slightly lower, at 0.85. As seen in Figure 5, this microburst was fairly axisymmetric in extent, so these good results are not surprising. However, plots of area-averaged F-factor looking Eastward and Northward for three altitudes (Figure 5) reveal that the microburst is not symmetric in intensity. As indicated by the “TASS windfield” points in Figure 6, the F-factors are larger when looking northward through the microburst than when looking eastward. This is due to the vertical wind distribution (Figure 5, righthand plot) which has multiple regions of high vertical windspeeds. For this reason, the single-microburst fit produces a single broad region of somewhat weak vertical winds in an attempt to globally match the windfield, and the result is that intensity is underestimated in both directions. The two-microburst fit, on the other hand, succeeds in matching the vertical windfield well and duplicates the intensity of the TASS windfield well in both directions.

For alerting purposes, both model windfields adequately represent the actual extent; however, the single-microburst model underestimates the intensity somewhat. The results of previous work, however, indicate that highly accurate intensity estimates are not critical for alert generation. Based on these results, and similar results obtained using TASS windfields from another microburst event, the model was judged to be acceptable for estimation purposes.

**Iterated EKF Update Simulation**

The next step in algorithm evaluation was to determine if the iterated EKF update procedure was capable of taking sensor data (as modeled by small subsets of the entire windfield) and producing reasonable extent and intensity estimates. The TASS simulated winds were again considered to be the "truth" winds, and simulated sensor data subsets were taken from them. Assuming that the windfield was frozen in time (or alternatively, no time has lapsed between measurement sets), different combinations of sensor data were used sequentially to update the current estimate. Three sensors were considered in this way: (1) TDWR data, (2) winds measured from the aircraft, using inertial and air data measurements (referred to henceforth as INS data), and (3) airborne Doppler radar (ABDR) data.

For TDWR and ABDR data, it was assumed that the sensor was far enough from the microburst that radial...
wind measurements could be considered parallel to each other, and that the antenna tilt angle was horizontal so that all data was taken at the same altitude. For example, for an eastward-looking radar, the U-components of the TASS windfield at a single altitude became the working data set. TDWR measurements were taken at an altitude of 82m AGL (the lowest TASS data altitude) for both eastward- and northward-looking cases, and ABDR measurements were taken from 177m and 283m AGL TASS data. In all cases, gaussian zero-mean white noise with a standard deviation of 1 m/s was added to the "truth" data to simulate measurement noise based on TDWR accuracy specifications. All radar data sets were taken at 400m range and azimuth resolution; this is poorer than the resolution of operational radars, but reduced the computation time required to run the simulations.

Aircraft winds (INS data sets) consisted of 3-component winds along a straight flight path at constant altitude. Four 200m resolution INS data sets were defined, including eastward and northward flight paths at 177m and 283m AGL. All paths passed through the approximate center of the windfield, as marked in Figure 5. The measurement noise standard deviation used for aircraft wind measurements was 1.4 m/s.

For simulation purposes, it was assumed that TDWR made the initial microburst detection. Therefore, the first step was to initialize the filter as previously described, and then apply the iterated EKF update to incorporate the TDWR measurement. The resultant parameter estimate and error covariance were saved. Then the estimate was updated by incorporating either an INS data set or an ABDR data set, starting with the saved parameter estimate and covariance matrix. Twelve total sensor fusion cases were tested with both one-microburst and two-microburst versions of the filter.

Single-Microburst Filter

For all cases tested, the iteration procedure used in the update converged in 3 to 5 iterations. Results for four representative cases are presented here:

(1) Initialization only: Eastward-looking TDWR measurements alone (denoted TDWR-E)

(2) The results of (1) were updated using a sequence of eastbound aircraft-measured winds taken at an altitude of 177m AGL (denoted INS-E)

(3) The results of (1) were updated using a sequence of northbound aircraft-measured winds taken at an altitude of 177m AGL (denoted INS-N)

(4) The results of (1) were updated using northward-looking airborne Doppler radar data at 177m AGL (denoted ABDR-N)

The extent results are again good (Table 3), and illustrate the effect of fusing data from sensors with different measurement geometries. The extent figure-of-merit for TDWR-East is 0.85, and does not improve when an eastward path of INS data is incorporated. However, when northbound INS data or northward-looking airborne radar data is incorporated, the extent figure-of-merit increases to the .91 to .92 range. Since the microburst is not exactly symmetric in extent (it is slightly larger in the north-south direction), incorporation of northward-looking data increases the radius parameter in the OBV model to cover more area. This is equal to the performance achieved by the least-squares fit computation.

The effect of multi-directional data is also visible in the intensity results (Figure 7). As with the least-squares results, it is clear that the single-microburst model cannot match intensity with the complex windfield of this microburst. The TDWR-alone result is low, and incorporating an eastbound path of INS data actually lowers the estimate; this is because the path does not cross both regions of high vertical windspeed. Incorporating a northbound path of INS data or the ABDR data improves the estimate significantly at the higher altitudes, from which the INS and ABDR data are taken.

Two-Microburst Filter

The two-microburst version of the filter involved significantly more computation, since in general more iterations were required than for the single-microburst filter. Also, some cases did not converge consistently and required adjustment of the initial parameters. However, when the two-microburst filter did converge, the results were good. Extent figures-of-merit were between 0.85 and 0.90 for all cases. Figure 8 shows eastward intensity values for the algorithm applied to three cases:

| Table 3: Extent figures-of-merit: l-microburst time-invariant data fusion. |
|---|---|---|---|---|
| TDWR-E | TDWR-E | TDWR-E | TDWR-E |
| alone | + INS-E | + INS-N | + ABDR-N |
| 0.853 | 0.853 | 0.911 | 0.917 |

Figure 7: Intensity estimation - 1-microburst time-invariant data fusion.
Figure 8: Intensity estimation - 2-microburst time-invariant data fusion

(1) northward-looking TDWR data alone (TDWR-N)
(2) TDWR-N updated with eastward aircraft-measured winds taken at 177m AGL (INS-E)
(3) TDWR-N fused northward-looking airborne radar data at 283m AGL (ABDR-N).

Although the TDWR is looking north and the intensity values shown are for eastbound paths, the results for TDWR data alone are fairly good. There is some overestimation at high altitudes. Inclusion of ABDR data with the same look angle as the TDWR (northward) improves the results slightly. As expected, inclusion of the eastbound INS data provides a second measurement direction and produces the best intensity estimates.

Full Iterated EKF Simulation

The third part of the algorithm evaluation was to include the microburst dynamic model (the propagation part of the filter) and apply the technique to time-varying data. For this analysis, data was taken from three different times in the evolution of the 7/11/88 microburst event. The three data sets were spaced two minutes apart, where the middle data set corresponds to the time-invariant data set used in the previous section and corresponds to the time at which the microburst was strongest.

The time spacing for this data was larger than desired, since TDWR data is updated at 1 min intervals and airborne radar data would be available even more frequently. However, it was still possible to construct illustrative examples. The following three sample cases assume that initial detection is made with northward-looking TDWR. Two minutes later, three different events are postulated:

Case 1. A sequence of eastbound aircraft-measured winds is downlinked to the ground and incorporated along with a second set of TDWR data

Case 2. An aircraft traveling northbound receives the previous TDWR estimate and updates using an airborne Doppler radar

Case 3. An aircraft traveling eastbound receives the previous TDWR estimate and updates using an airborne Doppler radar

At the third time step (+4 minutes), the parameter set is passed to the ground and an update is done using another set of TDWR data. The data sets were derived in the same way as for the time-invariant cases, and the estimate and error covariance were propagated between measurements as described above. In all cases, the single-microburst form of the filter was used.

The extent figures-of-merit (Figure 9) are fairly good (> 0.82) through the first two times, but are slightly lower (0.76) in the third time step. This is due to the distorting effect of an adjacent, weaker microburst on the shape of the primary microburst. The axisymmetric model used in the filter has difficulty representing this

Figure 9: Extent figures-of-merit: time-varying cases

Figure 10: Eastbound Intensity estimates time-varying cases
situation. There is little difference between the three sample cases.

The intensity results (Figure 10) are similar to those from the single-microburst time-invariant runs, in that all of the estimates are low. As evident from the "TASS data" curve, the actual microburst increases in strength in the first two minutes and then decreases in the last two minutes. Only in scenario 3, in which northbound TDWR measurements were combined with eastbound ABDR measurements, was the filter able to follow this trend. The low estimates are most likely due to difficulties matching this complex microburst with the single-microburst filter. However, the intensity results were somewhat sensitive to the choice of process noise strength, which indicates a need for further study of microburst time dynamics.

Discussion

The simulations demonstrate the potential usefulness of this technique, particularly for estimating the size and position of the microburst hazard region. Several other characteristics of the algorithm were also observed during the simulation runs, although it should be noted that the use of computational data for a single historical microburst event limits the scope of the conclusions that can be drawn. Further simulation work is planned, using data from actual field measurements.

The single-microburst algorithm appeared to be numerically robust. Errors in initial conditions and reasonable variations in choice of filter parameters did not produce filter instability in either the time-invariant or the time-varying simulations. The two-microburst form, however, was numerically sensitive. In several cases the filter diverged during the update iteration, and choice of parameters such as the initial covariance matrix appeared to have a large impact on the convergence properties of the filter. In cases where convergence was reached the results tended to be dependent on the actual windfield shape. When the windfield had two clear downdraft centers, the convergence was steady and the results for both intensity and extent were good. In cases where there was only one region of high downdraft (such as the first time-step of TASS model data) then the two sets of microburst parameters either became coincident, or one microburst became very weak. This misedummy problem was also apparent in the diagonal elements of the covariance matrix; the covariance elements corresponding to the unnecessary microburst parameters grew very large. Possible solutions to this problem include more intelligent initialization based on recognized windfield features, or running multiple filters of different types in parallel. In any case, the improved estimation possible from the two-microburst filter must be weighed against the associated numerical difficulties.

Aside from numerical robustness and algorithm tuning issues, there are other implementation issues to be considered. The computational requirements of the filter need to be assessed with respect to available computational resources. Computational load can be decreased by thinning large data sets, at the expense of estimation accuracy. Also, data link bandwidth needs to be considered. A model parameter list of 9 elements, for example, has an associated 81 element covariance matrix (of which only 45 are unique). It is likely that the entire covariance matrix is not necessary to initialize the next update step, and that some elements could be omitted without loss of performance.

Although the algorithm has been presented in the context of multi-sensor data fusion, it does not require multiple sensors. Benefits would still be gained if it were used with a single sensor due to the additional information contained in the analytical model (correct fluid dynamic empirical data). Also, the algorithm could be adapted to other fluid dynamic phenomena which can be represented by simple analytical models.

Conclusion

A recursive model-based data fusion algorithm for multi-sensor microburst hazard assessment was presented. A simple analytical microburst model is used to approximate the actual windfield, and a "best" set of model parameters is estimated from measured winds using an extended Kalman filtering technique. The resulting parameter estimate and associated error covariance encapsulate the current state of knowledge about the actual windfield, and can be used to compute estimates of microburst position, extent, and intensity for alert generation. Microburst state dynamics and process noise parameters for the filter were chosen based on statistical data from microburst field studies.

Simulated measurements for three types of sensors were derived from a time-varying computational model of a historical microburst event. Two forms of the algorithm were then tested, one using a single-microburst model and one using a two-microburst model. It was found through both time-invariant and time-varying simulations that both forms of the algorithm were able to estimate the position and extent of the simulated microburst well. The two-microburst model produced better intensity estimates, but suffered from numerical robustness problems. These preliminary results are promising, and further work is planned including simulations using field measurements and study of feasibility issues such as computational requirements.
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Appendix A: Oseguera-Bowles-Vicroy
Microburst Model Equations

The U, V, and W wind components are functions of position \((x,y,z)\) and the model parameters:

\[
u = \frac{\Delta x}{2} \left[ e^{C_1(x/z_{mid})} - e^{C_2(x/z_{mid})} \right] e^{\left( \frac{2 \cdot [\bar{r}^2 + \bar{y}^2]}{2 \alpha} \right)^{\alpha/\alpha'}} (A1)
\]

\[
v = \frac{\Delta y}{2} \left[ e^{C_1(x/z_{mid})} - e^{C_2(x/z_{mid})} \right] e^{\left( \frac{2 \cdot [\bar{r}^2 + \bar{y}^2]}{2 \alpha} \right)^{\alpha/\alpha'}} (A2)
\]

\[
w = -\lambda \left( \frac{z_m}{C_1} \left[ e^{C_1(x/z_{mid})} - 1 \right] - \frac{z_m}{C_2} \left[ e^{C_2(x/z_{mid})} - 1 \right] \right)
\times \left[ 1 - \left( \frac{\bar{r}^2 + \bar{y}^2}{2 \alpha} \right)^{\alpha/\alpha'} \right] e^{\left( \frac{2 \cdot [\bar{r}^2 + \bar{y}^2]}{2 \alpha} \right)^{\alpha/\alpha'}} (A3)
\]

where the position offsets are given by

\[
\tilde{x} = x - x_0 \quad \text{(A4)}
\]

\[
\tilde{y} = y - y_0 \quad \text{(A5)}
\]

and the radial scale factor \(\lambda\) is:

\[
\lambda = \frac{2 \cdot u_{in}}{r_p \left( e^{C_1} - e^{C_2} \right) e^{(\alpha/\alpha')}} \quad \text{(A6)}
\]

\(C_1\) and \(C_2\) are empirically adjusted constants with the following values:

\[
C_1 = 0.15 \quad \text{(A7)}
\]

\[
C_2 = 3.2175 \quad \text{(A8)}
\]

and \(\alpha\) is a shaping parameter which was set to 2.0 for the work presented here.
OHIO UNIVERSITY
SUMMARY OF RESEARCH

The Joint University Program in Air Transportation Systems provides opportunities for progress by students, staff and faculty at the Avionics Engineering Center, Ohio University. During the 1992-93 year, four conference papers and two M. S. theses were produced; these are summarized in the bibliography below. The conference papers are included in their entirety, for reference.

- Interest in the satellite-based Global Positioning System (GPS) in the interferometric mode implies the need for highly accurate position and velocity estimates in real time, from multiple antennas. Such advanced applications require also an excellent knowledge of the transmitted signal's characteristics (studies of Selective Availability and methods for mitigation).

Differential mode operations are also implicit when interferometric GPS is applied to aircraft approach operations (studies of ground station siting and performance).

GPS hybridization with other systems is a key element in eventual sole-means navigational use of the system. Studies of combined GPS/Loran-C and GPS/IRS are supporting this future priority.

GPS system availability is a pervasive concern, and is a complicated quantity related to required user accuracy, position and time. A comprehensive coverage model is under development.

- Although specific papers were not generated in the weather-uplink research area, this work did support a spin-off effort. Knowledge gained in the weather-uplink work is now being applied in differential GPS uplink studies supported by FAA.

- Fault detection and isolation (FDI) work continues, in direct support of GPS integrity assurance standards being developed for FAA by RTCA. Much of the past FDI work generated in the Joint University Program has been adopted as part of these national/international standards.
ANOTATED BIBLIOGRAPHY OF 1992-93 PUBLICATIONS


Selective Availability (SA) represents the dominant error source for stand-alone users of GPS. Even for DGPS, SA mandates the update rate required for a desired level of accuracy in realtime applications. As has been witnessed in the recent literature, the ability to model this error source is crucial to the proper evaluation of GPS-based systems. A variety of SA models have been proposed to date; however, each has its own shortcomings. Most of these models have been corrupted by additional error sources. This paper presents a comprehensive treatment of the problem. The phenomenon of SA is discussed and technique is presented whereby both clock and orbit components of SA are identifiable. Extensive SA data sets collected from Block II satellites are presented. System Identification theory then is used to derive a robust model of SA from the data. This theory also allows for the statistical analysis of SA. The stationarity of SA over time and across different satellites is analyzed and its impact on the modeling problem is discussed.


The hybrid use of Loran-C with the Global Positioning System (GPS) has been shown capable of providing a sole-means of enroute air radionavigation. By allowing pilots to fly direct to their destinations, use of this system is resulting in significant time savings and therefore fuel savings as well. However, a major error source limiting the accuracy of GPS is the intentional degradation of the GPS signal known as Selective Availability (SA). SA-induced position errors are highly correlated and far exceed all other error sources (horizontal position error: 100 meters, 95%). Realtime mitigation of SA errors from the position solution is highly desirable. This paper discusses how that can be achieved. The stability of Loran-C signals is exploited to reduce SA errors. The theory behind this technique will be discussed and results using bench and flight data will be given.


This paper summarizes the results of several case studies using the Global Positioning System coverage model developed by Ohio University. Presented are results pertaining to outage area, outage dynamics, and availability. Input parameters to the model include the satellite orbit data, service area of interest, geometry requirements, and horizon and antenna mask angles. It is shown for precision-landing Category I requirements that the planned GPS
21 Primary Satellite Constellation produces significant outage area and unavailability. It is also shown that a decrease in the user equivalent range error dramatically decreases outage area and improves the service availability.


Aircraft guidance and positioning in the final approach and landing phases of flight requires a high degree of accuracy. The Global Positioning System operating in differential mode (DGPS) is being considered for this application. Prior to implementation, all sources of error must be considered. Multipath has been shown to be the dominant source of error for DGPS and theoretical studies have verified that multipath is particularly severe within the final approach and landing regions. Because of aircraft dynamics, the ground station segment of DGPS is the part of the system where multipath can most effectively be reduced. Ground station siting will be a key element in reducing multipath errors for a DGPS system. This situation can also be improved by using P-code or narrow correlator C/A-code receivers along with a multipath rejecting antenna. This paper presents a study of GPS multipath errors for a stationary DGPS ground station. A discussion of GPS multipath error characteristics will be presented along with some actual multipath data. The data was collected for different ground station siting configurations using P-code, standard C/A-code and narrow correlator C/A-code receiver architectures and two separate antenna constructions.
FAULT DETECTION AND ISOLATION

Greg Bernath
Ohio University
Athens, Ohio

SUMMARY

In order for a current satellite-based navigation system (such as the Global Positioning System, GPS) to meet integrity requirements, there must be a way of detecting erroneous measurements, without help from outside the system. This process is called Fault Detection and Isolation (FDI). Fault detection requires at least one redundant measurement, and can be done with a parity space algorithm. The best way around the fault isolation problem is not necessarily isolating the bad measurement, but finding a new combination of measurements which excludes it.

BACKGROUND

The objective of fault detection and isolation is to use inconsistencies in redundant sensor measurement data to detect and isolate sensor malfunctions. If a given single measurement is in error, it will cause the navigation solution to be in error, possibly greater than the allowable error threshold. Outside sources may not be able to broadcast in a timely manner that a signal is in error; for instance, if a single GPS satellite malfunctions, it could be from 15 minutes to several hours before the information is made public in the satellite broadcast data. Therefore, it is imperative for FDI algorithms to be able to detect and isolate instrument errors using only data from the instruments themselves.

FDI can be implemented in any multisensor navigation system with redundant measurements. Current work is focusing on satellite navigation using GPS, along with hybrid systems such as GPS/Loran-C (Long Range Navigation - C) or GPS/IRS (Inertial Reference System) [3]. FDI used specifically with GPS is also known as RAIM, or Receiver Autonomous Integrity Monitoring [4].

To detect step errors or fast growing ramp errors, a Kalman filter will work well. However, it will not detect a slow growing ramp error, such as might be caused by a GPS satellite clock drift. To detect slow growing errors, the Kalman filter algorithm should be used in parallel with a parity space algorithm.
PARITY SPACE AND ESTIMATION SPACE

Estimation space contains the actual horizontal measurement error and the alarm threshold for a given error. However, actual positions and actual errors are not known, given that all of the measurement data is coming from imperfect sensors. Therefore, the work of detecting and isolating errors is done in parity space. Parity space is a mathematical tool where measurement noise and biases are used to create a parity vector. The parity vector determines the detection statistic, $d_k$, which is compared to a detection threshold, $T_D$, in order to determine whether an alarm condition exists.

Errors and biases in parity space and estimation space are related, but it is not a one to one correspondence. The exact correspondence will be determined by measurement geometries. For instance, with a good geometry, a large measurement error (parity space) will result in only a small position error (estimation space). The reverse can also be true. Figure 1 illustrates two different slow growing ramp errors plotted in parity space versus estimation space. In case I, the detection threshold is crossed before the alarm threshold, yielding a false alarm. As the error continues to grow, the alarm threshold is crossed, turning it into a correct fault detection. In case II, the alarm threshold is crossed before the detection threshold, resulting in a missed detection. As the error continues to grow, the detection threshold is crossed, turning it into a correct fault detection. An ideal algorithm would minimize both the number of false alarms and missed detections.

LEAST SQUARES ESTIMATOR ALGORITHM

In a least-squares approach to fault detection, the relationship between the measurements and the user state (position) is given by:

$$\mathbf{y} = \mathbf{H}\mathbf{\beta}$$

where:

- $\mathbf{y}$ = measurement vector (n-by-1)
- $\mathbf{H}$ = data matrix (n-by-m)
- $\mathbf{\beta}$ = user state vector (m-by-1)

$\mathbf{y}$ is a vector of $n$ measurements, one from each instrument. In the case of using only GPS satellites, it would consist of the pseudoranges. $\mathbf{\beta}$ is the $m$-element user state vector, consisting of the user position coordinates and other navigation state elements such as clock offset with respect to GPS time. $\mathbf{H}$ is an n-by-m matrix which relates the measurements to the user states.

There are three possible cases:

1) $n < m$ : Underdetermined system
2) $n = m$ : Exactly determined system
3) \( n > m \): Overdetermined system

In the underdetermined case, a navigation solution is not possible. In the exactly determined case, a navigation solution is possible, but fault detection is not.

Algorithms for managing the redundant measurements in an overdetermined system form the basis of fault detection. A parity equation can be derived from equation 1, starting with a mathematical manipulation called the QR factorization on the data matrix \( H \) (ref. 2):

\[
H = QR
\]

\( H \) is factored into an \( n \)-by-\( n \) orthonormal matrix \( Q \) (\( Q^TQ = I \)) and an \( n \)-by-\( m \) upper triangular matrix \( R \). \( R \) contains \( (n-m) \) rows of zeros along the bottom, due to the \( n-m \) redundant measurements in \( H \). Substituting \( QR \) for \( H \) in equation (1) gives:

\[
\begin{align*}
\mathbf{y} &= QR\mathbf{\beta} \\
Q^T\mathbf{y} &= Q^TQR\mathbf{\beta} \\
Q^T\mathbf{y} &= R\mathbf{\beta}
\end{align*}
\]

Now partition \( R \) into an \( m \)-by-\( m \) upper triangular matrix \( U \) and \( (n-m) \) rows of zeros, denoted by 0. Similarly, partition \( Q^T \) into \( Q_1 \) (\( m \)-by-\( n \)) and \( Q_2 \) ((\( n-m \))-by-\( n \) rows).

\[
\begin{pmatrix}
Q_1 & y_1 \\
\vdots & \vdots \\
Q_2 & y_n
\end{pmatrix}
= 
\begin{pmatrix}
U \\
\vdots \\
0
\end{pmatrix}
\begin{pmatrix}
\beta_1 \\
\vdots \\
\beta_m
\end{pmatrix}
\]

(4)

The least squares navigation state solution is:

\[
\mathbf{\beta} = U^{-1}Q_1\mathbf{y}
\]

(5)

\( U \) is an upper triangular matrix. Due to the nature of the QR factorization, all matrix elements on the diagonal must be non-zero. Therefore, \( U \) is always non-singular and this equation always has a solution.

The parity equation is:

\[
Q_2\mathbf{y} = 0
\]

(6)

The measurement vector \( \mathbf{y} \) contains noise (\( \mathbf{e} \)) and measurement biases (\( \mathbf{b} \)). If \( \mathbf{y} \) is replaced by
(y - e - b), the 0 in equation (6) can be replaced by the parity vector \( p \).

\[
\begin{align*}
\mathbf{p} &= Q_2y - Q_2e - Q_2b \\
\mathbf{p} &= -Q_2e - Q_2b
\end{align*}
\]

(7)

Thus, a parity vector will be determined by the noise and bias errors. From the parity vector, it can be determined whether an instrument is in error and an alarm should be raised.

PARITY SPACE AND DETECTION PROBABILITIES

Consider a situation with one redundant measurement. In this case, the parity vector will be reduced to a scalar, and the detection statistic reduces to the absolute value of the scalar. In the case where no measurement bias exists, figure 2 shows the distribution of the parity scalar. Since there is no bias error, the position error is definitely under the alarm threshold and the system is either in the normal operation condition or the false alarm condition. The probability of a false alarm \( (P_{FA}) \) is obtained by integrating the areas outside of \( T_D \). For noise having a normal distribution (generally a good assumption), this integral is a standard Gaussian function.

Figure 3 illustrates the case where a large measurement bias exists, making the position error larger than the alarm threshold. In this case the system is either in the correct fault detection condition or in the missed detection condition. The probability of a missed detection \( (P_{MD}) \) is the integral of the area inside \( T_D \). Again, if Gaussian noise is assumed, this is a standard Gaussian function.

PROTECTION RADIUS

The above example uses detection threshold, measurement noise, and measurement bias error as parameters to find \( P_{FA} \) and \( P_{MD} \). Accuracy requirements are stated in a form like "the probability of exceeding 100 meters accuracy is no greater than 0.05". In order to compare FDI results with such specifications, it helps to rearrange the procedure. This means using the parameters alarm threshold, measurement noise, \( P_{FA} \), and \( P_{MD} \) to determine the protection radius, which is the smallest horizontal position error that is guaranteed to be detected with the given probabilities. If all parameters are kept constant, the protection radius will vary only as a function of satellite geometry.

The method resulting in the best protection radius uses all satellites in view. However, many receivers are limited to six channels and are incapable of using more than six measurements. A way around this is to search all possibilities of combinations of 5 or 6 satellites for the set with the best geometry, and use that set to find the protection radius.
Figure 4 shows a comparison of each method for a given location over the span of one day. The parameters used to generate these plots are: $\sigma = 32$ meters, $P_{FA} = 6.67 \times 10^{-5}$, and $P_{MD} = 3.3 \times 10^{-9}$.

Since all aircraft carry a baroaltimeter, this can be used as another instrument to improve the algorithm. The altimeter adds another measurement without requiring more channels. The altimeter measurement is weighted according to its accuracy and the phase of flight. Figure 5 shows the effect of altimeter aiding, using the same parameters as before and an altimeter with statistics identical to the GPS satellites.

FAULT ISOLATION

The fault isolation problem is very difficult. Previous work explored fault isolation using both a snapshot method and a time history method. Since the objective is to ensure that the aircraft is flying with a set of good measurements, it is not necessary to isolate the bad measurement. It is only required that the bad measurement is not used in the navigation solution. With this in mind, Fault Detection and Exclusion (FDE) was devised.

In FDE, once an alarm is raised, the algorithm discards the present combination of satellites and looks for the combination with the next-best geometry. If this set also raises the alarm, the algorithm goes on to the next best set. Once a set is found that doesn't raise the alarm, that set is used from then on for navigation. In this manner, the bad satellite is not necessarily isolated, but it is excluded.

CONCLUSIONS

A fault detection algorithm for a multisensor navigation system has been presented. A protection radius has been calculated using several different algorithms, with the best-of-six plus altimeter aiding method being chosen as the best method that will work with all receivers. The fault isolation problem has been bypassed by using fault exclusion. The only remaining work for the algorithm is to program it into a receiver and flight test it.
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Figure 1. Two slowly growing measurement errors plotted in parity space versus estimation space.
Figure 2. Probability density function for the parity scalar in the absence of a measurement bias error.

Figure 3. Probability density function for the parity scalar in the presence of a measurement bias error.
Figure 4. Worst Case Protection Radius (36N 140E)

Figure 5. Worst Case Protection Radius (36N 140E)
IMPROVED MODELING OF GPS SELECTIVE AVAILABILITY

Michael S. Braasch
Avionics Engineering Center, Ohio University
& Telecommunications and Traffic-Control Systems Group, Delft University of Technology
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ABSTRACT

Selective Availability (SA) represents the dominant error source for stand-alone users of GPS. Even for DGPS, SA mandates the update rate required for a desired level of accuracy in real-time applications. As has been witnessed in the recent literature, the ability to model this error source is crucial to the proper evaluation of GPS-based systems. A variety of SA models have been proposed to date; however, each has its own shortcomings. Most of these models have been based on limited data sets or data which have been corrupted by additional error sources. This paper presents a comprehensive treatment of the problem. The phenomenon of SA is discussed and a technique is presented whereby both clock and orbit components of SA are identifiable. Extensive SA data sets collected from Block II satellites are presented. System Identification theory then is used to derive a robust model of SA from the data. This theory also allows for the statistical analysis of SA. The stationarity of SA over time and across different satellites is analyzed and its impact on the modeling problem is discussed.

INTRODUCTION

The intentional degradation of the GPS signal known as Selective Availability (SA) is the single largest error source for open loop (non-differential) users of GPS. This degradation is accomplished through manipulation of the broadcast ephemeris data and through dithering of the satellite clock (carrier frequency). Manipulation of the satellite ephemeris data results in erroneous computation of satellite position. This is a long term, non-periodic error trend over the duration of the satellite pass. Dithering of the satellite clock results in erroneous code-phase and carrier-phase measurements. This error trend consists of random oscillations with periods on the order of 5 to 10 minutes.

As the recent literature has shown, a software-centered GPS signal model is essential for the bench testing and evaluation of a variety of GPS-based systems [Bar-Sever, et al, 1990; Braasch, 1990-91; Feit, 1992; Lear, et al, 1992]. A key element in this model is the module for SA. Several SA models have been presented over the past few years; however, each has been derived based on limited data sets or data which have been corrupted by other error sources. An accurate SA-only model is needed. Ideally, this model should be able to generate the typical kinds of SA error traces observed on any satellite at any time. Furthermore, since the two error sources behave quite differently, independent characterization of the orbit and clock components of SA is required. This paper presents work performed to address these issues.

SA DISCUSSION

SA was formally implemented by the Department of Defense on March 25, 1990 [Anon., 1990]. At that time, however, SA had been on experimentally for nearly one year. Various groups reported observing SA-like errors soon after the launch of the first Block II satellite, SVN 14, in February of 1989 [Braasch, 1990-91; Kremer, et al, 1990].

These observations led to the development of the first model of SA based on actual data [Braasch, 1990-91]. In subsequent years, other researchers developed additional SA models [Chou, 1990; Lear, et al, 1992]. None of the investigations, however, were able to answer some fundamental questions: 1) Is SA the same on all satellites? 2) For a given satellite, is SA a stationary random process? That is, do the statistical properties of the SA vary as a function of time? 3) Quantitatively speaking, what is orbital SA?
Accurate modeling of SA requires consideration of both the orbital and clock error components. Previous SA investigations have focussed on the clock component only without consideration of the orbital component.

The ability to observe the orbital error component relies on the data provided by various public and private GPS tracking networks. These networks employ a variety of GPS tracking stations which make range measurements to the satellites. Since the locations of the tracking stations are known, this information can be coupled with the range measurements to calculate the position of the satellites.

The result is the so called precise ephemeris or orbit data. Since the precise orbits are calculated according to where the satellites currently are located, they are more accurate than the broadcast ephemeris data (even without SA) which represents a prediction of where the satellites will be in the future. This precise orbit data is used in a variety of non-realtime GPS applications which require the utmost of accuracy.

The precise orbit data are made available to the public in a variety of formats and media. The data used in this study were obtained from the National Geodetic Survey (NGS) through the Navstar GPS Information Center Bulletin Board and from the Scripps Institution of Oceanography (University of California at San Diego) through their own bulletin board service. The various computer programs required to read the data formats and perform the required interpolations were provided by the NGS [Remondi, 1985; Remondi, 1989; Remondi, 1991]. For verification, precise data were obtained both from NGS and Scripps and compared.

During April of 1992 (days 104, 112, 113), broadcast ephemeris data were collected from 4 Block I satellites and 11 Block II satellites. Some months later, after the precise ephemeris data had been posted, the precise orbits were compared with the orbits calculated using the broadcast ephemeris. Along-track, cross-track and radial errors were calculated and plotted. Since orbit predictions are never perfect, errors on the order of a few meters were expected even in the absence of SA [Ananda, et al, 1984; Bowen, et al, 1985]. Surprisingly, the error plots for all satellites (Block I and Block II) were on the order of a few meters. Figures 1 through 3 show an example of orbital errors computed for satellite 19.
Based on these limited data sets, it would seem that the orbital component of SA has not been implemented. It is possible that SA was turned off at this time. However, at the very least, a method now exists whereby the orbital component of SA can be observed. Further data collection efforts are planned to determine if this lack of orbital SA is a regular phenomenon or not.

SA (CLOCK COMPONENT) DATA COLLECTION AND REDUCTION

Having performed the orbital error analysis, the next phase in the study was to collect data for analysis of the clock component of SA. As was noted by Lear et al (1992), the clock component of SA is a smooth error trace over time and therefore carrier-phase (integrated doppler) data must be collected for the data reduction. This was one of the greatest drawbacks of the models presented in Braasch (1990-91). Since only pseudorange data were available for that study, the data reduction process left a combination of SA and receiver noise. Since filtering could not be performed without imposing assumptions on the underlying SA waveform, it was decided that a model would be derived for the combination of SA and receiver noise [Braasch, 1990-91]. An additional problem with that study was the fact that the data were collected (and hence the model operated) at a data rate of 1/6 Hz. The need for an SA-only model operating at the standard 1 Hz rate served as the original motivation for this study.

During the first week of December (November 30 - December 4), 1992, integrated doppler data were collected at a known location from 10 Block II satellites. The data were collected at Ohio University using a Stanford Telecommunications, Inc. modified Time Transfer System model TTS-502B under the control of a personal computer. The term "modified" refers to the fast-sequencing version of the receiver produced by Stanford Telecommunications, Inc. For the purposes of this study, the important aspect of the modified receiver is its ability to make continuous carrier-phase (integrated doppler) measurements with fine resolution and low noise. The data rate was 1 Hz.

In order to extract the SA waveform, the following steps were taken. First, the true ranges from the satellite to the known antenna location were calculated for the duration of the satellite pass. These were subtracted from the integrated doppler measurements. What remains are referred to as measurement residuals and are a combination of SA, receiver clock drift, atmospheric delay, multipath and a bias due to the ambiguity in the integrated doppler measurements.

For environments in which the strength of the multipath is less than the direct signal, the carrier-phase multipath error is guaranteed to be less than 5 cm [Braasch, 1992]. Although it will not be proven here, suffice it to say that the antenna environment used in this study satisfies this criterion. Since a rubidium standard was used as the time base for the receiver, the receiver clock drift is extremely stable and is typically modeled as a first order polynomial [Kremer, et al, 1990]. However, since dual-frequency measurements were not available, ionospheric delay could not be removed. In addition, tropospheric delay is also present. It should be recognized though, that the delays due to the atmosphere are typically long term trends. The result then, is the combination of bias, clock drift and atmospheric delay can be removed by fitting a second-order polynomial to the measurement residuals and subtracting it out. If any bias or long term drift component is present in SA, it will be removed also [Braasch, 1990-91; Lear, et al, 1992]. If an extremely long term error component does exist in the clock SA, it can only be observed if the user clock is synchronized to GPS time [Braasch, 1990-91]. It should also be noted that since the precise ephemerides for the satellites were not available at the time of this writing, broadcast ephemeris was used in the computation of the true ranges. However, under the assumption that the broadcast ephemeris is as accurate as in our previous analysis, this error component is virtually negligible. Even if an orbital SA component is present, it will tend to be removed through the subtraction of the best-fitting second-order polynomial.

The results of the data collection and reduction are shown in figures 4 through 13. The SA error amplitude varies from 40 to 70 meters and the oscillations have periods on the order of 5 to 10 minutes. The variations in the data record length are due to several factors including satellite availability, truncation of records due to receiver glitches and more importantly, truncation of records in order to achieve stationarity. More detail on this last point will be given in a later section.

SA MODEL IDENTIFICATION

Over the past few years, various models have been used to simulate SA. The first SA model was not based on actual SA data but was deduced from a sample probability distribution curve [Matchett, 1985]. The GPS Joint Program Office (JPO) generated SA samples and then computed the curve from these samples. A second-order Gauss-Markov process was postulated and the coefficients were adjusted until its distribution curve matched the one provided by the
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JPO. The first models obtained from actual SA data were time series models derived using System Identification theory [Braasch, 1990-91]. Later, Chou also implemented a second order Gauss-Markov process but his was based upon actual SA data [Chou, 1990]. In their recent paper, Lear, et al (1992) present several time series and analytical models also based upon actual SA data.

For this study, System Identification theory was employed to derive time series models in a manner similar to that used in Braasch (1990-91). In general, time series models are based upon the assumption that the data of interest (SA in this case) can be modeled as the output of a linear system (pole-zero filter) driven by Gaussian white noise. Conceptually, derivation of time series SA models can be thought of as a two-step process. The first step is to send the SA data through a filter and adjust the poles and zeros (or equivalently, filter coefficients) such that the output is Gaussian white noise with minimum variance (the output is referred to as residuals). The second step is then to compute the inverse of the filter determined in the first step. Model identification is now complete. Statistically equivalent SA data can then be generated by driving the inverse filter with Gaussian white noise (whose variance is equivalent to that of the residuals in the first step). Kelly (1992) provides an excellent overview of time series model identification and its application to the problem of microwave landing system (MLS) signal modeling.

Three decisions are inherent in the above procedure. The first is the choice of model (filter) type. Three are possible: 1) a pole-zero filter (giving rise to what is known as an Autoregressive Moving Average or ARMA model); 2) an all-pole filter (yielding an Autoregressive or AR model); 3) an all-zero filter (yielding a Moving Average or MA model).
second decision is the choice of model order. That is, if an AR model is chosen, how many poles will be used? The third decision is related to the first two and involves determining if a given residual sequence is white.

Since the primary goal in this study was to derive an accurate SA-only model, an AR model type was chosen. This stems from the fact that ARMA and MA models tend to be noisy. In fact, Braasch (1990-91) concluded that an ARMA model was the best model type for the combination of SA and receiver noise. An autoregressive model of order p (referred to as an AR(p)) is defined as follows [Marple, 1987]:

\[ y(n) = - \sum_{k=1}^{p} a(k) y(n-k) + e(n) \] (1)

where \( y \) is the model output, \( n \) is the time index, \( a(k) \) is the \( k \)th filter coefficient, and \( e \) is the input Gaussian white noise. Note that the SA models derived from the data will operate at 1 Hz since they are tied to the data collection rate.

Having made the decision to use an AR model type, the rest of the process involved finding the optimum model order and coefficients (pole locations). For a given model order, many methods exist for optimizing the coefficients [Kay, 1987; Ljung, 1987; Marple, 1987]. The one chosen in this study was the Modified Covariance or Forward-Backward method. The second name stems from the fact that the optimization criterion is the minimization of forward and backward prediction errors. As will be shown later, this method performs quite well with SA data.

Several methods exist for model order selection. The majority of these methods have been developed for extremely short data records. The main issue is that one wants to derive a model for the underlying statistical process which gave rise to the data. When model orders are selected which are too high (i.e. approaching the number of data points in the sample), the result is a "fit" of the sample data record rather than the underlying statistical process. The model order selection method used in this study is known as the Principle of Parsimony. The simplest acceptable model is the one chosen. An acceptable model is the inverse of the filter which outputs white noise when driven with SA. Note that if the model order is too low, the residuals will not be white even though the coefficients have been optimized.

The model identification, therefore, proceeds as follows. For a given sample of SA data, the coefficient is optimized for a first-order filter and the residuals are examined. If they are not white, then the coefficients for a second-order filter are optimized and the residuals are examined again. The process is repeated until the model order and optimum coefficients are found for which the residuals are white. This process was performed for each of the SA data sets shown earlier. Depending upon the data set, models of either 9 or 11 coefficients were derived.

The method for determining whiteness involved examination of the autocorrelation function. An example is given in figure 14 where the autocorrelation function is plotted for the residuals from the SA data of satellite 28. Ideally, the autocorrelation function of white noise has a spike at lag 0 and is zero everywhere else. However, that can be obtained only for infinite length sequences. As a result, some minor "sidelobes" will occur at lags other than zero for white noise sequences which are finite. The dotted lines in the figure represent the 99% confidence intervals for the sidelobes. As can be seen in the plot, the sidelobes lie inside the confidence intervals for the most part and thus the model is acceptable.

Further validation of the model can be performed by generating some waveforms and comparing the power spectral densities (PSD's) of the generated and collected data. An example is shown in figures 15 and 16. Figure 15 shows the waveform generated by the SA model which was derived from the SV 28 data. Note that if one compares the waveform to that of the collected data (figure 13), they are not the same. However, they are statistically equivalent. That is, the periods and amplitudes of the generated data are the same as for the collected data. This is better illustrated in figure 16 where the PSD's of the two waveforms are plotted. Although it is difficult to see, there are actually two PSD's plotted. The solid line represents the collected data and the dashed line represents the generated waveform. PSD comparisons were performed on all of the models derived from the data. In each case the result was similar to that shown here.

A final step in model validation concerns the power in the residuals. Recall that in step one of the model derivation process, the goal was to find a filter which output white noise (residuals) with minimum variance when driven with SA. The need for minimum variance is important from both a theoretical and practical viewpoint. Theoretically, having residuals with minimum variance means that the filter has been optimized and embodies the structure (i.e. correlation or information) of the SA. Kelly (1992) refers to this as the filter "explaining" the data. However, from a practical viewpoint, minimum variance is also required. This is particularly true when trying to model random, yet smooth, waveforms such as SA.
Figures 17 and 18 illustrate the success of the AR model type in this respect. The residuals plotted in figure 17 have a standard deviation of 4.12 mm (4.12x10^{-3} m). Since this represents the amplitude of the noise driving the model (see equation 1), it follows that any noise-like behavior in the generated SA waveforms will be negligible. This is verified in figure 18 which shows the smooth waveform of the generated SA over a short time interval.

MODEL IDENTIFICATION RESULTS

Having derived ten models for SA, the question which poses itself is: Which one do I use? Ideally, one would like to use a single model to generate the SA from all satellites. Multiple SA waveforms corresponding to different satellites could then be generated simply by driving the model with multiple Gaussian white noise sequences. It is therefore necessary to compare the models and the collected data to determine if any equivalence exists. If the collected data share similar PSD's and their corresponding models are similar, then a single SA model is feasible.

As mentioned in the previous section, models with either 9 or 11 coefficients were derived from the collected SA data. For the purposes of comparison, 11th order models were derived for those data sets initially giving rise to 9th order models. Although, strictly speaking, this violates the Principle of Parsimony, the additional complexity of having two more coefficients is negligible.

Although they will not be listed here in their entirety, a comparison of the coefficients for the ten models would seem to indicate little similarity. However, examination of their corresponding pole plots provides more insight. An example is given in figure 19 where the poles of two models are plotted. The models were derived from the data sets of SV's 28 and 25. The ellipses around the poles indicate the two-sigma confidence regions. Notice that for all of the poles the confidence regions of the two models either overlap or are in close proximity to each other. Admittedly, this is not a strict statistical proof of model equivalence (for that, a multivariate analysis of variance hypothesis test is required; see Kelly (1992)). However, it is at least an indication of model similarity.

Pole-plot comparisons were performed with all of the models. Five were found to be similar. These five were the models derived from SV's 28, 25, 19, 16 and 15. The similarity was verified through comparison of the PSD's of collected and generated SA waveforms. Since the five models are similar, any one of them can be chosen and used as the SA model. The coefficients
for the model derived from the SV 28 data will be listed here:

\[ a(1) = -1.36192741558063 \]
\[ a(2) = -0.15866710938728 \]
\[ a(3) = +0.13545921610672 \]
\[ a(4) = +0.21501267648689 \]
\[ a(5) = +0.30061078095966 \]
\[ a(6) = -0.12390183286070 \]
\[ a(7) = +0.1063573003351 \]
\[ a(8) = +0.02694677520401 \]
\[ a(9) = -0.12898590228866 \]
\[ a(10) = +0.05083106570666 \]
\[ a(11) = -0.05600186282898 \]

\[ \sigma_e^2 = 1.6993 \times 10^{-5} \text{ (meters}^2\text{)} \]

\( \sigma_e^2 \) is the variance of the Gaussian white noise input. The seemingly excessive amount of significant figures is required to ensure filter stability. Note in figure 19 that three out of the eleven poles are extremely close to the unit circle. Truncation of the coefficients can cause these poles to move outside the unit circle yielding instability. It is thus very important that the significant figures be maintained. Towards this end, it is suggested that double-precision arithmetic be employed in the generation of SA waveforms using this model.

The distribution of these poles makes sense from the point of view of filter theory. The three poles grouped near the unit circle and the real axis represent a type of low-pass filter with an extremely narrow bandwidth. This is necessary since the input to the filter is wideband noise and the output is extremely narrow-band SA. Although the low frequency components dominate the SA waveform, higher frequencies are present also and the other poles of the model contribute to these components.

Stationarity

As was mentioned earlier, some of the collected data records had to be truncated in order to achieve stationarity. A random process is said to be stationary if its statistics do not change with time. Unfortunately, some of the original collected SA records did exhibit non-stationary behavior. Another way of viewing this is to assume that SA is truly generated by a time series model but that the coefficients change as a function of time. Powerful as they are, the vast majority of model identification techniques assume a stationary data record. Non-stationary records are typically examined by segmenting the data into stationary sections and identifying a model for each one separately. The non-stationary behavior of the data then can be determined by examining the change in the models from segment
Having SA with this kind of behavior makes sense, at least from a security point of view. A non-stationary random process is much harder to "crack" than a stationary one. It should be pointed out, however, that the collected data did exhibit stationarity for periods of up to one and a half hours. Since this was the maximum data collection period, no conclusions can be made for longer periods. Future data collection efforts are being planned to examine this phenomenon more closely. In the mean time, the SA models derived from the data are good approximations to the truth.

CONCLUSIONS AND RECOMMENDATIONS

Simulations are often necessary in the process of development and testing of GPS-based systems. For those users of GPS not having the benefits of DGPS corrections, SA represents the dominant source of error. For would-be developers of DGPS systems, SA dictates the trade-off between the update rate (of the differential corrections) and system accuracy. Simulations therefore must account for SA. In this paper, the issue of SA analysis and modeling has been revisited. Using post-processed, precise ephemeris data, a technique has been described whereby the clock and orbital components of SA can be identified separately. For the data collected for this paper, the orbital component of SA seems not to have been implemented.

SA data (clock component) has been collected from over half of the current Block II satellites and a robust model has been derived. The model has been demonstrated to be accurate and robust. It is suggested that this model be implemented in GPS receiver test equipment and in GPS-based system simulations. Since the model is capable of generating virtually unlimited amounts of data, the design and test engineers need not be constrained to a few collected waveforms.
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Abstract
The hybrid use of Loran-C with the Global Positioning System (GPS) has been shown capable of providing a sole-means of enroute air radionavigation. By allowing pilots to fly direct to their destinations, use of this system is resulting in significant time savings and therefore fuel savings as well. However, a major error source limiting the accuracy of GPS is the intentional degradation of the GPS signal known as Selective Availability (SA). SA-induced position errors are highly correlated and far exceed all other error sources (horizontal position error: 100 meters, 95%). Realtime mitigation of SA errors from the position solution is highly desirable. This paper discusses how that can be achieved. The stability of Loran-C signals is exploited to reduce SA errors. The theory behind this technique will be discussed and results using bench and flight data will be given.

Introduction
The hybrid use of Loran-C with the Global Positioning System (GPS) has been shown capable of providing a sole-means of enroute air radionavigation [1]. Standardization committees such as the RTCA are currently working on developing minimum operational performance standards for this system. By allowing pilots to fly direct to their destinations, use of this system will result in significant time savings and therefore fuel savings as well. By not confining all aircraft to a small portion of the airspace (which results when using the Victor airways), the risk of collision undoubtedly will be reduced as well.

However, a major error source limiting the accuracy of GPS is the intentional degradation of the GPS signal known as Selective Availability (SA). SA manifests itself in the form of erroneous orbital data broadcast by the satellites and in dithering the satellite clock. The result is position determination which, according to the Department of Defense (DoD), will be in error by one hundred meters 95% of the time in the horizontal plane. Previous work performed at Ohio University showed that SA-induced position errors are highly correlated [2]. Since the correlation time is on the order of minutes, it follows that the error falls well within the passband of the aircraft’s dynamic response. The result is that the aircraft will follow the deviations induced by SA.

Realtime mitigation of SA errors from the position solution is highly desirable. This paper discusses how that can be achieved. The stability of Loran-C signals is exploited to reduce SA errors. In the typical hybrid use of Loran-C and GPS, the Loran-C signal stability is not exploited. This stems from the relatively poor absolute accuracy of Loran-C (relative to GPS). However, it is possible to use the stability of Loran-C positioning to reduce SA-induced GPS positioning errors. The theory behind this technique will be discussed and results will be given. First, the phenomenon of SA will be described.

Selective Availability
As mentioned in the introduction, SA is an intentional corruption of the GPS signal by the DoD to limit the accuracy available to the public. The degradation is achieved in two ways. First, false satellite orbit parameters are broadcast to the users. This results in incorrect positioning of the satellites in the navigation solution. Secondly, code and carrier tracking errors are induced through dithering the satellite clock (carrier frequency). The erroneous orbit parameters lead to position errors which vary slowly throughout the satellite pass. Code-phase and carrier-phase errors due to the dithering of the satellite clock are random but also are highly correlated. Correlation times of several minutes are typical. As a result, simple filtering schemes are not effective and aircraft will follow the deviations. Virtually all of the information available to date about SA has been gathered through data collection efforts by civilian organizations. The DoD, however, has stated that SA shall be instituted in such a way as to yield horizontal position errors at a 95% level of 100 meters [3].

Mitigation Methodology
The heart of the mitigation scheme lies in the differences between Loran-C and SA-induced GPS position errors. Loran-C position errors in general are biased and noisy. The level of noise depends upon the receiver architecture.
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and specifically upon the tracking loop bandwidth. However, noise levels on the order of 5 to 10 meters can be achieved for airborne applications. The Loran-C position bias is primarily composed of unmodeled additional secondary phase factors (ASF). In general the bias does not remain constant over any given flight path but the variation is usually quite slow in comparison to the clock component of GPS SA error. This phenomenon is what makes Loran-based SA mitigation possible. The long-term stability of the Loran-C measurements is exploited to smooth the SA-induced variations in the GPS measurements.

Conceptually, the mitigation scheme works as follows. The Loran-C sensor computes the horizontal position of the aircraft. A vertical input is needed and is supplied by the barometric altimeter (again, a sensor which is biased but stable). The combination provides a three-dimensional position of the aircraft. Range values are computed from the GPS satellites to the Loran-C/altimeter position. These range values are then the reference against which the measured GPS pseudoranges are filtered.

Note that the technique depends upon the assumption that SA error is composed only of high frequency components relative to the Loran-C bias error variations. Strictly speaking, this assumption is not valid since the orbital component of SA error is slowly varying. However, as was shown in [2], the clock component of SA error has periods on the order of five to ten minutes. As such it is a high frequency error source relative to the non-noise component of Loran-C error. Although this has not been rigorously proven, flight data (to be shown later) supports the conclusion. Thus, the technique is able to reduce the clock component (or roughly speaking, the variance) of SA error.

The filtering is accomplished by complementary Kalman filters which are applied to each pseudorange measurement [4,5]. The inputs to each filter are the given GPS pseudorange measurement and the corresponding range computed from the satellite to the Loran-C/altimeter position. At each measurement epoch (current time given by the index k), the complementary Kalman filter is executed as follows:

\[ d_i^k = d_i^{k-1} + (L_i - L_{i-1}) \]  

\[ p_i^k = p_i^{k-1} + q \]  

\[ k_i = \frac{p_i^k}{p_i^k + r} \]

where the subscript represents the time index. The superscripts '-' and '+' represent predicted and estimated quantities respectively. 'd' represents the measured pseudorange with variance q. 'p' represents the measured pseudorange with error variance r. Note that r is due primarily to SA. 'I' represents the range computed from the satellite to the Loran-C/altimeter position. 'p' represents the prediction or estimation error variance. 'k' is the Kalman gain. In equation (1), the current pseudorange prediction is computed by updating the previous pseudorange estimate with the difference between the current and previous Loran-C/altimeter ranges. The prediction error variance is computed in equation (2) and is used to compute the Kalman gain in equation (3). The difference between the measured and predicted pseudoranges is weighted by the Kalman gain in the computation of the current estimate (equation 4). Finally, the current estimation error variance is computed (equation 5).

**Position Solution**

Given at least four GPS pseudoranges, position may be computed. As will be shown in the next two sections, significant reduction in SA-error may be achieved when using the mitigation technique just described.

For both the simulation and flight test results (to be shown later), the ordinary least-squares (OLS) estimator is used to determine position and clock bias from the pseudoranges. In the absence of measurement errors, the relationship between satellite location, receiver location, clock bias and pseudorange is given by:

\[ R_i = \sqrt{(x_i - x)^2 + (y_i - y)^2 + (z_i - z)^2} + b \]

where \( R_i \) is the pseudorange to the \( i \)th satellite, \((x_i,y_i,z_i)\) are the coordinates of the satellite, \((x,y,z)\) are the coordinates of the receiver and \(b\) is the receiver clock bias (converted to units of distance through multiplication by the speed of light). Since the receiver coordinates and clock bias must be solved for simultaneously, at least four measurements are required.

However, instead of attempting simultaneous solution of non-linear equations, the standard technique is to solve iteratively a set of equations which have been linearized about an initial estimated position and clock bias.
This is achieved by forming a Taylor series expansion and retaining the zeroth and first order terms:

\[
R_i = R_{\omega} = (\delta x) \frac{\partial R_i}{\partial x} \Delta x + (\delta y) \frac{\partial R_i}{\partial y} \Delta y + (\delta z) \frac{\partial R_i}{\partial z} \Delta z + (\delta b) \frac{\partial R_i}{\partial b} \Delta b
\]

where \( R_{\omega} \) is the range from the satellite to the initial position estimate. \( \Delta x, \Delta y, \Delta z \) and \( \Delta b \) represent the corrections to the initial estimates. If the initial estimate is close to the truth, no iterations are required. However, if the initial estimate is not close, the corrections are used to update the initial estimate and the process is repeated. Convergence is declared if the magnitudes of the corrections are below a desired threshold.

The partial derivatives are evaluated as follows:

\[
\frac{\partial R_i}{\partial x} = \left( \frac{x_i - x}{R_{\omega} - b} \right) = \alpha_{ix}
\]

\[
\frac{\partial R_i}{\partial y} = \left( \frac{y_i - y}{R_{\omega} - b} \right) = \alpha_{iy}
\]

\[
\frac{\partial R_i}{\partial z} = \left( \frac{z_i - z}{R_{\omega} - b} \right) = \alpha_{iz}
\]

\[
\frac{\partial R_i}{\partial b} = 1 = \alpha_{ib}
\]

Substitution of equations (8) through (11) into (7) yields:

\[
\delta R_i = (\delta x)\alpha_{ix} + (\delta y)\alpha_{iy} + (\delta z)\alpha_{iz} + (\delta b)\alpha_{ib}
\]

where:

\[
\delta R_i = R_i - R_{\omega}
\]

Four pseudorange measurements allow for the following simultaneous set of equations:

\[
\begin{bmatrix}
\delta R_1 \\
\delta R_2 \\
\delta R_3 \\
\delta R_4
\end{bmatrix}
= \begin{bmatrix}
\alpha_{11} & \alpha_{12} & \alpha_{13} & \alpha_{14} \\
\alpha_{21} & \alpha_{22} & \alpha_{23} & \alpha_{24} \\
\alpha_{31} & \alpha_{32} & \alpha_{33} & \alpha_{34} \\
\alpha_{41} & \alpha_{42} & \alpha_{43} & \alpha_{44}
\end{bmatrix}
\begin{bmatrix}
\delta x \\
\delta y \\
\delta z \\
\delta b
\end{bmatrix}
\]

which may be rewritten more succinctly:

\[
\begin{bmatrix}
\delta x \\
\delta y \\
\delta z \\
\delta b
\end{bmatrix}
= \begin{bmatrix}
\alpha_{11} & \alpha_{12} & \alpha_{13} & \alpha_{14} \\
\alpha_{21} & \alpha_{22} & \alpha_{23} & \alpha_{24} \\
\alpha_{31} & \alpha_{32} & \alpha_{33} & \alpha_{34} \\
\alpha_{41} & \alpha_{42} & \alpha_{43} & \alpha_{44}
\end{bmatrix}_x
\]

The presence of measurement errors may be accounted for by the addition of an error vector:

\[
x = H \hat{x} + \varepsilon
\]

The ordinary least-squares solution is then given by:

\[
\hat{x}_{OLS} = (H^TH)^{-1}H^T x
\]

After one iteration then, the position and clock bias estimate is given by:

\[
\begin{bmatrix}
\hat{x} \\
\hat{y} \\
\hat{z} \\
\hat{b}
\end{bmatrix} = \begin{bmatrix}
x_o \\
y_o \\
z_o \\
b_o
\end{bmatrix} + \begin{bmatrix}
\delta x \\
\delta y \\
\delta z \\
\delta b
\end{bmatrix}
\]

**Simulation**

To determine the feasibility of the technique, a simulation was performed. A simple flight-path was modeled with the aircraft traveling to the east for 900 seconds at 100 meters/second, followed by a 2g turn and then returning to the west (figure 1). For the sake of simplicity in the calculations, a static satellite constellation was modeled. In order to focus on the effects of SA, all other GPS error sources were assumed to be zero. The Loran-C/altimeter errors were modeled in the position domain by a constant 200 meter bias on each axis.

The SA model was obtained from collected data using the System Identification procedure described in [2]. In order to model SA rather than the combination of SA and receiver noise, integrated Doppler data (rather than pseudorange data) were used. The System Identification procedure yielded a 16th order autoregressive (AR) filter. When Gaussian white noise (of proper variance) is input to this filter model, the output is statistically equivalent to the collected SA data. An example of the output is given in figure 2.

The positioning errors resulting from the SA corruption are given in figures 3 and 4. Both the east and north components of the position error exhibit similar characteristics to the SA error on the pseudorange measurements. As discussed earlier, the errors are highly correlated and reach up to 100 meters. However, use of the Loran-C/altimeter data in the complementary Kalman filter yields significant reduction of SA error (figures 5 and 6).
Figure 1. Simulated flight path.

Figure 2. Pseudorange error due to SA.

Figure 3. Raw GPS position error due to SA.

Figure 4. Raw GPS position error due to SA.

Figure 5. Complementary Kalman filter results.

Figure 6. Complementary Kalman filter results.
Flight Test

Although extremely encouraging, the simulation results were obtained using a simple model for Loran-C position errors. In order to verify the robustness of the technique, actual flight data was used. This is necessary since Loran-C position error bias is spatially dependent.

The flight data employed here were collected during a trip from Cleveland to Athens, Ohio in Fall of 1990 (figure 7). It may be recalled that SA was temporarily turned off at that time because of military use of civilian GPS receivers during Operation Desert Shield [6]. As a result, the GPS horizontal positioning accuracy is on the order of 10-20 meters [1]. For this flight, the GPS-derived position was therefore used as a rough truth reference.

SA was generated by the model described earlier and added to the raw GPS pseudorange measurements (figure 8). As expected, the Loran-C position error is biased but the bias is not constant with position (figures 9 and 10). As was done earlier, altimeter error was modeled as a constant 200 meter bias. Raw SA-induced position errors are as expected with large excursions and high correlation (figures 11 and 12). Again, position errors after smoothing are significantly reduced (figures 13 and 14). It is important to note that even in the face of spatially varying Loran-C position errors, the mitigation scheme continues to perform well.

Conclusions

A technique has been described whereby the stability of Loran-C signals are exploited to reduce SA-induced GPS position errors. The viability of the technique has been confirmed using simulations as well as actual flight data. Future work will consider the possibility of real-time SA model identification.
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Figure 8. Pseudorange error due to SA.
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ABSTRACT

This paper summarizes the results of several case studies using the Global Positioning System coverage model developed at Ohio University. Presented are results pertaining to outage area, outage dynamics, and availability. Input parameters to the model include the satellite orbit data, service area of interest, geometry requirements, and horizon and antenna mask angles. It is shown for precision-landing Category I requirements that the planned GPS 21 Primary Satellite Constellation produces significant outage area and unavailability. It is also shown that a decrease in the user equivalent range error dramatically decreases outage area and improves the service availability.

1. INTRODUCTION

An excellent summary documenting the impending need for a comprehensive Global Positioning System (GPS) satellite coverage model is given in [1]. To be complete, this summary is repeated here:

"The continuous movement of navigation satellites with respect to the surface of the earth results in continual changes of the system coverage. There may be times when the number of satellites in view of an aircraft near a particular airport would be less than that required for executing a precision approach. The periods of time when precision approach coverage will be inadequate at given airports must be known well in advance in order that operations may be restricted.

A satellite-based precision approach system requires a high level of availability within the service region to ensure operational suitability of the system. At the present time, a precise requirement for availability is not defined; however, preliminary studies indicate that system unavailability should be well below one minute per day. Critical sources of unavailability result from poor satellite geometry, planned satellite down time, known satellite failures, and planned ground equipment down time (e.g., a differential reference station). Thus the majority of the satellite system unavailability is predictable. The primary consequence of predictable unavailability is the need to schedule around the known outages. Since a single satellite covers a large geographical area, a satellite outage could potentially affect a large service area. This would result in major operation, capacity, and economic concerns. For instance, a one-hour outage in a metropolitan area would result in multiple simultaneous missed approaches and simultaneous replanning for many aircraft in the air.

Note that unpredictable outages are primarily a safety concern because of their significant effect on the guidance of aircraft during the approach and landing phase. The contribution of unpredictable outages to the overall system unavailability is anticipated to be small compared to the predictable outages, but this assumption must be verified.

A computer model would be used initially to characterize the coverage, and to analyze the size, duration, and dynamics of the outage areas under a wide variety of failure scenarios and for different system architectures. Input parameters to the model
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would include the service area of interest, satellite orbit data, geometry requirements, horizon and antenna mask angles, and satellite reliability data.

The descent of the aircraft while on an approach, along with the movement of navigation satellites, may also result in different optimal sets of satellites guidance at the initiation and at the conclusion of the approach. The impact of using a four or five channel receiver with potential satellite switching during the approach versus an all-in-view receiver must be addressed. The computer model can then be used as a tool to evaluate different system architectures.

"...The criticality of this issue is judged to be HIGH, since coverage definition is necessary for the assurance of adequate system performance."

In order to address the GPS coverage issues, the Ohio University Avionics Engineering Center has been developing a comprehensive GPS coverage model. The different modules that comprise the model have been used in various applications as documented in reference [2]. This paper summarizes the most recent developments and highlights the model's unique features and capabilities. The results of several case studies are presented in order to gain an appreciation for the types of parametric studies the model will facilitate. The presentation concludes with a brief summary of additional work that is necessary in order to allow the GPS coverage model to be used as a complete system analysis tool. It should be emphasized that the current model is capable of evaluating not only the present satellite architecture, but will eventually become a tool for designing and evaluating alternative satellite-based navigation architectures to meet precision-approach requirements.

2. CASE STUDIES

2.1 Introduction

This section details the results of several case studies involving the various modules which comprise the coverage model. For each case study presented, the test conditions are stated and results given. This is followed by a discussion and summary of the important conclusions.

The two case-study scenarios analyzed by the coverage model are summarized in Table 2.1. The parameters displayed in the table were chosen for validation purposes and to determine a near-global perspective on the system performance. Although these were chosen to be representative of the model's capabilities, additional work is still needed in order to develop minimum standards for time and space increments.

### Table 2.1 Case-Study Initial Conditions

<table>
<thead>
<tr>
<th>Test Conditions</th>
<th>Test 1 (World)</th>
<th>Test 2 (North America)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Max. N Lat.</td>
<td>90°</td>
<td>75°</td>
</tr>
<tr>
<td>Max. S Lat.</td>
<td>-90°</td>
<td>15°</td>
</tr>
<tr>
<td>Max W Long.</td>
<td>-180°</td>
<td>-170°</td>
</tr>
<tr>
<td>Max E Long.</td>
<td>0°</td>
<td>-50°</td>
</tr>
<tr>
<td>Increment</td>
<td>5°</td>
<td>6°</td>
</tr>
<tr>
<td>Min. HDOP</td>
<td>-</td>
<td>2.3</td>
</tr>
<tr>
<td>Min. VDOP</td>
<td>-</td>
<td>9.2</td>
</tr>
<tr>
<td>Min. PDOP</td>
<td>6</td>
<td>-</td>
</tr>
<tr>
<td>Analysis Time</td>
<td>24 hours</td>
<td>24 hours</td>
</tr>
<tr>
<td>Time Increment</td>
<td>5 minutes</td>
<td>6 minutes</td>
</tr>
<tr>
<td>Constellation</td>
<td>Optimal 21</td>
<td>21 Primary</td>
</tr>
</tbody>
</table>

2.2 Case Study I: Counting Outages

As a first attempt at outage characterization, the duration and number of zero-failed satellite outages at each location in the search grid were determined. Figure 2.1 shows the Test-1 (World) outage contours. This result is essentially the same as that presented by Jorgensen [3]. Note that, in this case, even the complete constellation results in substantial outages. This is due to the fundamental limitations imposed by using the Optimal 21 Satellite Constellation. The inclusion of this result is not intended to be an analysis of the Optimal 21 Constellation, but is presented because of its importance to the validation of our model. The case studies shown throughout the remainder of the paper will be concerned exclusively with the GPS 21 Primary Satellite Constellation [4].

2.3 Case Study II: Outage Areas versus DOP

Shown in Table 2.2 are the Vertical Dilution of Precision (VDOP) requirements for the various categories of approach assuming a 6-foot user equivalent range error (95%) [5]. Table 2.3 expands upon this for the Category I landing by showing the required VDOP for different values of user equivalent range error (UERE). Throughout the paper, the required maximum allowable HDOP was chosen to be four times the specified VDOP.

The effect of varying DOP requirements (VDOP and/or HDOP) is of particular importance, especially when considering precision-approach issues. To determine the impact that the DOP requirement has on outage area, the model was used to characterize the outages based on the initial conditions set forth in Test 2 (North America). For this test, the GPS 21 Primary Constellation (as shown in Figure 2.2) was analyzed at three different DOP values for up to three failed
Figure 2.1 Accumulated Outages Per Day for Test 1. Contours show regions of degraded performance based on no failures in the Optimal 21 Satellite Constellation.

Figure 2.2 The GPS 21 Primary Satellite Constellation. The satellite numbering is based on the order in which the satellite ephemeris data is entered into the model.
satellites. Table 2.4 summarizes the worst and average satellite-failure combinations for each DOP condition.

Table 2.2 Vertical Accuracy as a Function of VDOP

<table>
<thead>
<tr>
<th>Approach Category</th>
<th>Vertical Requirement (feet, 95%)</th>
<th>VDOP Requirement</th>
</tr>
</thead>
<tbody>
<tr>
<td>I</td>
<td>13.5</td>
<td>2.3</td>
</tr>
<tr>
<td>II</td>
<td>5.6</td>
<td>0.9</td>
</tr>
<tr>
<td>III</td>
<td>2.0</td>
<td>0.3</td>
</tr>
</tbody>
</table>

Table 2.3 The Cat I Approach: VDOP and UERE

<table>
<thead>
<tr>
<th>UERE (ft, 95%)</th>
<th>VDOP Requirement</th>
<th>Associated HDOP</th>
</tr>
</thead>
<tbody>
<tr>
<td>6</td>
<td>2.3</td>
<td>9.2</td>
</tr>
<tr>
<td>3</td>
<td>4.6</td>
<td>18.4</td>
</tr>
<tr>
<td>1</td>
<td>13.8</td>
<td>55.2</td>
</tr>
</tbody>
</table>

Table 2.4 Worst and Average Satellite Failures

<table>
<thead>
<tr>
<th>(HDOP, VDOP)</th>
<th>Worst Single Failure</th>
<th>Average Single Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>(9.2, 2.3)</td>
<td>(22)</td>
<td>(11)</td>
</tr>
<tr>
<td>(18.4, 4.6)</td>
<td>(8)</td>
<td>(16)</td>
</tr>
<tr>
<td>(55.2, 13.8)</td>
<td>(22)</td>
<td>(20)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(HDOP, VDOP)</th>
<th>Worst Double Failure</th>
<th>Average Double Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>(9.2, 2.3)</td>
<td>(9, 22)</td>
<td>(5, 11)</td>
</tr>
<tr>
<td>(18.4, 4.6)</td>
<td>(6, 9)</td>
<td>(9, 20)</td>
</tr>
<tr>
<td>(55.2, 13.8)</td>
<td>(20, 22)</td>
<td>(5, 24)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>(HDOP, VDOP)</th>
<th>Worst Triple Failure</th>
<th>Average Triple Failure</th>
</tr>
</thead>
<tbody>
<tr>
<td>(9.2, 2.3)</td>
<td>(10, 15, 22)</td>
<td>(1, 8, 23)</td>
</tr>
<tr>
<td>(18.4, 4.6)</td>
<td>(3, 6, 9)</td>
<td>(9, 10, 16)</td>
</tr>
<tr>
<td>(55.2, 13.8)</td>
<td>(1, 8, 22)</td>
<td>(8, 11, 19)</td>
</tr>
</tbody>
</table>

Table 2.5 VDOP Relaxation and Outage Area
(The Worst-Case Satellite Failure)

<table>
<thead>
<tr>
<th>Number of failed SVs</th>
<th>Relax VDOP (2.3 : 4.6) (1 : 2)</th>
<th>Relax VDOP (2.3 : 13.8) (1 : 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>30.64</td>
<td>752.05</td>
</tr>
<tr>
<td>1</td>
<td>15.08</td>
<td>210.10</td>
</tr>
<tr>
<td>2</td>
<td>5.93</td>
<td>25.94</td>
</tr>
<tr>
<td>3</td>
<td>3.37</td>
<td>7.91</td>
</tr>
</tbody>
</table>

Table 2.6 VDOP Relaxation and Outage Area
(The Average Satellite Failure)

<table>
<thead>
<tr>
<th>Number of failed SVs</th>
<th>Relax VDOP (2.3 : 4.6) (1 : 2)</th>
<th>Relax VDOP (2.3 : 13.8) (1 : 6)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>30.64</td>
<td>752.05</td>
</tr>
<tr>
<td>1</td>
<td>20.25</td>
<td>356.22</td>
</tr>
<tr>
<td>2</td>
<td>12.66</td>
<td>109.91</td>
</tr>
<tr>
<td>3</td>
<td>8.50</td>
<td>44.34</td>
</tr>
</tbody>
</table>

Note: Satellite numbering is based on Figure 2.2.

The most important observation that can be made based on an analysis of the data contained in Table 2.4 is that the worst- and average-failure combinations change as a function of HDOP and VDOP. This is evidence to the fact that the coverage provided by the 21 Primary GPS Constellation is highly nonlinear and nonuniform. Figure 2.3 also illustrates this nonlinearity by graphically displaying the average and worst-case outage area as a function of DOP and the number of failed satellites. To further illustrate this nonlinearity, consider Tables 2.5 and 2.6. Shown here are the ratios of outage-area decrease as a function of VDOP (and HDOP) relaxation. For example, from the worst-case single failure of Table 2.5 it can be seen that relaxing the (HDOP, VDOP) requirement by a factor of six decreases the corresponding outage area by a factor of 210, with pronounced area reductions occurring in the other cases as well. It is also interesting that DOP relaxation has a greater effect on the average failure combination than on the worst-case failure combination. This may be due to the fact that the worst-case failure combinations are highly sensitive to DOP requirements.
Worst Outage-Area Parameterization
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Average Outage-Area Parameterization
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Figure 2.3 Worst-Case and Average Outage Area Parameterization. Shown is the zero-failure outage area along with the worst-case and average single-, double-, and triple-satellite failures as a function of DOP.
The histograms for the three-satellite failure case are shown in Figure 2.4. These demonstrate the distribution of failure combinations and the resulting outage areas. In each of the histograms it can be seen that the number of failure combinations close to the average is much greater than those close to the maximum. Thus, while averaging is not justified as a first-order approximation of system performance, it may be sufficient for a first-order approximation of system performance.

2.4 Case Study III: Outage Dynamics

A very important feature of the current model is the ability to generate movies, or slides, which give a time-dependent record of the outage areas. Figure 2.5 shows the outages generated during five consecutive five-minute intervals. The frames were generated using the Test-2 (North America) conditions. The outage contours are the result of failing satellites 1, 4, and 5 with a (HDOP, VDOP) requirement of (55.4, 13.8). The slides demonstrate that huge outages can appear and disappear very quickly. As one might expect, the outage contours generally exhibit an easterly movement. However, it also appears that the DOP requirements dictate outages more than the overall movement of the satellites. This is evidenced by the appearance and disappearance of the large outage areas.

The implication of these results is especially important when considering the outage-based alternate-airport issue. For an en route aircraft navigating in the middle of an outage area, the most probable course of action would be to maintain course and wait for the outage to dissipate. For an aircraft navigating in the terminal area, the issue of landing at an alternate airport is rather mute. Unless the primary airport is on the outside border of an outage, the probability of finding a suitable alternate airport is prohibitive. Again, the most likely course of action would be to wait for the outage to dissipate. The situation is somewhat analogous to an aircraft entering a terminal with a single instrument landing system (ILS). If the ILS were to fail during an approach, a missed approach procedure would be taken, followed by further instructions from the ground station to the pilot. If an approach were being flown using GPS and an outage occurred, a monitoring station equipped with the GPS coverage model could quickly determine the nature and extent of the outage. Using a model capable of predicting the movement of the current outage, the pilot could be advised of the best course of action. While more work is undoubtedly needed in this area, the ability to track outages as a function of time should prove to be of great value in the evaluation of satellite-based navigation systems.

2.5 Case Study IV: Availability

To determine the availability (and subsequent unavailability) for each location in the North American Constellation unavailability contours for the North American continent. The plots dramatize the expected unavailability of the GPS 21 Primary Satellite Constellation as a function of location and dilution of precision. It is interesting to note the high degree of location dependency in each of the contours. From the contours it is evident that the stringent DOP requirement of (HDOP = 9.2, and VDOP = 2.3) results in substantial unavailability (2-7 hours) whereas the least stringent requirement (HDOP = 55.4, and VDOP = 13.8) results in significantly lower overall unavailability approaching the analysis-imposed 4.32 minutes-per-day limit.

In order to create an outage record of workable size in the current computing environment, system availability was calculated by only considering up to three failed satellites. Thus, the maximum availability would necessarily be limited to 0.997, or an unavailability of 0.003 (1.000 - 0.997). This is equivalent to a minimum system unavailability of 4.32 minutes per day. While only allowing for three satellite failures seems somewhat prohibitive, it will be seen in the next section that the majority of unavailability is accounted for in just considering up to three satellite failures. Shown in Figure 2.6 are the unavailability contours for the North American continent.

The ratios of maximum and average unavailability as a function of DOP are summarized in Table 2.8. In comparing Table 2.8 with its counterparts for outage area (Tables 2.5 and 2.6), we see that relaxation of the DOP requirements has a similar nonlinear affect on unavailability. Also, it is again seen that the effect is greater on the average than at the extremes.
Figure 2.4. Triple Satellite Failure Histograms. The number of triple satellite failures causing the specified outage area is given as a function of DOP.
Figure 2.5 Outage dynamics as a function of time. Contours show outage regions as a result of failing satellites 1, 4, and 5 with a dilution of precision requirement of (VDOP = 13.8, HDOP = 55.2).
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next section, the model will be applied to a limited number of important locations in order to determine if they are representative of the entire North American search region.

Table 2.8 VDOP Relaxation: Worst and Avg. Unavail.

<table>
<thead>
<tr>
<th>Number of failed SVs</th>
<th>Relax VDOP (2.3 : 4.6)</th>
<th>Relax VDOP (2.3 : 13.8)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Worst-Case Unavailability</td>
<td>10.92</td>
<td>24.92</td>
</tr>
<tr>
<td>Average Unavailability</td>
<td>14.65</td>
<td>33.11</td>
</tr>
</tbody>
</table>

2.6 Case Study V: Specific Airports

In an attempt to develop a benchmark for determining the number of satellite failures needed to best quantify the current system, the model was used to calculate the maximum and average unavailability experienced by the ten busiest airports in the United States (as reported by the Aircraft Owners and Pilots Association). Table 2.9 lists the name and location of these airports.

Table 2.9 The AOPA Ten Busiest U.S. Airports

<table>
<thead>
<tr>
<th>Airport Name</th>
<th>Airport Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>1. Chicago O’Hare Int’l</td>
<td>41°58' N 87°54' W</td>
</tr>
<tr>
<td>2. Atlanta Int’l</td>
<td>33°38' N 84°35' W</td>
</tr>
<tr>
<td>3. Dallas/Ft. Worth Int’l</td>
<td>32°53' N 97°02' W</td>
</tr>
<tr>
<td>4. Los Angeles Int’l</td>
<td>33°56' N 118°24' W</td>
</tr>
<tr>
<td>5. Santa Ana</td>
<td>33°40' N 117°52' W</td>
</tr>
<tr>
<td>6. Van Nuys</td>
<td>34°12' N 118°29' W</td>
</tr>
<tr>
<td>7. Phoenix Sky Hrbr. Int’l</td>
<td>33°26' N 112°00' W</td>
</tr>
<tr>
<td>8. Long Beach</td>
<td>33°49' N 118°09' W</td>
</tr>
<tr>
<td>9. Denver Stapleton Int’l</td>
<td>39°46' N 104°52' W</td>
</tr>
<tr>
<td>10. Miami Int’l</td>
<td>25°47' N 80°17' W</td>
</tr>
</tbody>
</table>


For these locations, the model was run for up to and including six satellite failures. The maximum and average unavailabilities for failing 3, 4, 5, and 6 satellites for the ten busiest general aviation airports are shown in Table 2.10. These values are based on the Category I requirement of (HDOP = 9.2, VDOP = 2.3) assuming a UERE of 6 ft. (95%).

Figure 2.6 3-Dimensional Unavailability Contours.
The three contour plots show unavailability as a function of location and dilution of precision (DOP).
From Table 2.10 it can be seen that, on the average, the difference in the computed unavailability for running the model to three failures is only about two percent higher than running the model to its current limit of six failures. This appears to indicate that, in order to obtain a good approximation of system availability, the model need only consider up to three satellite failures. Naturally, as different constellations are evaluated, this assumption may no longer be valid and will require further investigation. It is worth noting that, while none of these airports represent the maximum unavailability discussed previously, they are representative of the average of the entire search grid to within 22%, or approximately 30 minutes of unavailability. While this seems to be a rough approximation, it may be justified in instances where a quick check is sufficient.

<table>
<thead>
<tr>
<th>Max. number</th>
<th>Maximum Unavailability</th>
<th>Average Unavailability</th>
</tr>
</thead>
<tbody>
<tr>
<td>of failed SVs</td>
<td>(hours/day)</td>
<td>(hours/day)</td>
</tr>
<tr>
<td>3</td>
<td>2.90</td>
<td>2.17</td>
</tr>
<tr>
<td>4</td>
<td>2.87</td>
<td>2.14</td>
</tr>
<tr>
<td>5</td>
<td>2.86</td>
<td>2.14</td>
</tr>
<tr>
<td>6</td>
<td>2.86</td>
<td>2.13</td>
</tr>
</tbody>
</table>

3. SUMMARY

The characterization of outages in the coverage provided by the Global Positioning System is of utmost importance when considering GPS as a sole means of navigation and as a navigation aid for flying a precision approach. The continued development of the Ohio University GPS coverage model will enable detailed parametric studies of various coverage issues. The application of the model was demonstrated through several representative case studies. These studies showed how various Dilution of Precision (DOP) requirements affect system performance.

Future work will include designing and running additional simulations to determine key system parameters. The model presented in this report will serve as a foundation for the development of a complete coverage model with the capacity of evaluating (and thus designing) a robust satellite-based navigation system.
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GROUND STATION SITING CONSIDERATIONS FOR DGPS

James D. Waid

ABSTRACT

Aircraft guidance and positioning in the final approach and landing phases of flight requires a high degree of accuracy. The Global Positioning System operating in differential mode (DGPS) is being considered for this application. Prior to implementation, all sources of error must be considered. Multipath has been shown to be the dominant source of error for DGPS and theoretical studies have verified that multipath is particularly severe within the final approach and landing regions. Because of aircraft dynamics, the ground station segment of DGPS is the part of the system where multipath can most effectively be reduced. Ground station siting will be a key element in reducing multipath errors for a DGPS system. This situation can also be improved by using P-code or narrow correlator C/A-code receivers along with a multipath rejecting antenna. This paper presents a study of GPS multipath errors for a stationary DGPS ground station. A discussion of GPS multipath error characteristics will be presented along with some actual multipath data. The data was collected for different ground station siting configurations using P-code, standard C/A-code and narrow correlator C/A-code receiver architectures and two separate antenna constructions.

INTRODUCTION

GPS soon will have the capability to provide position information to users anywhere in the world nearly 24-hours per day. For applications requiring precise positioning (better than 100 meters (95%)), a stand alone installation is not sufficient to provide adequate positioning accuracy for civilian users. However, differential GPS (DGPS) can provide users with sub-meter level accuracies. Aircraft guidance and positioning in the final approach and landing phases of flight is a prime example of an application for DGPS.

At Ohio University's Avionics Engineering Center, the use of DGPS for guidance and positioning of aircraft during final approach and landing is being investigated. GPS by itself has many sources of error including Selective Availability (SA), ionospheric delay, tropospheric delay, receiver hardware errors, receiver noise and multipath. DGPS eliminates those errors which are common to both receivers. The single largest source of error that remains is the error due to multipath [1]. If DGPS is to be used for final approach and landing, the effects that multipath has on the GPS range measurements must be characterized and controlled to meet the required error budgets. This paper will present a discussion of different characteristics and multipath errors observed for various antenna and receiver configurations. The siting configurations include: ground level and ground plane mounted hangar rooftop antenna placements using a standard microstrip GPS antenna and an experimental helix antenna. The above antenna placements will be combined with separate receiver architectures that include: P-code, standard C/A-code and narrow correlator C/A-code receivers.

BACKGROUND

The accuracy of GPS positioning depends on the accuracy of the pseudorange measurements. There are many error sources which cause erroneous range measurements. The major error sources are as follows:

- signal delay due to propagation through the troposphere
- signal delay due to propagation through the ionosphere
- error due to satellite clock offset and orbit uncertainty
- Selective Availability (SA)
- receiver inter-channel biases
- receiver measurement errors
- dynamics
- thermal noise
- specular multipath
- diffuse multipath

Although integrated carrier phase measurement accuracies are typically on the order of two centimeters, the code phase measurements are still required for ambiguity resolution. Therefore, this paper focuses on the code phase measurement error. The signal at the antenna is a combination of different types of signals: direct and non-direct. The direct signal is the signal received that travels the geometric distance from the satellite to the receiver. The non-direct or multipath signal is a signal that has been reflected or diffracted off an object and arrives at the receiver after the direct signal. In general, multipath signals are weaker than the direct signals. When the direct and the multipath signals combine, the result is a signal with the same frequency but having a relative phase difference with respect to the original direct signal. This phase error affects both the code measurement and the carrier phase measurement.

DGPS eliminates the errors in the measurements that are common to both receivers, but multipath has a different effect on each receiver. This is because multipath depends on the GPS antenna environment. For a typical DGPS system, the receivers are not close enough to each other to possess the same multipath characteristics. Three categories of multipath for the final approach and landing environment are [2]:

- Obstacle-based at the airborne receiver.
- Airframe-based at the airborne receiver.
- Obstacle-based at the ground reference station receiver.

The air and ground system obstacle-based multipath originates from the ground itself as well as from buildings or other structures on or near the ground.

The obstacle-based multipath at the ground reference station often arrives at the antenna from a direction below the horizon. An effective method for eliminating this multipath is to limit the antenna's gain pattern so that the antenna is only capable of receiving signals from above the horizon. This can be achieved in two ways: placing the antenna on a large ground plane or electrically adjusting the antenna gain pattern to attenuate any signals below the horizon. Both of these methods will be discussed later in the results segment of the paper.

DATA COLLECTION

GPS multipath data collection was performed at the Ohio University Airport (UNI) located near Albany, Ohio. The area surrounding UNI is flat and free of clutter. There are also two large fixed structures (hangars) that are capable of generating significant multipath. Data was collected at two sites: site one was located on top of the larger of the two aircraft hangars, site two was located in a field approximately 500 meters away from the hangars and the antenna was placed at ground level. Site one represents a typical DGPS reference station sitting with the hangars being the leading multipath contributor. Site two can be considered a benign multipath environment because the antenna is being placed on a large ground plane and the leading multipath contributor is the ground itself because there are no fixed obstacles above the horizon that are generating multipath signals.

Two GPS antennas were used during the data collection, a dual-frequency microstrip antenna and an experimental helix antenna. The experimental helix antenna was provided by Mr. Don Spitzmesser of the Jet Propulsion Laboratories. The antenna consists of a 20 cm parabolic reflector and a thin wire helix placed in the center of the reflector dish. The helix is configured to receive both L1 and L2 frequencies. Because of the parabolic dish, the helix antenna is more directive and better masks signals that may arrive from below the horizon. There were two GPS receivers used for the data collection: an Ashtech P-12 GPS receiver and a Novatel GPS CARD receiver. The P-12 is capable of continuous tracking of L1 C/A-code and both L1 and L2 P-code. The Novatel GPS CARD is an L1 frequency, narrow correlator C/A-code receiver.
The measurement data for the P-12 and the GPS CARD was collected and recorded in real time using a 386 notebook computer and a 286 desktop computer respectively. Data was collected over a 120 minute time period. Five sets of data were collected for this analysis:

Hangar Roof:
- P-12 with microstrip antenna
- GPS Card with microstrip antenna
- P-12 with Helix antenna
- GPS Card with Helix antenna

Field Location:
- P-12 with microstrip antenna on the ground

### DATA PROCESSING TECHNIQUES

The combination of multipath, thermal noise, unknown bias and receiver error was extracted from the data using the standard code-minus-integrated Doppler technique [3,4]. Equation 1 shows the result:

\[
d_{\text{code}} - d_{\text{phase}} = 2d_{\text{no}} + d_{\text{code-meas}}
\]

\[
- d_{\text{phase-meas}} + d_{\text{code-noise}}
\]

\[
- d_{\text{phase-noise}} + d_{\text{code-mp}}
\]

\[
- d_{\text{phase-mp}} - \Delta + d_{\text{other}}
\]

(1)

where:
- \(d_{\text{code}}\) is the code measurement
- \(d_{\text{phase}}\) is the carrier-phase (integrated doppler) measurement
- \(d_{\text{no}}\) is the signal delay due to propagation through the ionosphere
- \(d_{\text{code-noise}}\) is a combination of thermal noise and diffuse multipath on the pseudorange
- \(d_{\text{phase-noise}}\) is a combination of thermal noise and diffuse multipath on integrated carrier phase
- \(d_{\text{code-mp}}\) is receiver measurement noise for code and phase measurements
- \(d_{\text{code-mp}}\) is specular multipath on the code and phase
- \(\Delta\) is an integer wavelength ambiguity
- \(d_{\text{other}}\) includes receiver measurement error

For situations where the strength of the multipath is less than the direct signal, the carrier-phase multipath term \(d_{\text{phase}}\) will not exceed 4.8 centimeters [5]. It has been shown that state-of-the-art receivers exhibit phase-noise \(d_{\text{phase-noise}}\) values on the order of 0.1 millimeter (1-sigma) [6] allowing this term to be neglected as well. The receiver phase measurement errors \(d_{\text{phase-meas}}\) are also negligible [7]. When compared to the code-multipath error \(d_{\text{code-mp}}\), which is usually on the order of meter, the carrier-phase multipath \(d_{\text{phase-mp}}\) and the noise \(d_{\text{phase-noise}}\) terms are very small. For this reason they can be dropped from equation (1). The integer ambiguity \(\Delta\) is a constant bias for the duration of the data collection, which is not of interest for this study. Equation (1) is then approximated by:

\[
(d_{\text{code}} - d_{\text{phase}})^\prime = 2d_{\text{no}} + d_{\text{code-meas}}
\]

\[
+ d_{\text{code-noise}} + d_{\text{code-mp}} + d_{\text{other}}
\]

(2)

The error due to the propagation delay through the ionosphere can be removed through the standard dual-frequency correction [8]:

\[
d_{\text{iono}}(\frac{f_2^2}{f_2^2 - f_1^2}) (d_{\text{code}} - d_{\text{code}})
\]

(3)

Noise in the data is reduced by averaging (filtering) the code measurements against the stable carrier measurements. This is accomplished using a complementary Kalman filter [9]. After applying the ionospheric correction and the complementary Kalman filter, we arrive at the following:

\[
(d_{\text{code}} - d_{\text{phase}})^\prime = d_{\text{code-meas}}
\]

\[
+ d_{\text{code-mp}} + d_{\text{other}}
\]

(4)

The next section presents the results of the data collection and data analysis.
DISCUSSION OF RESULTS

The results are presented in the following figures and table. The filtered code-minus-carrier for satellites 3, 17, and 23 is shown in figures 2 through 25 for all the receiver and antenna configurations being considered. The three satellites were selected because they include the elevation angles of interest: SV17 exhibits the characteristics of a high elevation satellite, SV23 represents a medium elevation satellite and SV3 is indicative of a lower elevation satellite that vanishes below the horizon during the data collection. Figure 1 shows the elevation angles for the satellites during the data collection. As anticipated, the error levels are correlated to the lower elevation angles for all the test cases. Table I shows the root mean squared (rms) of the multipath error in meters for C/A-code, narrow correlator C/A-code and P-code for each satellite for data collected on the hangar roof and C/A-code and P-code for data collected at the site away from the aircraft hangars. The last row in the table represents the average for the three satellites for the receiver and antenna configuration listed in that column.

The best case for all the scenarios run was the P-code receiver operating out in the field away from all structures. The worst case was observed on the hangar roof using the standard C/A-code with the microstrip antenna. The contrast between the two results indicates that the multipath does indeed enter the antenna from below the horizon. These results are as expected. From the data presented it is easy to see that the lowest levels of multipath were experienced for high elevation satellites using the P-code measurements. This result is also expected. In general, the measurement taken away from the hangar showed lower rms levels of multipath for all satellites. This kind of multipath environment may not be available for a typical DGPS reference station location. The hangar roof can be considered a more typical example of a DGPS reference station site. For this site the helix antenna produced results that were significantly better than the microstrip antenna.

The helix antenna has the limitation of only being able to track satellites down to an elevation angle of 10°. Another consideration for a DGPS landing system, P-code may not be available for all aircraft. In the case that P-code is not available, obviously C/A-code would have to be used. Looking at the comparison between C/A-code and narrow correlator C/A-code, the narrow correlator C/A-code exhibits multipath with less noise and having smaller magnitude than the standard C/A-code measurements.

Also it should be noted that the C/A-code errors measured in the field are mostly caused by high-frequency measurement noise, rather than by multipath. Integration over time of high-frequency noise gives rise to a random-walk error. It was found that the errors measured in the field exhibit insignificant correlations from one day to the next.

Although the helix antenna performed very well in a multipath environment, its gain at lower elevation angles is much less than that of the microstrip antenna. Another concern is the stability of the phase center of the helix antenna for carrier-phase tracking applications. For code-phase DGPS, however, this is not a significant problem.

Table I

<table>
<thead>
<tr>
<th></th>
<th>Field Microstrip</th>
<th>Hangar Roof Microstrip</th>
<th>Helix</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>C/A rms (meters)</td>
<td>P rms (meters)</td>
<td></td>
</tr>
<tr>
<td>SV3</td>
<td>0.4757</td>
<td>0.0802</td>
<td>1.2658</td>
</tr>
<tr>
<td>SV17</td>
<td>0.4624</td>
<td>0.0456</td>
<td>0.8015</td>
</tr>
<tr>
<td>SV23</td>
<td>0.4289</td>
<td>0.0397</td>
<td>0.6418</td>
</tr>
<tr>
<td>average</td>
<td>0.4557</td>
<td>0.0552</td>
<td>0.9030</td>
</tr>
</tbody>
</table>
Recommendations:

1.) Use a site out in the field for minimum multipath. A major drawback to this recommendation is that snow can cover the antenna and the area around the antenna when placed on the ground. This will seriously affect the performance of the antenna.

2.) The next best siting that was considered was the helix antenna placed at a location that provided visibility down to $5^\circ$ (hangar roof). The same effect can be achieved by placing any antenna on a large ground plane.

For all siting options considered, the use of narrow correlator C/A-code or P-code significantly reduces the multipath error.

**CONCLUSIONS**

Multipath is the dominate error source for DGPS. A number of extreme siting scenarios were investigated with respect to multipath performance. It was found that a significant level of multipath enters the antenna pattern from below the horizon. Therefore it is recommended to either have a large ground plane or reduce the antenna pattern below the horizon.
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Figure 1. Satellite Elevation Angles
Figures 2-7: Hanger Roof with Microstrip Antenna - Multipath, Thermal Noise, Unknown Bias and Receiver Error
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Figures 11-13: Hanger Roof with Helix Antenna - Multipath, Thermal Noise, Unknown Bias and Receiver Error
Figure 14. SV17: C/A-code

Figure 15. SV17: Narrow Correlator C/A-code

Figure 16. SV17: P-code

Figure 17. SV23: C/A-code

Figure 18. SV23: Narrow Correlator C/A-code

Figure 19. SV23: P-code

Figures 14-19: Hanger Roof with Helix Antenna - Multipath, Thermal Noise, Unknown Bias and Receiver Error
Figures 20-25: Field with Microstrip Antenna - Multipath, Thermal Noise, Unknown Bias and Receiver Error
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SUMMARY OF RESEARCH

The Air Transportation Research Program at Princeton University proceeded along five avenues during the past year:

- Flight Control System Robustness
- Microburst Hazards to Aircraft
- Wind Rotor Hazards to Aircraft
- Intelligent Aircraft/Airspace Systems
- Aerospace Optical Communications

This research has resulted in a number of publications, including theses, archival papers, and conference papers. An annotated bibliography of publications that appeared between June 1992 and June 1993 appears at the end of this report. The research that these papers describe was supported in whole or in part by the Joint University Program, including work that was completed prior to the reporting period.

Control system robustness is defined as the ability to maintain satisfactory stability or performance characteristics in the presence of all conceivable system parameter variations. While assured robustness may be viewed as an alternative to gain adaptation or scheduling to accommodate known parameter variations, more often it is seen as protection against uncertainties in plant specification. Consequently, a statistical description of control system robustness is consistent with what may be known about the structure and parameters of the plant's dynamic model. Rarely will there be a single "most robust" controller, as design tradeoffs must inevitably be considered. For example, stability, settling time, and control usage all may be of concern; controllers that favor one criterion over the other two have dramatically different characteristics.
Our initial research focused on probabilistic analysis of the stability and performance robustness of given controllers, while more recent research has shifted to designing robust controllers [1-6]. We have demonstrated that classical stability (i.e., gain and phase) margins are not good indicators of robustness, particularly when comparing compensators with different structures. Numerical search is shown to produce robust controllers based on proportional-filter linear-quadratic regulators with implicit model-following.

Severe downdrafts and resulting high velocity outflows caused by microbursts present a significant hazard to aircraft on takeoff and final approach. Microbursts, which are often associated with thunderstorm activity, also can occur in the vicinity of dissipating convective clouds that produce no rainfall at ground level. Microburst encounter is a rare but extremely dangerous phenomenon that accounts for one or two air carrier accidents and numerous general aviation accidents each year (on average). Conditions are such that an aircraft's performance envelope may be inadequate for safe penetration unless optimal control strategies are applied.

An expert system for wind shear avoidance that extends the FAA Microburst Windshear Guidelines can account for temporal and spatial variations in the evidence that wind shear is present [7, 8]. A Bayesian Belief Network relates information gathered from many sources to determine the probability of encountering a microburst on the intended flight path. Measurements made by a look-ahead sensor (e.g., Doppler radar or lidar) are processed by extended Kalman filters to develop a head-tailwind profile.

Real-time guidance for the case in which wind shear has been encountered is being investigated. Our emphasis has shifted from optimal strategies for abort and recovery [9] to strategies based on nonlinear-inverse-dynamic controllers [10]. The former approach seeks to minimize a path-following cost function that implicitly maximizes the minimum altitude during an aborted approach to landing. The latter approach prescribes a desired rate of climb once an abort has been declared, then generates the necessary control commands by inverting the aircraft's dynamic model.

The dynamics of a twin-jet transport encountering an intense wind "rotor" have been studied [11]. It was found that a physically realizable rotor could roll the aircraft to inverted attitude if left unopposed by lateral control. Similarly, unopposed full rudder deflection could invert the aircraft in its landing configuration. Conventional linear-quadratic flight control laws can maintain the wing's level through such encounters.
Advanced concepts for air traffic management are being developed by modeling aircraft and air traffic centers as intelligent agents that engage in principled negotiation [12]. Each agent is characterized as a dynamic system that carries out declarative, procedural, and reflexive functions [13]. Principled negotiation entails the proposal of alternative flight plans, evaluation of costs and constraints according to separate and shared interests, and conflict resolution. We are setting the groundwork for an Intelligent Aircraft/Air-space System (IAAS). The goal is to identify means by which ground-based and airborne flight management systems can cooperate to produce a net gain in the efficiency and robustness of air transportation.

With growing demands on the radio spectrum, it is likely that currently unused alternatives could play important roles in the IAAS. Optical sensing and communication could shoulder a significant percentage of the overall load. Of course, there are weather and line-of-sight limitations on optical devices, so they may never be considered the sole means of providing services. From a global or national perspective, however, optical devices may prove useful in off-loading radio frequencies on a regional and/or altitude-dependent basis. The national airspace is rarely (if ever) "socked in" coast-to-coast, and even in areas of cloud cover, there are altitude strata (especially at cruising heights) within which visual line-of-sight is retained over long distances. By definition, very-low-altitude line-of-sight exists in the terminal area for Category I IFR conditions or better. Consequently, there are numerous situations in which precision measurements and high-bandwidth communication could be furnished by optical systems, including transmissions through communications satellites. (Optical systems can be substantially more precise and allow much higher data rates than radio transmissions.) The IAAS would adapt to changing weather and traffic conditions, always maximizing allowable flight operations subject to practical constraints; consequently, on average, airspace capacity could be greatly increased. An annotated bibliography is contained in [14].

In addition to the research noted above, two publications related to the Joint University Program appeared during the reporting period. A book chapter describing an architecture for intelligent flight control was published [15]. Notes and homework assignments for an undergraduate course on aerospace guidance and control were included in a book describing educational applications of the MATLAB programming language [16].
ANOTATED BIBLIOGRAPHY OF 1992-1993 PUBLICATIONS


   The robustness of ten solutions to a benchmark control design problem presented at the 1990 American Control Conference has been evaluated. The ten controllers have second- to eighth-order transfer functions and have been designed using several different methods, including $H_{\infty}$ optimization, loop transfer recovery, imaginary-axis shifting, constrained optimization, structured covariance, game theory, and the internal model principle. Stochastic Robustness Analysis quantifies the controllers' stability and performance robustness with structured uncertainties in up to six system parameters. The analysis provides insights about system response that are not readily derived from other robustness criteria, and it provides a common ground for judging controllers produced by alternative methods. One important conclusion is that gain and phase margins are not reliable indicators of the probability of instability. Furthermore, parameter variations actually may improve the likelihood of achieving selected performance metrics, as demonstrated by results for the probability of settling-time exceedance.


   Stochastic robustness, a simple technique used to estimate the robustness of linear, time-invariant systems, is applied to a twin-jet transport aircraft control system. Concepts behind stochastic stability robustness are extended to stochastic performance robustness. Stochastic performance robustness measures based on classical design specifications and measures specific to aircraft handling qualities are introduced. Confidence intervals for comparing two control system designs are presented. Stochastic performance robustness, the use of confidence intervals, and tradeoffs between performance objectives are applied to a twin-jet aircraft example.


   Stochastic robustness, a simple technique used to estimate the stability and performance robustness of linear, time-invariant systems, is described. The scalar probability of instability is introduced as a measure of stability.
Examples are given of stochastic performance robustness measures based on classical time-domain specifications. The relationship between stochastic robustness measures and control system design parameters is discussed. The technique is demonstrated by analyzing an LQG/LTR system designed for a flexible robot arm. It is concluded that the analysis of stochastic robustness offers a good alternative to existing robustness metrics. It has direct bearing on engineering objectives, and it is appropriate for evaluating robust control system synthesis methods currently practiced.


Stochastic robustness is a simple technique used to estimate the stability and performance robustness of linear, time-invariant systems. The use of high-speed graphics workstations and control system design software in stochastic robustness analysis is discussed and demonstrated.


A Monte Carlo analysis of scalar compensators designed for a benchmark problem shows that there is very little correlation between classical stability margins and the likelihood that plant parameter variations will lead to instability. The principal reason is that parameter variations change the shape of the Nyquist plot as well as the gain and phase margins; hence, the branch of the nominal Nyquist plot or critical frequency that determines stability margins may not be the one that produces instability as parameters vary. This result also calls into question the use of singular values as measures of stability robustness, because transfer-function amplitude ratio is equivalent to the singular value in the scalar case.


Practical control systems must operate satisfactorily with uncertain variations in plant parameters (i.e., control systems must be robust), but there are limits to the degree of robustness that may be considered desirable. Tolerance to parameter variations that never occur is not useful, and it could lead to closed-loop systems whose normal performance has been compro-
mised unnecessarily. A probabilistic definition of robustness based on expected parameter variations is consistent with accepted design principles, and it is readily evaluated by simulation. *Stochastic Robustness Analysis* predicts the effects of likely parameter variations on closed-loop stability and performance through evaluation of commonly accepted criteria. Competing control designs are judged by the likelihood that system response and design metrics will fall within desired bounds. Together with numerical search, probabilistic evaluation is a powerful approach not only for comparing alternative controllers but for designing control systems that satisfy robustness and performance requirements.


The threat of low-altitude wind shear has prompted development of aircraft-based sensors that measure winds directly on the aircraft’s intended flight path. Measurements from these devices are subject to turbulence inputs and measurement error, as well as to the underlying wind profile. In this paper, stochastic estimators are developed to process on-board doppler sensor measurements, producing optimal estimates of the winds along the path. A stochastic prediction technique is described to predict the hazard to the aircraft from the estimates as well as the level of uncertainty of the hazard prediction. The stochastic prediction technique is demonstrated in a simulated microburst wind shear environment. Use of the technique in a decision-making process is discussed.


Severe low-altitude wind shear poses a significant threat to air transportation safety. Concepts for assisting critical decision making under uncertainty are advanced to promote the avoidance of hazardous weather, particularly microburst wind shear. Computational strategies founded on probability and optimal estimation theories enable flight deck integration of diverse forecasting and detection systems, from airport weather information services to airborne forward-looking wind sensors.

A decision-making policy for wind shear is developed from a comprehensive investigation of microburst phenomenology, its observed characteristics, and its effects on aircraft flight. Existing avoidance guidelines for
wind shear are extended to exploit the latest available technology, such as Doppler weather radar and lidar. Theories for probability-based decision making facilitate real-time computer reasoning with dynamic, conflicting data from a wide array of sources. Bayesian neural networks fused with multivariable estimators account for the limited precision, reliability, and timeliness of correlated sensor measurements. Monte Carlo analyses are conducted to refine Kalman filters for forward-looking sensors, with statistical results completing their incorporation into Bayesian reasoning.

Symbolic and numerical processes for a Wind Shear Safety Advisor are implemented and evaluated. A risk assessment model based on empirical and analytical results is used to compare the relevance of available wind shear information sources. Simulations of the risk-assessment model show its insensitivity to parameter variations. Validations of overall Wind Shear Safety Advisor logic illustrate how it conveys beneficial advance warnings in rapidly developing microburst-encounter situations. These results prove that intelligently-integrated detections systems can warn pilots of threatening wind shear sooner, more frequently, and more effectively than isolated systems can.


The flight path of a twin-jet transport aircraft is optimized in a microburst encounter during approach to landing. The objective is to execute an escape maneuver that maintains safe ground clearance and an adequate stall margin during the climb-out portion of the trajectory. A cost function penalizing rate of climb deviations from a nominal value and the rate of elevator deflection produces qualitatively good results in a variety of microburst encounters. The optimal maneuver is a gradual pitch-up that ceases near the core of the microburst, followed by a slight reduction in pitch attitude in the tailwind area of the microburst. A minimum airspeed constraint in the optimization prevents excessive airspeed loss in very severe microbursts. The aircraft equations of motion include short-period dynamics, so that the optimization solves directly for the control surface deflections required to achieve the optimal flight paths.
A flight control law based on partial inversion of the longitudinal dynamics of a twin-jet transport aircraft is presented. The controller is partitioned into a slow-time-scale and a fast-time scale to simplify its design. Three types of controllers are developed: airspeed/climb rate, ground-speed/climb rate, and throttle/climb rate. For microburst encounters during approach to landing, it is found that a combination of airspeed and ground-speed regulation is quite effective for controlling the flight path to touchdown. Regulation of groundspeed to a nominal value in the performance-increasing region of the microburst prevents an inadvertent reduction in thrust, while regulation of airspeed to a nominal value in the performance-decreasing area of the microburst prevents excessive airspeed loss. The throttle/climb rate controller is used for aborted-landing encounters. The combination of groundspeed and airspeed control is used until the decision is made to abort the landing, at which point maximum throttle and a specified positive climb rate are commanded.


The dynamic response and control of a twin-jet transport aircraft encountering a single-axis wind vortex on final approach to landing is investigated. A horizontal wind vortex, or wind rotor, is formed by strong winds that flow over a mountain range and roll up on the leeward side of the mountain, forming a rotating airmass. If proper control action is not taken immediately after encountering a rotor, then severe performance degradation and possible ground impact may result.

A complete six-degree of freedom jet transport aircraft model that includes nonlinear aerodynamic data, unsteady aerodynamic effects, and wind-gradient effects over the aerodynamic surfaces is used to simulate an aircraft-vortex encounter. Dynamic simulations are used to determine the effects of vortex strength, vortex length, lateral entry position, vertical entry position, and encounter incidence angle on the aircraft response parameters. Roll angle and sideslip angle are primary response parameters because they may introduce performance degradation and control hazards. A large induced roll angle results from a co-axial encounter in which the vortex axis is aligned with the flight path and the wind-shear gradient is directly incident
over the aircraft wing. An encounter with a rotor oriented at a 60° angle to the flight path produces a severe sideslip angle response which in turn causes a large roll-angle response. In this case the response is highly dependent on the precise initial conditions of the encounter.

Both rudder and aileron controls are useful in alleviating vortex-induced roll; however, rudder control may excite lightly damped Dutch-roll dynamics. A simple lateral-directional linear-quadratic controller that uses rudder to control sideslip and aileron to control roll successfully controls the simulated aircraft through strong wind vortices without exciting unwanted dynamics. In addition to demonstrating the value of using automatic control to reduce the wind vortex hazard, such a control system has benefits beyond its immediate design goals. Because of the similarities between wake vortex flows and mountain-wave vortex flows, the controller may be used to reduce required separation distances at airports. It also may prove superior to a human pilot in preventing catastrophic low-altitude control system failures.


Air transportation provides the backbone for passenger transport over moderate to long distances in the U.S. and much of the world, and it is becoming an increasingly important mode for short-range travel and cargo transport as well. There is a growing demand for use of available airspace and a heightened concern for on-time performance. Demand frequently exceeds available capacity of the airspace system, causing flight delays, negative economic impact, and passenger inconvenience [1, 2]. New technologies are emerging that will make flight operations both simpler and more complex. On the one hand, advances hold promise for increasing the productivity, reliability, and safety of the air transportation system. On the other, advances in technology introduce uncertainty, increase human workload (if not properly implemented), increase the potential for dispute, and present new challenges for both certification and day-to-day operations.

This paper presents a concept for an Intelligent Aircraft/Airspace System (IAAS) that could be a focal point for developing air traffic management in the coming decades. The IAAS would integrate the capabilities of all ground-based and airborne components of the system (identified as Intelligent Agents) in order to provide increased capacity and maintained or improved safety. Principled Negotiation is proposed as a framework for interactions between intelligent agents.
The capabilities of flight control systems can be enhanced by designing them to emulate functions of natural intelligence. Intelligent control functions fall in three categories. **Declarative** actions involve decision-making, providing models for system monitoring, goal planning, and system/scenario identification. **Procedural** actions concern skilled behavior and have parallels in guidance, navigation, and adaptation. **Reflexive** actions are spontaneous, inner-loop responses for control and estimation. Intelligent flight control systems learn knowledge of the aircraft and its mission and adapt to changes in the flight environment. Cognitive models form an efficient basis for integrating "outer-loop/inner-loop" control functions and for developing robust parallel-processing algorithms.

An expert system Pilot-Aid is envisioned to automate many functional and low-level decision-making tasks in future high performance and jet transport aircraft to help alleviate pilot workload. Nine modular rule-based systems, collectively called AUTOCREW, were designed to automate functions and decisions associated with a combat aircraft's subsystems. The knowledge bases were designed individually; areas of cooperation between the knowledge bases were identified, and common information was designated as "shared" information. An interactive graphical simulation testbed was developed to demonstrate and test the cooperating AUTOCREW ensemble's performance. Workload metrics were formulated to quantify AUTOCREW's performance in terms of the ensemble's efforts in assisting the Pilot. The workload metrics give reasonable results for the comparison.
of workloads among AUTOCREW's experts, as well as comparative results among task groups within a single knowledge base. The applicability of the methods utilized to design AUTOCREW for other applications is also discussed.


This book chapter presents notes and computer-based assignments for an undergraduate course on aerospace guidance and control. One third of the course is devoted to flight mechanics, another third addresses guidance and control of the flight path, and the remaining third deals with instrumentation for measuring position and motion. The course assignments include computational flight tests with a six-degree-of-freedom simulation of a light aircraft; calculations of stability- and control-derivative matrices, eigenvalues, transfer functions; root locus and Bode plots; and design of flight control systems using classical and linear-quadratic methods.
The purpose of this research is to create a method of finding practical, robust control laws. The robustness of a controller is judged by Stochastic Robustness metrics and the level of robustness is optimized by searching for design parameters that minimize a robustness cost function.
Given the expected variation of the plant parameters, a Stochastic Robustness metric characterizes a compensator by giving the probability that the compensator will fail to perform acceptably. The definition of what is unacceptable is left to the designer but will normally include such features as instability and slow response time. To calculate the probability of unacceptability, \( P \), the indicating function, \( H(C, v) \) must be integrated over the space of expected parameter variations. \( H \) is a function of both the compensator, \( C \) and the plant parameter values, \( v \). \( H \) equals one when the metric is violated and zero otherwise.

Normally, more than one metric will be of importance in a given application. In such a case it may be necessary to make a trade-off between the metrics. The trade-off can be formalized by combining the probabilities into a scalar cost function, \( J \). Weights within the cost function can then be used to reflect the importance to the designer of each metric.

Once \( J \) is defined, the task is to find the set of plant design parameters, \( d \), to minimize \( J \).

This task is hindered by the fact that it is normally impossible to evaluate the probabilities analytically. An alternative evaluation method is to use Monte Carlo Analysis; this has the disadvantage that errors can be expected in the estimate of \( P \). The expected error reduces as the inverse of the square root of the number of evaluations. There is therefore a trade-off between the accuracy and of the evaluations and the computation time.
The approach to finding a stochastic global optimization method has two main thrusts. The first is to understand the statistical effects of the Monte Carlo Analysis and exploit them to reduce the number of evaluations necessary. The second approach is to identify suitable search algorithms.

The variability in the estimates of $P$ has been reduced significantly by stratifying the sample space and by using the same sample points when comparing two compensators. An understanding of these statistical mechanisms has allowed a significant reduction in the number of evaluations which must be carried out to compare two compensators.

By using the Kolmogorov-Smirnov test it is possible to identify parameters that have a significant effect on $J$, allowing the search to concentrate on these parameters. The establishment of confidence intervals on the estimates of $P$ provide a basis for making statistically significant search decisions and also to fix the number of further evaluations that must be required if the results are not yet statistically significant.
A wide range of modern search methods were screened for their possible use in searching stochastic space. The most efficient method combines the best qualities of several different methods.

The proposed search method begins by taking a broad, completely random, search across the design space. A few evaluations are made at each point and the best points are then presented as the starting population for a genetic algorithm. The genetic algorithm carries out the bulk of the search and later will be described in detail.

The result of the genetic algorithm is a set of candidate solutions, most of which should be close to the global minimum. A clustering algorithm is then used to identify groups of good solutions and a local line search is carried out from the centroid of each cluster.
The line search is based on a pattern search with additional logic to deal with the uncertainties introduced by the Monte Carlo Evaluation.

The search moves along the line, comparing two points at a time. A set amount of Monte Carlo Evaluations are carried out and then a decision is made as to where along the line the next evaluations should be made. The decision is based on an estimate of the likely error in $J$. If the errors are relatively small then we can be confident that there is a true difference between the compensators and a new search point can be chosen. If the error is relatively large, more evaluations need to be carried out.

This search method has been implemented, and is effective in finding the minimum along a line in design parameter space.
Global Optimization by Genetic Algorithms

- GAs are Partially Randomized, therefore suitable for SRA.
- Efficient: Exponential Replication of Good Parameter Values.
- Little Previous work with noisy functions.
- No work with Monte Carlo Optimization. \( \sigma_{p_j} = \sqrt{\frac{p - p^2}{N}} \)

Genetic Algorithms (GAs) were chosen as the main global optimization method. These algorithms have several attributes that make them well suited to searching a stochastic space. They rely on a partially randomized comparison of many points and are therefore insensitive to errors due to Monte Carlo Evaluation and they process information efficiently. However, little previous work has been done in using GAs to optimize noisy functions. This work must be carried out before using GAs for the synthesis of robust control.
The Stochastic Genetic Algorithm (SGA) is currently being researched. The basic structure of the SGA is shown above. The SGA is similar to normal GAs except for 3 points:

1) The search begins with a random search, using a few Monte Carlo Evaluations at each point, and using a small proportion of the random points as the initial population to 'kick-start' the SGA.

2) The Kolmogorov-Smirnov test is used to determine which design parameters are most important in affecting J. These parameters are used to cluster the best members of the population to form one averaged member. This is passed as an elite member into the next generation.

3) The number of evaluations per point, N, is fixed before each set of Monte Carlo Evaluations. This is done by comparing the expected error in the estimated cost of the best member of the population with the mean difference between the costs of the rest of the population. The ratio of the error allowed in the estimate to the difference in the cost of the population can be varied to improve the performance of the search. Here, this parameter is referred to as "A".

The next graphs show the results of a typical run of the SGA. The first graph shows the values of J for the best member in the population of each generation as the population evolves to a low value of J. The second graph shows the mean value for J for each generation.
Minimum Cost in Each Generation

Mean Cost in Each Generation
Within the SGA there are several parameters that must be carefully chosen to ensure that the search is efficient. These parameters are being tuned by running the SGA repeatedly on a test function, adjusting the parameter, and running the SGA again.

The next graph shows the effect of changing the value of $A$. Here the SGA was run 150 times for each of 12 different values of $A$. At low values of $A$, few evaluations are carried out per point and the SGA does not have information of sufficient quality to converge well; with high values of $A$ the information is of higher quality than needed and the computational effort would be better spent searching more points. The optimum value is between 2 and 3. With $A = 3$ the performance is occasionally very good but on average the result is mediocre. With $A = 2.5$ the performance will on average be the best but there is a relatively wide variability. With $A = 2$ the average performance is not quite so good but the search is more robust; the variability is less and the search is less likely to result in a poor outcome.
Change in the Mean Performance as the Accuracy Changes

Mean Final Value of J, + indicates variance

Value of "A"
Future Work

Complete the tuning of the Genetic Algorithm.
Combine the Genetic Algorithm with the Line Search.
Test the method on a real-world control problem.

Future work will complete the tuning of the SGA and combine it with the line search. The overall algorithm will then be tested against real world control synthesis problems.
Optimal Nonlinear Estimation for Aircraft Flight Control in Wind Shear
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This presentation describes the most recent results in an ongoing research effort at Princeton in the area of flight dynamics in wind shear. The first undertaking in this project was a trajectory optimization study. The flight path of a medium-haul twin-jet transport aircraft was optimized during microburst encounters on final approach. The assumed goal was to track a reference climb rate during an aborted landing, subject to a minimum airspeed constraint. The results demonstrated that the energy loss through the microburst significantly affected the qualitative nature of the optimal flight path. In microbursts of light to moderate strength, the aircraft was able to track the reference climb rate successfully. In severe microbursts, the minimum airspeed constraint in the optimization forced the aircraft to settle on a climb rate smaller than the target. A tradeoff was forced between the objectives of flight path tracking and stall prevention.

Although the results provided a qualitative picture of the nature of an optimal control strategy in wind shear, they were not immediately applicable to real-time control. Optimization is an iterative process requiring global knowledge of the flow field. Therefore, an initiative was undertaken to develop feedback control methods that approximated the performance realized in the optimal trajectories. The technique of nonlinear inverse dynamics or feedback linearization was used to develop a control law for a nonlinear model of the aircraft dynamics. The control design was simplified using Time-Scale Decomposition, which permitted the partitioning of the controller into a slow outer loop and a fast inner loop.
Dynamic Inversion or Feedback Linearization

• Given a nonlinear system of the form
  \[ \dot{x} = f(x) + G(x)u \]

• Define an output vector:
  \[ y = H(x) \]

• Differentiate the output \( y \) until a control effect can be identified on each element of the output vector:
  \[ y^{(d)} = f^*(x) + G^*(x)u = v \]

• New control input \( v \) selected to place system poles

• Inverse control law takes the form
  \[ u = [G^*(x)]^{-1}\left[ v - f^*(x) \right] \]

• Evaluation of the functions \( f^*(x) \) and \( G^*(x) \) requires a full, \( d \)-differentiable model of aircraft dynamics in control system

The control law designed for the aircraft model was based on the technique of dynamic inversion or feedback linearization. Given a nonlinear system of the form shown, it is possible to define an output vector \( y \) which is a known function of the system state \( x \). This output is differentiated with respect to time until a control effect can be identified on each element of the output vector. The \( d^{th} \) derivative of the output is then equated to a new control input \( v \). This control input can be selected to place the system poles in designer-specified locations, subject to the controllability of the original system. Although the form of the resultant nonlinear control law appears simple, the evaluation of its components requires that a full, \( d \)-differentiable model of the plant dynamics be included in the control system.
The control law based on nonlinear inverse dynamics can be simplified if it is possible to partition the original system into fast and slow time scales. If this is feasible, it is possible to design a pair of lower-order controllers for each subsystem. The control inputs to the slow "outer" system are the desired outputs of the fast "inner" system. For the aircraft problem, the time-scale decomposition is motivated by the time-scale separation that exists between the phugoid and short-period modes. The application of this technique simplifies both the controller and estimator design. Two lower-order controllers can be designed, and fewer system state derivatives must be estimated.
The structure of the nonlinear control law using time-scale decomposition is illustrated here for our aircraft study. The slow outer controller accepts flight path and speed commands. It generates a throttle and pitch rate command. The throttle command is passed on to the engine dynamics. The pitch rate command becomes the desired response of the fast inner controller. This controller generates the elevator deflection required to achieve the desired pitch rate. This controller is designed to have a response time at least 3 to 5 times faster than the outer controller. Thus from the perspective of the outer controller, the necessary pitch rate is achieved almost instantaneously. The elevator deflection calculated by the fast controller is fed into the aircraft dynamics, as is the actual thrust level produced by the engine dynamics. The output of the aircraft sensors is fed into an estimator, which generates the aircraft state estimate needed to accomplish the inversion. The design of this estimator and the performance of the controller/estimator pair are the subject of the rest of this presentation.
A three degree-of-freedom model of a twin-jet transport aircraft was used for this study. The aircraft has the given gross weight and maximum takeoff thrust. The powerplant dynamics are modeled as a first-order lag, and thrust lapse with mach number and altitude is also modeled. Wind shear effects are incorporated into the equations of motion, and the Oseguera-Bowles microburst model (developed at NASA Langley Research Center) provides the wind inputs used in simulated microburst encounters.
The control law described earlier is designed to track reference speed and flight path inputs. It is worthwhile to consider what types of guidance strategies are suitable in a microburst environment. In a classical microburst encounter, the aircraft first encounters an increasing headwind. The airspeed increases, and the aircraft may balloon above the nominal flight path. If the flight crew is not alert to the fact that a microburst is present, they may take action to prevent the plane from climbing by throttling back and/or lowering the aircraft's nose. This headwind soon transitions to a downdraft, which may result in an increased sink rate. The subsequent tailwind causes an airspeed loss, and ground impact may result if the pilot does not apply an effective recovery technique.

Regulating airspeed about a nominal value causes an undesirable reduction in thrust in the headwind region of the shear to prevent an unwanted airspeed increase. This may leave the aircraft in a precarious state once it enters the performance-decreasing downdraft and tailwind. However, airspeed is maintained in the tailwind region, subject to the powerplant performance limits. Conversely, regulation of groundspeed maintains thrust in the headwind region. A thrust increase is typically required in the headwind region to maintain a nominal groundspeed. In the tailwind region, however, groundspeed regulation results in an airspeed loss and may lead to stall if the airspeed becomes too low. Taken together, these observations suggest that an effective strategy might be one that combines the desirable traits of groundspeed and airspeed control.
The guidance strategy used with the nonlinear control law was adapted from one developed by Mark Psiaki of Cornell University. The approach control logic regulates the minimum of airspeed and groundspeed to the same nominal value. This behaves like an airspeed controller in still air. In the current implementation, the throttle and pitch rate commands passed onto the aircraft dynamics depend on the relative magnitudes of the thrust commands generated by an airspeed/climb rate and a groundspeed/climb rate controller. This control logic overcomes the limitations of either airspeed or groundspeed control alone. During a recovery maneuver (where a decision is made to abort an approach and execute an escape trajectory), full thrust is applied directly together with a climb rate command.
Optimal Nonlinear Estimation

- Controller performed well with perfect state and disturbance feedback
- Complete aircraft state must be estimated from available aircraft measurements
- Controller also requires estimates of wind-related quantities:
  \[ x_{\text{wind}}^T = [w_x \ w_h \ \dot{w}_x \ \dot{w}_h] \]
- Extended Kalman Filter (EKF) used to estimate aircraft and wind state

The control logic described earlier was found to perform well with perfect aircraft and wind state feedback. The time-scale separation assumption was demonstrated to be valid, and the controller provided good recovery performance in a broad spectrum of microbursts. In practice, however, the complete aircraft state must be estimated from the available air-data and inertial measurements. The controller also requires feedback of the two wind components (horizontal and vertical) together with their first and second time-derivatives. The Extended Kalman Filter (EKF) was postulated as a candidate estimator structure for this problem.
Continuous-Discrete Extended Kalman Filter

- Given a system of the form
  \[ \dot{x}(t) = f[x(t), u(t), t] + Lw(t) \]
  where
  \[ E[w(t)] = 0 \]
  \[ E[w(t)w^T(\tau)] = Q_c \delta(t - \tau) \]

- Discrete Measurement Model:
  \[ z_k = h[x(t_k)] + n_k \quad k = 0, 1, 2, \ldots \]
  \[ E(n_k) = 0 \]
  \[ E(n_k n_k^T) = R_k \]

This form of the EKF is based upon a continuous model of plant dynamics and a discrete measurement model. The disturbance \( w(t) \) influencing the plant dynamics is assumed to be a zero-mean Gaussian white noise process with a known spectral density matrix \( Q_c \). The measurements \( z_k \) are made at discrete instances \( t_k \) and are known functions of the plant state. The measurement noise vector \( n_k \) is assumed to be a zero-mean Gaussian white noise process with known covariance \( R \).
Aircraft State and Disturbance Estimation

- EKF minimizes variance in state estimation error
- Aircraft state estimate augmented with wind state:

\[ x_{\text{aircraft}}^T = [x \ h \ V_i \ \gamma_i \ \alpha_i \ V_a \ \gamma_a \ \alpha_a \ q \ \tau] \]

\[ x_{\text{wind}}^T = [w_x \ w_h \ w_x \ w_h \ w_x \ w_h] \]

\[ \xi = \begin{bmatrix} x_{\text{aircraft}} \\ x_{\text{wind}} \end{bmatrix} \]

The form of the EKF for the aircraft problem is now described. The nonlinear control law requires feedback of the wind state in addition to that of the aircraft state. This is achieved by defining the system state to consist of the aircraft and wind state. The wind state is defined to be the horizontal and vertical wind components, together with their first two time-derivatives.
Complete System Equations

- Wind dynamics:
  \[
  \begin{bmatrix}
  w_x \\
  w_h \\
  \dot{w}_x \\
  \dot{w}_h \\
  \ddot{w}_x \\
  \ddot{w}_h 
  \end{bmatrix}
  =
  \begin{bmatrix}
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 0 & 0 & 0 & 0 \\
  0 & 0 & 1 & 0 & 0 & 0 \\
  0 & 0 & 0 & 1 & 0 & 0 \\
  0 & 0 & 0 & 0 & 1 & 0 \\
  0 & 0 & 0 & 0 & 0 & 1 
  \end{bmatrix}
  \begin{bmatrix}
  w_x \\
  w_h \\
  \dot{w}_x \\
  \dot{w}_h \\
  \ddot{w}_x \\
  \ddot{w}_h 
  \end{bmatrix}
  +
  \begin{bmatrix}
  0 \\
  0 \\
  0 \\
  0 \\
  0 \\
  0 
  \end{bmatrix}
  w 
  \]

  \( \dot{x}_{\text{wind}} = F_{\text{wind}} x_{\text{wind}} + L_{\text{wind}} w \)

- Aircraft Dynamics:
  \( \dot{x}_{\text{aircraft}} = f(x_{\text{aircraft}}, x_{\text{wind}}, u) \)

- Complete System Equations:
  \[
  \dot{\xi} = \begin{bmatrix}
  x_{\text{aircraft}} \\
  x_{\text{wind}} 
  \end{bmatrix}
  = \begin{bmatrix}
  f(x_{\text{aircraft}}, x_{\text{wind}}, u) \\
  F_{\text{wind}} x_{\text{wind}} 
  \end{bmatrix}
  +
  \begin{bmatrix}
  0 \\
  L_{\text{wind}} 
  \end{bmatrix}
  w 
  \]

The wind dynamics are modeled as a linear system driven by an external input \( w \). The components of \( w \) are thus the third time-derivatives of \( w_x \) and \( w_h \). The complete system equations shown here become the basis of the Kalman filter equations presented earlier.
Simulation Examples

- Measurements:
  \[ z^T = [h, V_i, V_a, \alpha, \theta, q, h, \dot{h}] \]
  \[ R_o = \text{diag}(5, 4, 4, 0.025^2, 0.025^2, 0.025^2, 2, 2, 2) \]

- Sensor noise statistics based on conservative estimates of expected accuracy

<table>
<thead>
<tr>
<th>Case Number</th>
<th>Simulation Parameters</th>
<th>Measurement Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NID only</td>
<td>( u = g(x) )</td>
</tr>
<tr>
<td>2</td>
<td>NID and EKF; Perfect measurements</td>
<td>( z = h(x) \leftrightarrow R = 0 )</td>
</tr>
<tr>
<td>3</td>
<td>NID and EKF; Noisy measurements</td>
<td>( z = h(x) + n )</td>
</tr>
</tbody>
</table>

A set of nine measurements were postulated for the simulation examples. The assumed sensors were altitude, groundspeed, airspeed, angle of attack, pitch attitude and rate, climb rate, and horizontal and vertical acceleration. The sensor noise statistics were based on conservative estimates of the expected accuracy of those sensors. Three simulations were conducted using the same initial conditions and microburst wind profile. The simulations were structured in such a way to illustrate the degradation in controller performance caused by removing the assumption of perfect state feedback. In the first case, the NID controller was driven by perfect state feedback. In the second and third cases, the controller was driven by the output of an EKF that utilized the measurement vector shown. The difference between Cases 2 and 3 was that in Case 2, there was no noise in the sensor measurements. The performance realized here would thus be indicative of the theoretical limit of the performance of the NID/EKF combination. In Case 3, the measurements were noisy and had the statistics indicated by the matrix \( R_o \).
Simulation Conditions

Initial Aircraft Conditions
- Aircraft initialized on glide slope
  - Groundspeed: 220 ft/sec (130 kt)
  - Altitude: 540 ft
  - Inertial Flight Path Angle: -3°
  - Range from microburst core: 7,500 ft

Microburst Parameters
- Radius: 3,000 ft
- Max. Outflow: 65 ft/sec
- Altitude of Max. Outflow: 150 ft

- Aircraft tracks glide slope until F-Factor exceeds 0.075

In all of the simulations conducted, the same initial conditions and microburst parameters were used. The aircraft was placed in an approach configuration a fixed distance away from the microburst core. The aircraft tracked the glide slope until the F-Factor exceeded a preset threshold, at which point a recovery was commanded using full thrust and a nominal climb rate of 5 ft/sec. For Cases 2 and 3 where the EKF was in use, the recovery was triggered on the basis of an estimate of the F-Factor.
The altitude time-histories are shown here for the three simulation examples. It is apparent that there is little to no controller performance degradation between Cases 1 and 2. This suggests that in the limit as aircraft sensors become more and more accurate, the baseline performance realized using perfect state feedback can be achieved. There is only a slight loss in performance in Case 3, where the controller is driven by state estimates derived from noisy measurements.
The climb rate histories for the 3 cases are shown in the top figure. Those from Cases 1 and 2 are quite similar to one another. In Case 3, there is more overshoot in the response of the aircraft. The performance of the EKF is indicated in the bottom figure. The output of the climb rate sensor is shown for Case 3, together with the resultant estimation error in climb rate. The magnitude of the estimation error is much smaller than the apparent level of noise in the sensor output. This indicates that the EKF is effective in eliminating the effects of measurement noise in the estimation of climb rate.
Groundspeed and airspeed climb rate histories are shown here for all three cases. They are virtually identical to one another. In the approach portion of the trajectory, the aircraft is able to track the reference groundspeed extremely well even when driven by optimal estimates derived from noisy measurements of groundspeed.
The ability of the EKF to estimate the F-Factor hazard index is illustrated here for Cases 2 and 3. In Case 2 where the EKF uses perfect measurements, the F-Factor is estimated very accurately. When noisy measurements are introduced in Case 3, some estimation lag becomes noticeable in the EKF output. The F-Factor estimates seem to lag the most when the sign of the F-Factor's time-derivative changes sign. The peak F-Factor is actually overpredicted by the EKF.
Controller/Filter Assessment

<table>
<thead>
<tr>
<th></th>
<th>NID Only</th>
<th>NID/EKF with Perfect Measurements</th>
<th>NID/EKF with Noisy Measurements</th>
</tr>
</thead>
<tbody>
<tr>
<td>Min. Altitude (ft)</td>
<td>198.7</td>
<td>197.5</td>
<td>187.3</td>
</tr>
<tr>
<td>Min. Airspeed (ft/sec)</td>
<td>230.0</td>
<td>229.8</td>
<td>228.3</td>
</tr>
<tr>
<td>Max. Angle of Attack (deg)</td>
<td>2.3</td>
<td>2.3</td>
<td>2.5</td>
</tr>
<tr>
<td>Max. Percent Overshoot in Climb Rate Response</td>
<td>3.6</td>
<td>3.3</td>
<td>26.2</td>
</tr>
</tbody>
</table>

- Combination of NID and EKF works well
- Degradation in controller performance is not severe
- Magnitude of measurement noise is significant

A summary is provided here of some salient features of each of the three cases. The difference in minimum altitude between Cases 1 and 3 is only 10.4 ft. The minimum airspeed is only 2 knots lower in Case 3 as compared to Case 1. This would suggest that in terms of maintaining safety margins, the EKF/NID combination is almost as effective as the NID alone driven by perfect state feedback. There is almost no difference in maximum angle of attack as well. The principal difference between Cases 1 and 3 is in the climb rate response of the aircraft. In Case 3, there is much more response overshoot than in Case 1. This is likely due to filter lags arising from uncertainty in the accuracy of the measurement vector.
There are a number of unresolved issues to be addressed in this work. The robustness of the NID/EKF combination to aerodynamic modelling errors will be studied. The system performance with a reduced sensor suite will also be investigated. The ability of the controller to track flight path command through a turbulent wind field will be investigated. It may be necessary to tune the EKF parameters to reduce unwanted control activity in wind fields containing high-frequency components.
AIR TRAFFIC MANAGEMENT AS PRINCIPLED NEGOTIATION BETWEEN INTELLIGENT AGENTS

J P Wangermann
Department of Mechanical and Aerospace Engineering
Princeton University

The major challenge facing the world's aircraft/airspace system (AAS) today is the need to provide increased capacity, whilst reducing delays, increasing the efficiency of flight operations, and improving safety. Technologies are emerging that should improve the performance of the system, but which could also introduce uncertainty, disputes, and inefficiency if not properly implemented.

The aim of our research is to apply techniques from intelligent control theory and decision-making theory to define an Intelligent Aircraft/Airspace System (IAAS) for the year 2025. The IAAS would make effective use of the technical capabilities of all parts of the system to meet the demand for increased capacity with improved performance.
An Intelligent Aircraft Airspace System (IAAS) would allow each of these agents to interact in a way that:
- makes full use of the differing capabilities of all the agents
- allows each agent to obtain data residing in other parts of the system
- imposes as few restrictions as possible on aircraft operations in order to meet system performance requirements
- provides system robustness through dissimilar redundancy
- allows graceful degradation of system performance if any part should fail.

The Aircraft Airspace System consists of a variety of agents, operating in a broadly hierarchical structure. At the lowest level are the individual aircraft, from general aviation to commercial traffic; at the highest level are global organizations such as ICAO. At intermediate levels not only are there the various parts of today's air traffic management system, such as sector air traffic management (ARTCCs in the US), but also the airlines who already cooperate with flow control, and provide an increasingly important role in supporting aircraft in flight.
Each agent in the system is itself intelligent; it does more than execute instructions generated by the superior agent in the hierarchy. An Intelligent Agent performs a hierarchy of functions, bounded on one end by declarative functions, which typically involve decision-making, and on the other by reflexive functions, which are more-or-less spontaneous reactions to external or internal stimuli. An intermediate level, procedural functions, may also be defined. Like reflexive functions, these have a well-defined input-output characteristic, but have a more complicated structure.
This model of an intelligent agent can be used to describe any of the agents within the IAAS. Intelligent agent descriptions of a traffic control agent and a pilot/aircraft agent are given for illustration. The effect of emerging technologies will be to enhance the capabilities of the agents in all these functions. This will increase the overlap in capabilities of the agents.

As an example, collision avoidance systems (CAS) provide the pilot/aircraft agent with traffic situation data, previously only available to traffic control agents. These systems should provide increased safety, but have also on occasions caused conflict, when the CAS has issued instructions that conflicted with what the traffic control agent had planned.

The IAAS must be able to overcome these types of potential problems, while exploiting the possibilities provided by the enhanced and overlapping capabilities of the agents.

<table>
<thead>
<tr>
<th>FUNCTIONS OF INTELLIGENT AGENTS IN IAAS</th>
</tr>
</thead>
<tbody>
<tr>
<td>TRAFFIC CONTROL AGENT</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Declarative Functions</strong></td>
</tr>
<tr>
<td>Sector allocation</td>
</tr>
<tr>
<td>Traffic monitoring</td>
</tr>
<tr>
<td>Conflict detection/prediction</td>
</tr>
<tr>
<td>Constraint monitoring</td>
</tr>
<tr>
<td>Hazard detection</td>
</tr>
<tr>
<td>Route assignment</td>
</tr>
<tr>
<td><strong>Procedural Functions</strong></td>
</tr>
<tr>
<td>Conflict resolution</td>
</tr>
<tr>
<td>Flight path adaptation</td>
</tr>
<tr>
<td>Networking</td>
</tr>
<tr>
<td>Assessment of pilot requests</td>
</tr>
<tr>
<td>Flow control</td>
</tr>
<tr>
<td><strong>Reactive Functions</strong></td>
</tr>
<tr>
<td>Display update</td>
</tr>
<tr>
<td>Communications</td>
</tr>
<tr>
<td>State vector processing</td>
</tr>
<tr>
<td>Aircraft handover</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>PILOT/AIRCRAFT AGENT</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td><strong>Declarative Functions</strong></td>
</tr>
<tr>
<td>System monitoring</td>
</tr>
<tr>
<td>Goal planning</td>
</tr>
<tr>
<td>System/scenario identification</td>
</tr>
<tr>
<td>Choice of operating mode</td>
</tr>
<tr>
<td><strong>Procedural Functions</strong></td>
</tr>
<tr>
<td>Adaptation</td>
</tr>
<tr>
<td>Guidance</td>
</tr>
<tr>
<td>Navigation</td>
</tr>
<tr>
<td>Crew coordination</td>
</tr>
<tr>
<td>Networking</td>
</tr>
<tr>
<td><strong>Reactive Functions</strong></td>
</tr>
<tr>
<td>Measurement</td>
</tr>
<tr>
<td>State Estimation</td>
</tr>
<tr>
<td>Control</td>
</tr>
<tr>
<td>Communication</td>
</tr>
</tbody>
</table>
Each agent, either through its own sensors or through communications, will have the data and the computational ability to carry out strategic functions such as flight path modification, taking into account the interests of other agents as well as its own. By Inventing Options for Mutual Gain, and Assessing Options using Objective Criteria, agreements should be reached that benefit both parties. If more of the agents' interests are satisfied, the system is performing better.

Principled Negotiation is proposed as the structure for interaction of agents in the IAAS. Air traffic management can be viewed as a negotiation process; as the agents interact each is trying to best satisfy their own interests. Principled Negotiation exploits the fact that two parties in negotiation will have common interests on which an agreement that benefits both parties can be reached. Each agent in the IAAS has a different set of interests, but many interests are held in common.

PRINCIPLED NEGOTIATION

- Identify Common and Separate Interests
- Invent Options for Mutual Gain
- Assess Options using Objective Criteria


Aim:
Use Principled Negotiation to allow agents in the IAAS to effectively interact, and so improve system performance.

Why:
- Proliferation of sources and quantity of data available to each agent
- Principled Negotiation allows each agent to contribute according to its capabilities
Negotiation is a viable model for cooperative decision-making in the IAAS, because of the large areas of common interest between the agents. Given a set of alternative decisions, two agents may often regard different decisions as optimal, because each agent will weight each factor differently. However it should be possible for the two agents to identify a single decision that, though not ideal for both agents, does better meet the interests of both agents than the status quo. Principled Negotiation provides a method by which this beneficial agreement can be achieved effectively.

**Examples of Common and Separate Interests**

<table>
<thead>
<tr>
<th></th>
<th>Pilot/ Aircraft</th>
<th>En-route Controller</th>
<th>Airline</th>
<th>Airport Operator</th>
</tr>
</thead>
<tbody>
<tr>
<td>Safety</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Fuel Costs</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Delays</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
<td>✓ (✓)</td>
</tr>
<tr>
<td>Profit</td>
<td>✓ (✓)</td>
<td>✓</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Throughput</td>
<td>✓</td>
<td>✓ (✓)</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>Scheduling Freedom</td>
<td></td>
<td></td>
<td>✓</td>
<td></td>
</tr>
</tbody>
</table>
Each agent regularly searches for Options for Mutual Gain. It should consider the interests of the other agents in the system, not just its own. If a pilot/aircraft agent is searching for possible improvements to its flight path, it will be able to draw on data that describes the local traffic and weather situation, and may well have access to data on sectors further into the flight path, as well as the predicted situation at the destination airport at its planned arrival time. In assessing various options it should consider not only its own interests (fuel usage, time of arrival etc.), but also the interests of other agents. Does the option reduce traffic in an overloaded sector? Would arrival at the airport at a different time reduce a predicted peak in runway demand?

Once an agent has generated an option that provided mutual benefit, it would propose the option to the superior agent in the hierarchy. In the case of a proposed change in the flight path this would be the traffic control agent. The superior agent should assess any proposal using objective criteria. In the IAAS, objective assessment of a proposed flight path change would involve not only local analysis, but assessment of the impact of the change over as long a time scale and as wide a geographical area as possible.

### Invent Options for Mutual Gain

<table>
<thead>
<tr>
<th>Each agent regularly searches for options of benefit to itself and other agents</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples:</td>
</tr>
<tr>
<td>• Aircraft obtains traffic, weather, destination airport data from</td>
</tr>
<tr>
<td>- ground control</td>
</tr>
<tr>
<td>- aircraft sensors</td>
</tr>
<tr>
<td>- communications with other aircraft</td>
</tr>
<tr>
<td>• Aircraft uses data to search for changes to flight path that will:</td>
</tr>
<tr>
<td>- save fuel</td>
</tr>
<tr>
<td>- minimize delay</td>
</tr>
<tr>
<td>- improve traffic situation for ATC</td>
</tr>
<tr>
<td>- improve traffic flow at destination</td>
</tr>
<tr>
<td>• Aircraft assesses options, and enters negotiation with ATC</td>
</tr>
</tbody>
</table>

### Assess Options Using Objective Criteria

<table>
<thead>
<tr>
<th>Options assessed by each agent on the basis of objective criteria</th>
</tr>
</thead>
<tbody>
<tr>
<td>Examples of objective criteria:</td>
</tr>
<tr>
<td>• Effect on safety</td>
</tr>
<tr>
<td>- probability of conflict</td>
</tr>
<tr>
<td>- mean separation, min. separation</td>
</tr>
<tr>
<td>- weather hazard avoidance</td>
</tr>
<tr>
<td>• Effect on system performance</td>
</tr>
<tr>
<td>- average flight delay</td>
</tr>
<tr>
<td>- sector throughput</td>
</tr>
<tr>
<td>- airport throughput</td>
</tr>
<tr>
<td>- minimized flight time</td>
</tr>
<tr>
<td>• Effect on direct and indirect costs</td>
</tr>
</tbody>
</table>

Each agent assesses options using criteria that reflect its own and other agents' interests
The assessment of flight path changes is just one example of the many tasks that are undertaken in the IAAS. Most of these tasks involve the interaction of two or more agents, and Principled Negotiation should be applicable in all cases. These could be tasks occurring over time scales of months or years (such as airport slot allocation, or flight scheduling) or over short time scales (such as scheduling inbound streams of traffic in a terminal area).

This slide shows an algorithm that could be applied in any of these cases. Agent 1 would regularly conduct a search for options that provided mutual benefit. That benefit would probably be on the basis of a cost function that reflected the interests of itself and other agents. The best option would then be proposed to agent 2 (the superior agent). Agent 2 would make its own evaluation of the cost of the option, using its own data and possibly a different cost function. Different criteria could be used for accepting a proposal; one might be to accept a proposal if its cost was below a certain threshold. If the option was unacceptable, agent 2 might propose a modification to agent 1, or agent 1 might suggest an alternative.
Current research is focussed on applying these ideas to a test scenario, and evaluating the concept. The initial test scenario is a 2D high level (FL290 - 370) sector. Although superficially a simple scenario, it provides a rich set of variables which can be analyzed. Some examples of effects which can be studied are:

- effect of different agent cost functions
- effect of conflicting aircraft data
- effect of wind distributions and other weather phenomena
- effect of different negotiation algorithms.

The decision-making system can be tested on various traffic distributions, and the effectiveness of the system analyzed in terms of:

- safety
- efficiency of operations
- capacity of the system
- punctuality (accuracy of aircraft at 4D waypoints)

This scenario mainly deals with pilot/aircraft - traffic control agent interactions. The scenario can easily be made more complex, and eventually it is hoped to examine the possibilities of such a system in terminal airspace.

---

**EXAMPLE TEST SCENARIO**

![Diagram of example test scenario](image)
In summary, the capabilities of the agents in a future AAS will overlap to a much greater degree than at present. As each agent becomes increasingly intelligent, the declarative functions of the agents will have increasing commonality. The key to improved performance of a future AAS will be the effective use of these overlapping capabilities.

Overlapping capabilities can provide increased redundancy and flexibility for AAS operations, and effective combination of these overlapping yet distinct capabilities should give an IAAS improved performance compared to today’s system. Principled Negotiation is proposed as a form of agent interaction that allows each agent to use its capabilities to ensure that decisions taken better meet each agent’s interests, and so improve system performance.

Work validating the concept in a 2-D en-route traffic scenario is progressing.

**CONCLUSIONS**

- An IAAS consists of a hierarchy of Intelligent Agents
- Each agent described by reflexive, procedural, declarative functions
- Increasing overlap in agent capabilities
- Need for a system that makes effective use of overlapping capabilities for good system performance
- Principled Negotiation proposed as the basis for cooperative decision-making in the IAAS
OPTICAL COMMUNICATIONS FOR TRANSPORT AIRCRAFT

ROBERT STENGEL
Department of Mechanical and Aerospace Engineering
Princeton University

THE PROBLEM

- Increasing demand for radio-frequency bands from an enlarging pool of users (aircraft, ground and sea vehicles, fleet operators, traffic control centers, commercial radio and television)
- Desirability of providing high-bandwidth, dedicated communications to and from every aircraft in the National Airspace System
- Need to support communications, navigation, and surveillance for a growing number of aircraft
- Improved meteorological observations by use of probe aircraft

THE SOLUTION

- Optical signal transmission support very high data rates
- Optical transmission of signals between aircraft, orbiting satellites, and ground stations, where unobstructed line-of-sight is available
- Conventional radio transmission of signals between aircraft and ground stations, where optical line-of-sight is unavailable
- Radio priority given to aircraft in weather
AEROSPACE OPTICAL COMMUNICATION

Data communications between aircraft and ground stations could be supported with direct and relayed signals. Aircraft at altitude typically would have unobstructed line of sight to an overhead spacecraft and frequently could communicate with other aircraft at similar altitude. Fiber-optic links on the ground complete the data path for air-ground links obscured by clouds through unobscured air-satellite-ground links.

- Opportunistic Optical Transmission
- Distributed Network containing Free-Space and Fiber-Optic Links
- Radio Transmission where Optical Link is Unavailable
TYPICAL CLOUD COVER PATTERNS ACROSS THE UNITED STATES

Today's Sunshine and Clouds

Today's Sunshine and Clouds

Today's Sunshine and Clouds

Today's Sunshine and Clouds

Today's Sunshine and Clouds

Today's Sunshine and Clouds
EVERY AIRCRAFT A WEATHER PROBE AND AIRBORNE SURVEILLANCE SYSTEM

Increased data bandwidth allows greatly expanded transfer of information about weather conditions and individual aircraft. Observational data from aircraft is integrated into a real-time four-dimensional weather map in ground-based computers. This information, in turn, becomes available to all aircraft in the system.

- **DOWNLINK**
  Own position and velocity vectors
  Own air temperature, pressure, and humidity
  Own wind velocity vector
  Own light intensity
  Own turbulence intensity
  Signal strengths from electrical activity and beacons
  Airborne hazard status monitoring and alerts
  Desired alternate flight plans

- **UPLINK**
  Air temperature, pressure, and humidity fields
  Wind and turbulence fields
  Cloud cover
  Traffic alerts
  Ground/satellite-based hazard status monitoring and alerts
  Arbitrated alternate flight plans
RESEARCH ISSUES

Numerous technical, operational, and institutional issues must be resolved before the suitability of optical communications for aircraft can be fully assessed. Many of these are topics for basic and applied research.

- Optical signal generation, transmission, and detection
- Coherence, filtering, power, multiplexing, and coding
- Coupling between optics and electronics
- Communication coverage modeling
- Telescope field of view, pointing, acquisition, and tracking
- Free-space/fiber-optic networking and data-relay protocols
- Architectures for CNS and ATM
- Interfaces with related systems
- Integration within an Intelligent Aircraft/Airspace System
Robustness of Solutions to a Benchmark Control Problem

Robert F. Stengel* and Christopher I. Marrs
Princeton University, Princeton, New Jersey 08544

The robustness of 10 solutions to a benchmark control design problem presented at the 1990 American Control Conference has been evaluated. The 10 controllers have second- to eighth-order transfer functions and have been designed using several different methods, including H∞ optimization, loop-transfer recovery, imaginary-axis shifting, constrained optimization, structured covariance, game theory, and the Internal model principle.

Stochastic robustness analysis quantifies the controllers' stability and performance robustness with structured uncertainties in up to six system parameters. The analysis provides insights into system response that are not readily derived from other robustness criteria and provides a common ground for judging controllers produced by alternative methods. One important conclusion is that gain and phase margins are not reliable indicators of the probability of instability. Furthermore, parameter variations actually may improve the likelihood of achieving selected performance metrics, as demonstrated by results for the probability of settling-time exceedance.

Introduction

CONTROL systems should be designed to maintain satisfactory stability and performance characteristics not only at nominal operating points but over a range of parameters that encompasses system uncertainty. These systems should be robust, but there is a limit. Unbounded robustness is no more attractive than inadequate robustness, because nominal performance and insensitivity to parameter variations tend to produce conflicting design requirements. Hence, the degree of robustness that must be furnished for satisfactory operation is related to the system variations that are most likely to occur.

Robustness of Solutions to a Benchmark Control Problem

The benchmark plant is a dual-mass/single-spring system with noncollocated sensor and actuator; its state-space model is

\[ y = x_1 + v \] (2)

\[ z = x_2 \] (3)

where \( x_1 \) and \( x_2 \) are the positions of the masses, \( x_3 \) and \( x_4 \) are their velocities, and \( u \) is a control force on \( m_1 \). The plant is disturbed by \( w \) on \( m_2 \), and the measurement of \( x_2 \) is corrupted by noise \( v \) in \( y \). The corresponding actuator and disturbance input/output transfer functions are

\[ \begin{align*}
C_{vy} &= \frac{k}{m_2} \frac{1}{s^2 + k(m_1 + m_2)/m_1} \\
C_{yz} &= \frac{1/(m_2)s^2 + k/(m_1 + m_2)}{s^2 + k(m_1 + m_2)/m_1}
\end{align*} \] (4)

The plant has eigenvalues at \( \pm j\sqrt{k(m_1 + m_3)/m_1, 0, 0} \) and is undamped. A single-input/single-output (SISO) controller must close its loop around \( C_{vy} \), which has a pole-zero surplus of 4. The high-gain asymptote of at least one root lies in the right half plane for any SISO feedback compensator that has fewer than two surplus zeros. Because the open-loop roots are on the imaginary axis, the magnitudes of root departure angles must exceed 90 deg if marginal stability is to be avoided at low loop gain.

Three design problems are posed in Ref. 1. Benchmark problem 1 (BP-1) requires 1) a 15-s settling time for unit disturbance impulse and nominal mass-spring values \( m_1 = m_2 = k = 1 \) and 2) closed-loop stability for fixed values of mass and \( 0.5 < k < 2 \). The second problem, BP-2, replaces the unit-impulse disturbance by a sinusoidal disturbance with 0.5-rad/s frequency but unknown amplitude and phase. Asymptotic rejection of the signal should be achieved with a 20-s settling time for nominal masses and \( 0.5 < k < 2 \). The third problem, BP-3, is like BP-1, except that \( m_1, m_2, \) and \( k \) are uncertain with mean values of 1 and unspecified bounds. A number of additional problem specifications are left to the discretion of the designer. For example, it is presumed that a noise model
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Design Solutions and Nominal Performance

Five papers containing design solutions appear in the American Control Conference Proceedings, where one paper became available after the conference, and additional designs were obtained from the authors. The transfer functions for these controllers are presented in the Appendix. Fixed-order compensators achieving approximate loop-transfer recovery are motivated in Ref. 2, leading to designs A-C. An H₂ plus $j\omega$-axis shifting approach is taken in Ref. 3. producing design D. Reference 4 uses nonlinear constrained optimization to produce design E. Structured covariance terms are added to the linear quadratic Gaussian (LQG) algebraic Riccati equations to generate design F in Ref. 5. Design G is a game-theoretic controller based on linear exponential Gaussian and $H_\infty$ concepts and is discussed in Ref. 6. $H_\infty$ controllers using the internal model principle are presented in Ref. 7 (designs H-J). G and J are designed to reject the sinusoidal disturbance (BP-2) rather than the unit impulse disturbance (BP-1). All but two of these designs (A and D) contain non-minimum-phase zeros. The benchmark criteria do not address command-input responses; hence, the initially reversed time response of systems with an odd number of non-minimum-phase zeros is not penalized. Design G has an even number of right-half-plane zeros, which would not produce reversed response.

The problem statement contains an ambiguity that could have affected the designers' interpretations of satisfactory response. Settling time is normally defined as an attribute of unit-step-function response. For example, Ogata* states that "The settling time is the time required for the response curve to reach and stay within a range about the final value of size specified by absolute percentage of the final value (usually 2% or 5%)." For a second-order system 2% settling time can be precisely calculated as $4/\zeta\omega_n$, where $\zeta$ is the damping ratio and $\omega_n$ is the natural frequency of the oscillatory mode. However, Takahashi et al.* found that "Exact analytical expressions for ... settling time become prohibitively complicated for systems of order higher than two." The benchmark ambiguity is that the final value of a strictly stable impulse response is zero; hence, there is no steady-state value on which to base percentage response.

Nominal performance characteristics of the controllers are summarized in Table 1, which presents compensator numerator and denominator order (Num Ord and Den Ord), two definitions of settling time ($T_s$ and $T_s^*$), maximum control usage ($U_{\text{max}}$), resulting from a unit disturbance, gain margin (GM), phase margin (PM), output response to 0.5-rad/s sinusoidal disturbance (SR), and covariance of response $U_{\text{cov}}$ to measurement noise $v$ with unit standard deviation. All compensators are proper (the number of zeros equals the number of poles), but three (C, D, and E) are not strictly proper (the number of zeros equals the number of poles). Hence, designs A, B, and F-J can be classified as low-pass filters, whereas designs C-E do not roll off at high frequencies. $T_s^*$ portrays the settling time as the time for which $x_1$ is captured within a 0.1-unit envelope about its zero steady-state value, given an initial unit $w$ disturbance impulse. $T_s^*$ is based on the damping ratio and natural frequency of the dominant mode and is calculated as $4/\zeta\omega_n$. Neither of these definitions adheres to the conventional definition, but each has its merits. $T_s^*$ is consistent with the BP-1 problem specification, in that it reflects a response to a unit $w$ disturbance; however, it is amplitude dependent. $T_s^*$ is independent of amplitude, but it is unrelated to the disturbance input and is not an accurate portrayal of the full system's settling time in response to a unit step input. Table 1 indicates that only three of the compensators satisfy a 15-s criterion by the first definition, whereas six compensators have settling times of $\leq 15.2$ s by the second definition.

Four compensators use measurably more control than the others in responding to the disturbance. Increasing gain margin generally is accompanied by increasing phase margin for these 10 designs (Fig. 1), although the relationship is not monotonic. With the exception of design D, stability margins are less than the 8-dB/30-deg rules of thumb (e.g., Ref. 10) often suggested as design goals for SISO systems. Sinusoidal disturbance rejection of most controllers is similar, although design D's response is an order of magnitude smaller. Designs G and J, specifically intended to reject a 0.5-rad/s sinusoid, eliminate the disturbance completely in the steady state. (The settling time in achieving this response was not evaluated.) The noise-response covariance of the control is strictly proportional to its peak disturbance-impulse response for strictly proper compensators. The three non-strictly proper compensators have infinite control covariance in response to continuous white measurement noise $v$ (with infinite bandwidth).

### Stochastic Robustness Analysis
Stochastic robustness analysis (SRA) is based on a statistical portrayal of parameter variations and their effects. If parameters take a finite number of discrete values, each with known

![Fig 1 Nominal gain and phase relationships of the 10 controllers.](image-url)
or estimated probability, the analysis can be based on a finite number of function evaluations, and the probabilistic result is exact (within the accuracy and precision of problem modeling). If the parameters are continuous or the number of finite combinations is too large for practical computation, Monte Carlo evaluation can be used to estimate probabilities within arbitrarily small confidence intervals. If a binary judgment can be made of function values (e.g., satisfactory/unsatisfactory or stable/unstable), then the corresponding probability distribution is binomial, and confidence intervals be made or function values (e.g., satisfactory/unsatisfactory).  

Carlo evaluation can be used to estimate combinations is too large.  

In Ref. 1, and the third is new. Three increasingly demanding sets of parameter uncertainties are used to test the controllers. The first two are specified in Ref. 1, and the third is new.  

Problem E-1: \(0.5 \leq k \leq 0.5\), all other parameters take nominal values, as in BP-1 and BP-2.  

Problem E-2: \(0.5 \leq k \leq 0.5\), \(0.5 \leq m \leq 0.5\), and \(0.5 \leq m_2 \leq 0.5\), as in BP-3. Reference 1 does not specify limits on \(m_1\) and \(m_2\) values of \(\pm 0.50\%\) are adopted here.  

Problem E-3: Same as E-2; in addition, \(0.5 \leq c \leq 0.1\), \(0.9 \leq f \leq 1.1\), and \(0.001 \leq f \leq 0.4\), where 

\[ e \text{ represents internal damping between the masses; } f \text{ is loop-gain uncertainty due to multiplicative variation in observation, control gain, or actuator effectiveness; and } r \text{ is the time constant for a first-order lag between controller command and actuator response. Uncertainty in the damping ratio } \epsilon \text{ increases open-loop damping, and the time lag is always greater than the nominal value of zero.} \]  

With all six parameters, the state-space model for E-3 becomes  

\[ x' = Fx + G'u + L'w \]  

where \( x' \) is defined as \([x_1, x_2, x_3, x_4, u, \epsilon]^T\), and  

\[ F = \begin{bmatrix} -k/m_1 & k/m_1 & -c/m_1 & c/m_1 & f/m_1 \\ k/m_2 & -k/m_2 & c/m_2 & -c/m_2 & 0 \\ 0 & 0 & 0 & 0 & 0 \end{bmatrix} \]  

\[ G = \begin{bmatrix} 0 & 0 & 0 \end{bmatrix} \]  

\[ L = \begin{bmatrix} 0 & 0 & 1/m_2 \end{bmatrix} \]  

The compensators are modeled by  

\[ x_r = Ax_r + By \]  

\[ u = Cx_r + Dy \]  

where \( x_r \) is the compensator state; \( u \), is the actuator command; \( A \), \( B \), \( C \), and \( D \) are the compensator matrices; and \( y \) is \( x_r \).  

Performance Metrics for the Benchmark Problem  

Robustness is best characterized by problem-dependent metrics that have a direct bearing on the measurable stability and performance of the system. Here, they portray the likelihood that classical stability bounds will be exceeded, that settling time will not be achieved, and that control usage will exceed acceptable values. For demonstrating parameter uncertainties are represented by uniform distributions within arbitrary (but reasonable) bounds. In practical application, the control-system designer would have similar problem-specific specifications to meet.  

Each of the following probabilistic performance metrics has a binomial distribution and is estimated using Monte Carlo evaluation. Uniform, bounded parameters are calculated by random-number generators according to the specifications of the previous section. The associated binomial confidence level depends on the number of evaluations and the value of the probability estimate. Each estimate is the result of 20,000 evaluations; for a probability estimate of 0.1, the 95% confidence interval would be \( \pm 0.004 \). The performance metrics are:  

1) \( P_{s} \): Probability of instability. This probability portrays the likelihood that parameter variations force at least one closed-loop root into the right half plane.  

2) \( P_{N} \): Probability of settling-time exceedance. This probability is derived from a time-history calculation with a unit-impulse \( w \) input (i.e., based on \( \dot{T} \)) and estimates the likelihood that the actual response of \( z \) will fall outside a \( \pm 0.1 \) unit envelope after 15 s.  

3) \( P_{C} \): Probability of control limit exceedance. This probability corresponds to the requirement in Ref. 1 to minimize controller effort. It is the probability that peak actuator displacement will exceed a saturation limit in response to a unit disturbance \( (w) \) impulse. The saturation limit was chosen to be one unit for this analysis.  

4) \( P_{f} \): Probability of unsatisfactory sinusoidal disturbance rejection. This probability involves the likelihood that the amplitude of steady-state \( z \) response exceeds one unit with a unit sinusoidal disturbance at 0.5 rad/s.  

Computation times indicate that current workstations are fast enough to execute practical SRA, and massively parallel computers could provide interactive turnaround. For the typical closed-loop system considered here, roughly 900 sets of eigenvalues were generated per minute per million floating-point operations per sec (MFLOP). This is drawn from compiled Pascal code executed on a 0.9-MFLOP Silicon Graphics 4D/20 workstation. The complete evaluation was computed at a rate of 30 sets/min/MFLOP using MATLAB on a Macintosh IIx computer. At these rates, a 5000-MFLOP parallel computer (e.g., 64K CM-2 Connection Machine) would evaluate 20,000 sets of eigenvalues in 0.25 s, and the full evaluation would take about three times longer.  

Results of the Analysis  

The results of the SRA indicate a wide range of characteristics in the 10 controllers. This reflects varying emphasis in satisfying the problem specifications, as well as significant differences in compensator order and design philosophy. It should be emphasized that none of the controllers was designed for the express purpose of satisfying SRA criteria, and it is likely that each design approach could be fine-tuned to produce better results than those shown here. Using criteria that have high engineering significance, SRA provides a "level playing field" on which to judge the robustness of controllers that were designed by alternative methods. Tables 2-4 present results, with maximum probabilities for each evaluation problem indicated by bold letters and minimum values underlined.  

Probabilty of Instability  

For the least uncertain case (E-1), over half of the controllers are estimated to have zero probability of instability, whereas design A has a 16% likelihood of instability (Table 2). With increasing parameter uncertainty (E-2 and E-3), all controllers have nonzero \( P_{s} \). The probability of design A is essentially unchanged, and design J becomes the controller most likely to be unstable.  

It is interesting to compare the probabilities of instability on the bases of gain and phase margins, quantities often assumed to indicate the robustness of SISO systems. Figures 2 and 3 demonstrate that nominal values of GM and PM are not good predictors of \( P_{s} \). Note that these bar charts present results for the 10 compensators; hence, GM and PM are not always de-
exception. Control stability robustness are fourth order, robustness be disturbed be as well as their magnitudes. Frequency distributions parameter variations have complex effects on controller's nominal maximum or minimum (Tables 1 and 2). Parameter variations have complicated effects on the shape of each controller's Nyquist plot, and these effects cannot be portrayed simply by changing loop gain or phase angle.

This result brings into question the utility of transfer-function/return-difference-matrix singular values as measures of the stability robustness of multi-input/multi-output (MIMO) systems. MIMO singular-value analysis is loosely equivalent to SISO gain-margin analysis (e.g., Ref. 18). Arbitrary, real parameter variations have complicated effects on the frequency distributions of MIMO singular values, changing their shapes as well as their magnitudes. Unless the frequency distributions of nominal MIMO norms retain their shapes under parameter variation (or follow some predictable pattern), the relationships of nominal maximum or minimum values to allowable bounds tells little about stability robustness. Norm bounds can be reliably evaluated only by considering the norms of perturbed systems.

A higher compensation order does not necessarily improve robustness (Tables 1 and 2). The compensators with the most stability robustness are fourth order, and the next most robust controllers are second and third order. Increased nominal control usage, either as a consequence of a disturbance impulse or measurement noise, generally corresponds to decreased stability robustness, although design D provides a significant exception.

### Table 2: Probability of Instability

<table>
<thead>
<tr>
<th>Design</th>
<th>E-1</th>
<th>E-2</th>
<th>E-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.160</td>
<td>0.159</td>
<td>0.165</td>
</tr>
<tr>
<td>B</td>
<td>0.023</td>
<td>0.042</td>
<td>0.019</td>
</tr>
<tr>
<td>C</td>
<td>0.021</td>
<td>0.040</td>
<td>0.041</td>
</tr>
<tr>
<td>D</td>
<td>0.000</td>
<td>0.004</td>
<td>0.019</td>
</tr>
<tr>
<td>E</td>
<td>0.000</td>
<td>0.097</td>
<td>0.125</td>
</tr>
<tr>
<td>F</td>
<td>0.000</td>
<td>0.119</td>
<td>0.224</td>
</tr>
<tr>
<td>G</td>
<td>0.000</td>
<td>0.201</td>
<td>0.232</td>
</tr>
<tr>
<td>H</td>
<td>0.000</td>
<td>0.046</td>
<td>0.099</td>
</tr>
<tr>
<td>I</td>
<td>0.000</td>
<td>0.013</td>
<td>0.029</td>
</tr>
<tr>
<td>J</td>
<td>0.039</td>
<td>0.237</td>
<td>0.245</td>
</tr>
</tbody>
</table>

### Table 3: Probability of settling-time violation

<table>
<thead>
<tr>
<th>Design</th>
<th>E-1</th>
<th>E-2</th>
<th>E-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.717</td>
<td>0.962</td>
<td>0.793</td>
</tr>
<tr>
<td>B</td>
<td>1.000</td>
<td>0.969</td>
<td>0.963</td>
</tr>
<tr>
<td>C</td>
<td>1.000</td>
<td>0.968</td>
<td>0.874</td>
</tr>
<tr>
<td>D</td>
<td>0.000</td>
<td>0.004</td>
<td>0.072</td>
</tr>
<tr>
<td>E</td>
<td>1.000</td>
<td>1.000</td>
<td>0.599</td>
</tr>
<tr>
<td>F</td>
<td>0.633</td>
<td>0.859</td>
<td>0.967</td>
</tr>
<tr>
<td>G</td>
<td>1.000</td>
<td>0.999</td>
<td>1.000</td>
</tr>
<tr>
<td>H</td>
<td>0.742</td>
<td>0.999</td>
<td>0.986</td>
</tr>
<tr>
<td>I</td>
<td>0.756</td>
<td>0.918</td>
<td>0.986</td>
</tr>
<tr>
<td>J</td>
<td>1.000</td>
<td>1.000</td>
<td>0.968</td>
</tr>
</tbody>
</table>

### Table 4: Probability of control-limit exceedance

<table>
<thead>
<tr>
<th>Design</th>
<th>E-1</th>
<th>E-2</th>
<th>E-3</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>0.160</td>
<td>0.159</td>
<td>0.165</td>
</tr>
<tr>
<td>B</td>
<td>0.023</td>
<td>0.043</td>
<td>0.047</td>
</tr>
<tr>
<td>C</td>
<td>0.021</td>
<td>0.041</td>
<td>0.041</td>
</tr>
<tr>
<td>D</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>E</td>
<td>0.000</td>
<td>0.391</td>
<td>0.409</td>
</tr>
<tr>
<td>F</td>
<td>1.000</td>
<td>1.000</td>
<td>1.000</td>
</tr>
<tr>
<td>G</td>
<td>1.000</td>
<td>0.886</td>
<td>0.889</td>
</tr>
<tr>
<td>H</td>
<td>0.000</td>
<td>0.131</td>
<td>0.162</td>
</tr>
<tr>
<td>I</td>
<td>0.000</td>
<td>0.023</td>
<td>0.030</td>
</tr>
<tr>
<td>J</td>
<td>0.057</td>
<td>0.542</td>
<td>0.527</td>
</tr>
</tbody>
</table>

### Probability of Setting-Time Violation

All but three of the controllers (D, F, and H) exceed the 15-s settling-time objective (defined by $T_s$) in the nominal case (Table 1); hence, it is not surprising that the probability of settling-time violation with parameter uncertainty is high as well (Table 3). Design D provides a notable exception: Its nominal $T_s$ is 9.9 s, and $P_r$ is small for all three evaluation cases. For problem E-1, half of the controllers violate the goal all the time, but two of the controllers with nominal $T_s$ above 15 s (H and I) have a considerable likelihood (25%) of satisfying the objective when the spring-constant uncertainty is considered. Further uncertainty (problems E-2 and E-3) reduces the probability of settling-time violation for more controllers, illustrating the counterintuitive result that the effects of uncertainty are not always unfavorable.

### Probability of Control Limit Exceedance

The probability of excessive control response to disturbance impulse $P_r$ is shown in Table 4. Over half of the nominal responses are within the $u_{max}$ criterion chosen for this analysis (Table 1). Furthermore, there is an identifiable trend in the relationship between $u_{max}$ and $P_r$ (Fig. 4). Several controllers (E, H, and I) have zero probability of violating this criterion for problem E-1, and designs B, C, and F retain low values of $P_r$ for all three problems. Designs D and F have 100% $P_r$ in all three cases, which is traceable to very high nominal control usage. Once again, nominally marginal cases (G and J, the two controllers designed for rejection of the sinusoid) exhibit reduced probability of exceedance for problems E-2 and E-3. From Eq. (1), increased $m_1$ and $m_2$ decrease the effects of $u$ and $w$, and added damping (c) and first-order lag (r) reduce control peaks in some cases, reducing the probability of high control levels.
Sinusoidal Response Characteristics

When 0 dB is chosen as an upper response limit, the two controllers designed to reject the sinusoid (G and J) do so perfectly \( (P_f = 0) \), whereas all the others exceed the limit all the time. The transfer functions (Appendix) show that designs G and J effectively "notch" the 0.5-rad/s disturbance-input frequency to produce these results. Without notch filters the remaining controllers cannot give special attention to discrete-frequency inputs, and their frequency response of \(-0.5 \text{ rad/s}\) always exceeds 0 dB. If the frequency of the sinusoidal disturbance were uncertain, the notch filters could be less effective, but there would be little change in the response of the other controllers.

Stochastic Root Loci and Parametric Histograms

Graphical results give insight into the nature and causes of possible instability. The stochastic root locus is an s-plane plot of the eigenvalues that result from each Monte Carlo evaluation, expressed either as a two-dimensional scatter plot of closed-loop roots or an oblique three-dimensional view of the density of roots within subspaces of the s plane. The former plot is easily generated from the calculations, and the latter has the advantage of showing the distribution along the real axis.

In addition, histograms of the parameters associated with instability can be related to origins of the problem.

Scatter plots for design II show the progression of eigenvalue uncertainty from problem E-1 to E-3 (Fig. 5). For prob-

![Fig. 4 Probability of control-limit exceedance vs nominal maximum control response to a disturbance impulse.](image)

![Fig. 5 Stochastic root locus of design II (scatter plot): a) problem E-1; b) problem E-2; c) problem E-3.](image)

![Fig. 6 Stochastic root locus of design II (three-dimensional view): a) problem E-1; b) problem E-2; c) problem E-3.](image)
lem E-1 only a single parameter varies (the spring constant $k$). The distribution follows the conventional root locus (with nominal closed-loop locations indicated by $x$), although the density of roots varies along the curves. The pairs of roots near the origin are most closely associated with the plant, whereas the higher-frequency roots are compensator modes. None of the root loci extend into the right half plane, and $P_r$ is zero (Table 2). Three parameters vary in problem E-2, and the stochastic root locus becomes an area distribution of roots, some of which extend into the right half plane (Fig. 5b). Because the parameter variations are bounded, there are crisp edges to the distributions. The unstable cusps at 0.6 and 2.6 rad/s can be associated with plant and controller modes. Further parametric uncertainty (problem E-3) broadens the distributions and increases the probability of instability.

The same information is presented in unsmoothed three-dimensional form in Fig. 6 (upper half plane only), which shows the distribution of real roots as well. The three-dimensional representation is especially effective when displayed on a graphics workstation that allows the viewpoint to "fly around" the distribution.

To see which parameter values are associated with instability, the values are recorded whenever the system is found to be unstable. These values are collected in intervals, the number of values in each interval is counted, and the resulting histogram provides an estimate of the conditional probability density function for each parameter. If a parameter has little effect on stability, then the histogram should show the same distribution as produced by the random number generator—in this case, a uniform distribution. If particular values of the parameter increase the probability of instability, the histogram has higher values in that region.

For design H and problem E-2, instability often occurs when the masses have low values but never occurs with high values (Fig. 7a). Low mass values increased the probability of instability for all the designs. Extreme values of the spring constant also are associated with instability, low values having the edge in this example.

For problem E-3 (Fig. 7b), the distributions become less crisp, as otherwise unstable values of mass can be stabilized by damping and otherwise stable values of mass can be destabilized by increased loop gain or first-order lag. The spring constant shows a slight bimodal distribution due to the two modes of instability with roots of approximately 0.6 or 2.6 rad/s. This can be seen by recording the parameter values only when the system is found to be unstable and the unstable roots have a high frequency. The resulting histograms (Fig. 8) show that there are unstable high-frequency roots only if the spring constant is high and the damping is low. With increased damping, there is no high-frequency instability.

These results can be used in three ways. The probability of instability could be reduced if it were possible to ensure that the plant parameters did not move into the areas that are found to cause problems. This might be the result of improved quality assurance on the important parameters or by shifting the mean of the parameter variation. If it is not possible to affect the actual parameter variations, then the control system could be redesigned using the problematic values of parameters as nominal values. For example, the control system could be redesigned using nominal values of 0.7 for the masses.

A third use of the distributions can occur if one of the varying parameters represents a control design parameter. For instance, if the loop gain $f$ were treated as a design variable, then it is clear that attenuating the gain would reduce the probability of instability. This alternative is demonstrated using design D. It has been seen that design D had generally good robustness but very high actuator use. Peak actuator usage can be reduced by reducing the loop gain, and the effect of gain attenuation on robustness subject to problem E-2 is shown in Fig. 9. For this analysis, only 100 Monte Carlo evaluations were carried out per design point, but the results show clear trends. As the gain is reduced, the probability of control saturation is reduced without significant increase in $P_r$ or $P_{e}$, until the attenuation reaches 0.6, when $P_{e}$ begins to increase. Reducing the gain further produces a clear trade-
off between the probabilities of control saturation and settling-time violation. References 19 and 20 present similar methods of control system design based on search and statistical evaluation.

Conclusions

Stochastic robustness analysis of 10 controllers designed for the ACC Benchmark Control Problem provides useful quantification of stability and performance sensitivities to parameter variations. The SRA method is flexible and can be tailored to the design requirements and system specifications of particular control problems. Qualitative selection of the best controller depends on the relative importance of several metrics, which are readily described in a probabilistic framework.

Several conclusions can be drawn from this analysis. The analysis shows that gain and phase margins are not good predictors of the relative stability robustness of different SISO controllers, because robustness is tied closely to the actual plant uncertainties and their effects on (implied) Nyquist contours. This result implies that robustness analyses based on singular-value analysis of MIMO systems may have similar limitations. Nominal settling time did not give a good indication of the likelihood of exceeding settling-time limit, principally because most nominal values already exceeded the limit. Although this result may be an artifact of the settling-time definition ($T_s^*$), it reveals the counterintuitive result that uncertainty may improve the probability of remaining within a predefined limit. The relationship between maximum control response to a disturbance impulse and the probability of exceeding a control limit is more direct, as most nominal values were about half the limit value. Stochastic root loci and parameter histograms provide insight about the likely positions of the closed-loop roots and the parameter variations that lead to instability, and they suggest ways of improving plant and controller design.

Appendix: Transfer Functions of the Ten Compensators

Design A: $\frac{40.42(s + 2.388)(s + 0.350)}{(s + 163.77)[s^2 + 2(0.501)(0.924)s + (0.924)^2]}$

Design B: $\frac{42.78(s - 1.306)(s + 0.1988)}{(s + 73.073)[s^2 + 2(0.502)(1.182)s + (1.182)^2]}$

Design C: $\frac{0.599(s - 1.253)(s + 0.1988)}{[s^2 + 2(0.502)(1.182)s + (1.182)^2]}$

Design D: $\frac{1988(s + 109)(s + 0.212)}{[s^2 + 2(0.173)(0.733)s + (0.733)^2][s^2 + 2(0.838)(16.44)s + (16.44)^2]}$

Design E: $\frac{5.369(s - 0.348)(s + 0.0929)}{[s^2 + 2(0.832)(2.21)s + (2.21)^2]}$

Design F: $\frac{2246.3(s + 0.237)}{(s + 33.19)[s^2 - 2(0.32)(1.064)s + (1.064)^2][s^2 + 2(0.90)(2.75)s + (2.75)^2]}$

Design G: $\frac{4430(s + 0.08)(s - 0.44)(s - 2.83)}{[s^2 - 2(0.102)(0.49)s + (0.49)^2][s^2 + 2(0.89)(3.67)s + (3.67)^2][s^2 + 2(0.29)(3.11)s + (3.11)^2][s^2 + (0.5)^2]}$

Design H: $\frac{2.13(s + 0.145)(s - 0.98)(s + 3.43)}{[s^2 + 2(0.82)(1.59)s + (1.59)^2][s^2 + 2(0.46)(2.24)s + (2.24)^2]}$

Design I: $\frac{16.1(s + 0.134)(s - 1.174)(s + 1.46)}{[s^2 + 2(0.82)(1.05)s + (1.05)^2][s^2 + 2(0.5)(2.18)s + (2.18)^2]}$

Design J: $\frac{51.47(s + 0.06)(s - 0.21)(s + 5.41)}{[s^2 - 2(0.07)(0.51)s + (0.51)^2][s^2 + 2(0.72)(2.05)s + (2.05)^2][s^2 + 2(0.68)(5.21)s + (5.21)^2][s^2 + (0.5)^2]}$
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The threat of low-altitude wind shear has prompted development of aircraft-based sensors that measure winds directly in an aircraft's intended flight path. Measurements from these devices are subject to turbulence inputs and measurement error, as well as to the underlying wind profile. In this paper stochastic estimators are developed to process onboard Doppler sensor measurements, producing optimal estimates of the winds. A stochastic prediction technique determines the level of aircraft energy performance from the wind estimates.

Aircraft performance degradation algorithms presented are based on optimal estimation techniques. The prediction algorithms must balance wind shear detection performance and turbulence rejection capability, as illustrated in simulations of microburst wind shear and severe turbulence environments.

Introduction

STRONG variable winds in the airport vicinity can cause unacceptable deviation of aircraft from their intended flight path. Known as low-altitude wind shear, this threat has caused at least 24 aviation accidents in the last 25 years. Efforts to promote the avoidance of severe wind shear have focused on improving flight crew training programs, understanding the meteorology of wind shear, and developing technology to detect wind shear in the terminal area. Ground-based sensor systems to measure airport-approach winds are being developed and installed at major airports, along with techniques to automatically identify a wind shear and predict its formation. Sensors to detect wind-shear-induced flight-path deviations are being installed on aircraft, and forward-looking sensors to detect wind shear in front of the aircraft along with flight situational awareness and decision support must provide the ability to avoid low-altitude wind shear. An expert system, the Wind Shear Safety Advisor, depicted schematically in Fig. 1, will operate in real time, accepting evidence from onboard and ground-based sources, perhaps facilitated by a direct data link (represented by a dotted line in Fig. 1). The goal of this system is to increase flight crew situation awareness and decision reliability by summarizing information from a variety of information sources.

In the absence of direct measurements of the winds, a decision to avoid wind shear must be based on indirect alerts from wind shear detection systems and meteorological evidence. Various levels of reliability associated with this indirect evidence complicate the risk assessment process. A probabilistic model of this process has been developed that incorporates statistics from meteorological studies and reliability statistics for wind-shear-alerting systems. The model can manage the uncertainty associated with indirect evidence, providing meaningful estimates of risk.

If onboard measurements of the winds were available, a hazardous level of wind shear could be identified by determining whether the level of some hazard metric, based on the wind measurements, exceeds a threshold. Hazard metrics considered previously include maximum horizontal winds and F-factor, which relates wind shear to aircraft performance. Computation of the hazard level is complicated by uncertainty surrounding the wind measurements. In this paper Kalman filters are developed to produce optimal wind estimates from onboard wind sensors, based on a stochastic wind model. These algorithms are demonstrated in a simulated microburst wind shear environment.

From the wind estimates, predictions of the aircraft's performance degradation can be made using stochastic prediction techniques. In addition to the predictions themselves, these techniques produce measures of the possible error in the predictions due to turbulence and limitations of the measurement devices. In this paper a Kalman-filter-based prediction technique to predict F-factor and aircraft performance degradation is demonstrated in simulated microburst wind shear encounter. The response characteristics of the prediction technique must provide significant response to severe wind shear and limited response to turbulence. In this paper stochastic prediction techniques with different design parameters are demonstrated in a simulated microburst wind shear and severe turbulence environments.

Probabilistic Reasoning in Artificial Intelligence

The power of an intelligent system rests in its ability to produce meaningful conclusions by reasoning, i.e., by applying knowledge stored in the system to available evidence. In probabilistic models of reasoning, knowledge is stored in the form of probabilities, and Bayes's rule and the axioms of probability are used to condition these probabilities on evidence. When several pieces of evidence are supplied, the application of Bayes's rule is complicated by dependencies between pieces of evidence. A structure to these dependencies must be provided for efficient reasoning. In a Bayesian network representation, a graphical representation provides this structure, such as the one for wind shear avoidance graphed in Fig. 2. Nodes in the diagram represent discrete random variables, and the links between them represent sets of conditional probabilities used during reasoning. The network representation enables efficient probabilistic reasoning because all of the dependencies between variables are specified by the links.

The network of Fig. 2 was developed using guidelines for wind shear avoidance presented in the FAA's Windshear Training Aid document, which was written by a team from the American Institute of Aeronautics and Astronautics, Inc. All rights reserved. AIAA. 
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Fig. 1 Wind shear safety advisor schematic diagram.

Fig. 2 Graphical representation of a Bayesian network for wind shear avoidance.

Kalman Filter Development for Doppler Wind Measurements

Airborne sensor technology with the capability to detect wind shear in front of the aircraft is currently under development, including Doppler radar, Doppler lidar, and infrared technology. Doppler devices measure a shift in frequency of radar or light waves emitted along a radial line, measuring the component of wind velocity parallel to that line. Operational devices could provide measurements of head winds or tail winds at a series of locations along the aircraft’s intended approach or takeoff path. For example, airborne Doppler radars could provide measurements spaced at - 500- ft intervals over a range of 3-5 miles, spanning 50-100 s of flight at approach speed. This sequence of measurements contains the effect of turbulence and is corrupted by measurement noise as well. A bank of Kalman filters can improve the accuracy of hazard estimates based on successive measurement sequences, minimizing measurement noise and accounting for correlation in the wind field using a stochastic model.

As the aircraft travels down the flight path, measurements in successive sequences are offset by a distance $d$ (Fig. 3), which is assumed to be small relative to the distance between adjacent range gates $L$. At a given time, a sequence of measurements is obtained. Each member of this sequence represents the average value of the radial wind component in an interval of length $L$ at that time.

A first-order Markov model for the turbulent winds can be based on the Dryden power spectrum for horizontal turbulence, given by Ref. 23 as

$$
\Phi_w(\omega) = \left(\frac{2L_w a_0^2}{\pi}\right) \frac{1}{1 + (L_w \omega)^2}
$$

Parameters of this model include the turbulence scale length $L_w$ and the root-mean-square turbulence amplitude $a_0$. The corresponding discrete Markov sequence is

$$
w_i = \exp(-d) w_{i-1} + \sqrt{1 - \exp(-2d)} \eta_{i-1}
$$

where $d$ is the ratio of $d$ to $L_w$. The $\eta$ is a normally-distributed white noise sequence with mean and variance:

$$
E[\eta] = 0
$$

$$
E[\eta^2] = a_0^2/n
$$

This model uses the discrete white noise sequence $\eta$ to approximate the integrated effect of continuous white noise. Figure 4 presents the autocovariance function associated with Eq. (1), along with the autocovariance function of the sequence of Eq. (2), indicating the agreement of the turbulence models.

With the assumption that measurement noise is superimposed on the radial wind components, the measurement at range gate $j$ during measurement sequence $k$, $z_{jk}$, can be related
to the corresponding scalar radial wind component by the relationship

\[ z_{ja} = w_{ja} + n_{ja} + V_j \]  

(5)

This can be rewritten as

\[ z_{ja} = w_{ja} + n_{ja} + V_j \]  

(6)

where \( V_j \) is the aircraft's inertial speed at the time of measurement sequence \( k \), and \( z_{ja} \) has this bias subtracted out. Error in the inertial speed estimate, \( n_{ja} \), which is made from onboard measurements, is added to \( n_{ja} \) to produce \( \tilde{h}_{ja} \):

\[ \tilde{h}_{ja} = n_{ja} + n_j \]  

(7)

The measurement error \( \tilde{h} \) is assumed to be a zero-mean, normally distributed white noise sequence, with a known constant standard deviation \( \sigma_{\tilde{h}} \).

With the aforementioned assumptions, an estimator dedicated to each range gate can be constructed in the form of a Kalman filter. From the measurement \( z_{ja} \), each Kalman filter constructs an estimate \( \hat{w}_{ja}(+ \cdot) \) and a variance \( p_{ja}(+ \cdot) \), which is a measure of the uncertainty in \( \hat{w}_{ja}(+ \cdot) \), in three steps. First, the state estimate and variance form the previous measurement sequence, \( \hat{w}_{ja}(- \cdot) \) and \( p_{ja}(- \cdot) \), are extrapolated according to

\[ \hat{w}_{ja}(- \cdot) = \exp(-2d_j)\hat{w}_{ja}(-) + [1 - \exp(-2d_j)]\hat{w}_{ja}(-) \]  

(8)

\[ p_{ja}(-) = \exp(-2d_j)p_{ja}(-) + [1 - \exp(-2d_j)]\sigma_{\tilde{h}}^2 \]  

(9)

Equation (8) is obtained by taking the expected value of Eq. (2). Note that Eq. (9) is an approximation to the integrated effects of continuous white noise. Next, the extrapolated variance \( p_{ja}(- \cdot) \) is used to compute a gain \( K_{ja} \):

\[ K_{ja} = \frac{p_{ja}(- \cdot)}{p_{ja}(- \cdot) + \sigma_{\tilde{h}}^2} \]  

(10)

Finally, the post-update wind estimate and variance are computed:

\[ \hat{w}_{ja}(+ \cdot) = \hat{w}_{ja}(- \cdot) + K_{ja} [z_{ja} - \hat{w}_{ja}(-)] \]  

(11)

\[ p_{ja}(+ \cdot) = \frac{p_{ja}(- \cdot) + \sigma_{\tilde{h}}^2}{p_{ja}(- \cdot)} \]  

(12)

The Kalman filters compute a weighted average of the wind measurements obtained at each range gate, compensating for the movement of the sensor platform by making an assumption of frozen Dryden turbulence in the interval between the measurements. Wind shear estimates are updated at each measurement step, compensating for turbulence and weighing current and prior information according to its relative uncertainty. Because each range gate's state estimator is decoupled from the others, the computation could be performed on a set of identical processors running in parallel. This decoupling is achieved as a consequence of the Markov property of the wind model: the probability distribution at a given wind state \( w_{ja} \) is conditionally independent of \( w_{ja-1} \), given the closer state \( w_{ja-1} \). This assumption could be relaxed, coupling adjacent states or larger groups of states together with a corresponding increase in computational complexity.

Prior state estimates and variances are required to initialize each filter. This may be accomplished by applying a separate initialization Kalman filter to the first sequence of wind measurements. This filter is initialized with an onboard wind estimate and variance at the aircraft's location, perhaps from a Kalman filter processing onboard sensor measurements. An initial sequence of wind measurements from the forward-looking sensors is then processed to initialize the state and variance of each Kalman filter. The initialization Kalman filter takes the same form as Eqs. (8-12), except that the distance between range gates \( L \) is used as the distance between measurements \( d \).

**Hazard Metrics and Stochastic Prediction**

The detection of the presence of a wind shear can be based on the output of the stochastic estimators. A reasonable approach to detecting wind shear is to predict whether the level of some hazard metric based on the wind estimates will exceed a threshold. The F-factor hazard metric relates wind shear to aircraft air-referenced specific energy rate, which is defined by

\[ \frac{dE}{dt} = \left( \frac{V_a}{g} \right) \frac{dV_a}{dt} + \frac{dh}{dt} \]  

(13)

where \( V_a \) is the airspeed, \( h \) is aircraft altitude, and \( g \) is the gravitational constant. Using longitudinal aircraft equations of motion and assuming small flight-path angles, it can be shown that

\[ \frac{dE}{dt} = \left( \frac{V_a}{g} \right) \frac{dV_a}{dt} + \frac{dh}{dt} \]  

(14)

where \( T \) is thrust, \( D \) is drag, and \( W \) is aircraft weight. \( \mathcal{F}(t) \) is the F-factor, defined as

\[ \mathcal{F}(t) = \left( \frac{1}{g} \right) \frac{dV_a}{dt} + \frac{dh}{dt} \]  

(15)

where \( w_a(t) \) is the wind component in the inertial horizontal direction, and \( \mathcal{F}(t) \) is the vertical wind component. For small flight-path angles, the radial wind components are approximately the same as the longitudinal horizontal wind components. Wind shear effects enter Eq. (14) in three ways: 1) by changing the airspeed, 2) by altering the drag, and 3) directly through \( \mathcal{F}(t) \). For conditions typical of jet transport flight through severe wind shear, only the direct impact of \( \mathcal{F}(t) \) is significant. Prediction of aircraft specific energy along the intended trajectory appears to involve the prediction of airspeed, but using a constant nominal value of airspeed in Eq. (15) introduces a small, conservative error.

The first component \( \mathcal{F} \) in Eq. (15) is proportional to the rate of change of the horizontal wind component. If the wind field is assumed stationary, prediction of \( \mathcal{F} \) along the intended trajectory could be made by differencing adjacent wind estimates:

\[ \mathcal{F} = \frac{1}{L} (\tilde{w}_{ja} - \tilde{w}_{ja-1}) \]  

(16)

This would amplify high-frequency noise, resulting in excessive prediction error. Alternatively, predicted energy deviation and \( \mathcal{F} \) can be computed by a Kalman filter algorithm using the wind estimates as inputs. \( \mathcal{F} \) is obtained through a weighted sum of the radial wind estimates, with the weights selected by definition and minimization of a suitable cost function.

An important limitation of Doppler wind measurement devices is their inability to measure winds perpendicular to the direction of the Doppler pulse. As a consequence, the second component of \( \mathcal{F} \) in Eq. (15), due to vertical winds, is not measured by the device. In downdraft wind shears, head-tail wind shear is produced by vertically descending winds that flow outward as they near the ground. These downdraft winds pose a hazard to the aircraft that the Doppler sensors cannot directly measure. Current research is attempting to model the vertical wind as a function of the horizontal wind for hazard estimation. In the simple downdraft model of Ref. 23, the correlation between horizontal and vertical winds depends on the size of the downdraft, the altitude, and the distance from the downdraft core. In a well-measured and well-studied microburst, four major downdraft regions were found. As the relationship between horizontal and vertical winds remains to
be established, the present study is based on radial wind alone. If a consistent correlation between vertical wind and radial-wind measurement is found, vertical wind could be added to the stochastic model.

To predict the wind-shear-induced energy deviation $E_{w_\mu}$, Eq. (14) can be integrated across a typical range gate $j$, resulting in the recursive form

$$E_{w_\mu} = E_{w_\mu} - \frac{V/O}{V/O} \mathbf{f}_{j-1}$$

(17)

where $V/O$ is average inertial speed of the aircraft. $\mathbf{f}_{j-1}$ is modeled as a stationary process driven by a discrete random sequence:

$$\mathbf{f}_{j-1} = \mathbf{f}_{j-1} + \eta_{j-1}$$

(18)

where $\eta$ is a normally distributed white noise sequence with zero mean and standard deviation $\sigma$. This standard deviation is a design parameter that alters the response characteristics of the prediction filter, as demonstrated by simulation. Equations (17) and (18) may be written in vector-matrix form:

$$x_j = \begin{bmatrix} 1 & -\frac{V/O}{V/O} \\ 0 & 1 \end{bmatrix} x_{j-1} + \begin{bmatrix} 0 \\ 1 \end{bmatrix} \eta_{j-1}$$

(19)

where

$$x_j = [E_{w_\mu} \quad \mathbf{f}_{j-1}]^T$$

(20)

The relationship between prediction and estimation is obtained by substitution of Eq. (15) into Eq. (14) and integration from the aircraft (denoted with subscript 0) to a typical range gate $j$. This results in the equation

$$w_{00} - w_{00} = \left(\frac{L}{V/O}\right) E_{w_\mu} - E_{w_0} + \left(\frac{L}{V/O}\right) w_{w_\mu}$$

(21)

If the prediction is initialized with the condition

$$E_{w_\mu} = -(V/O) w_{w_\mu}$$

(22)

then Eq. (21) may be rewritten as

$$w_{w_\mu} = \begin{bmatrix} -\frac{L}{V/O} \\ 0 \end{bmatrix} x_j + \begin{bmatrix} \frac{L}{V/O} \\ 0 \end{bmatrix} w_{w_\mu}$$

(23)

In this paper vertical wind is modeled as a normally distributed white random sequence, uncorrelated with the radial winds, with mean and variance

$$E[w] = 0$$

(24)

and

$$E[w^2] = \sigma^2$$

(25)

With the previously given model, prediction of the hazard level can be made from the output of the estimation Kalman filter. The hazard estimates are processed using a recursive procedure based on the Kalman filter. The prediction is initialized with onboard estimates of $w_{w_\mu}$ and $\mathbf{f}_{j-1}$. Predictions of $E_{w_\mu}$ and $\mathbf{f}_{j-1}$, denoted $\mathbf{E}_{w_\mu}$ and $\mathbf{E}_{f_j}$, are made for each range gate using the recursive equations

$$E_{w_\mu} = E_{w_\mu} - \frac{V/O}{V/O} \mathbf{f}_{j-1} + K_j \left[ \mathbf{E}_{w_\mu} - \frac{\mathbf{E}_{E_{w_\mu}}}{V/O} \right]$$

(26)

$$\mathbf{f}_j = \mathbf{f}_{j-1} + K_j \left[ \mathbf{E}_{w_\mu} - \frac{\mathbf{E}_{E_{w_\mu}}}{V/O} \right]$$

(27)

These equations involve two gains, $K_j$ and $K_2$, that are computed at each step based on the covariance propagation and filter gain computations of the Kalman filter. The design parameter $\sigma$ influences the size of these gains, influencing the response characteristics of the prediction filters.

**Simulation of Stochastic Prediction Techniques**

The stochastic estimation and prediction algorithms are demonstrated using a batch simulation of aircraft encounters with downburst wind shear and with severe turbulence. For each simulation, two different predictions are made, based on different choices of the design parameter $\sigma$. The wind shear is modeled by the Osegera-Bowles stagnation-point-flow downburst model, and severe turbulence is modeled using the Dryden spectrum as presented in Ref. 26. A twin-jet transport aircraft is represented by a point-mass longitudinal model trimmed along an approach path at a constant airspeed of 160 Kts. Normally distributed white noise is superimposed on measurements to simulate Doppler sensor error. Table 1 lists the parameters of the simulation.

The wind shear simulation is initiated with the microburst just out of the sensor's detection range. Figure 5 depicts the hazard metric $J$ as a function of distance.

<table>
<thead>
<tr>
<th>Table 1 Simulation parameters</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aircraft initial conditions</td>
</tr>
<tr>
<td>Airspeed, $V/O$</td>
</tr>
<tr>
<td>Altitude, $h$</td>
</tr>
<tr>
<td>Inertial flight path angle, $\gamma$</td>
</tr>
<tr>
<td>Distance to microburst core</td>
</tr>
<tr>
<td>Doppler sensor</td>
</tr>
<tr>
<td>Range gate separation, $L$</td>
</tr>
<tr>
<td>Distance between sequences, $d$</td>
</tr>
<tr>
<td>Noise standard deviation, $\sigma_{\text{w}}$</td>
</tr>
<tr>
<td>Distance to aircraft</td>
</tr>
<tr>
<td>Turbulence</td>
</tr>
<tr>
<td>rms turbulence intensity, $\sigma_{\text{w}}$</td>
</tr>
<tr>
<td>Turbulence scale length, $L_{\text{w}}$</td>
</tr>
<tr>
<td>Microburst</td>
</tr>
<tr>
<td>Downwash radius</td>
</tr>
<tr>
<td>Maximum horizontal winds</td>
</tr>
<tr>
<td>Height of boundary layer</td>
</tr>
</tbody>
</table>

![Fig. 5 Comparison of microburst model headwind-tailwind component of F-factor with predicted F-factor.](image)

![Fig. 6 Comparison of aircraft energy deviation due to headwind-tailwind shear and predicted energy deviation.](image)
situation 10 s later, comparing the predicted hazard metric $F$ along the flight path with the model's $F$ component due to the headwind/tailwind shear alone. The predictions agree well with the model's head/tail wind component of $F$, but the peak magnitude of the prediction is attenuated due to the finite bandwidth of the prediction algorithm. In addition, the distance between the aircraft and the wind shear is overpredicted due to phase shifting. With a lower value of $\alpha$, the estimators have lower gains, and these effects are more pronounced. If a wind shear warning were issued each time a critical value of $F$ was exceeded, the algorithm with higher $\alpha$ would have a greater chance of positively identifying severe wind shear.

For the same simulation, Fig. 6 compares the predicted energy deviation, normalized as an airspeed deviation, and the energy deviation due to the component of the wind shear. Although the error in prediction of distance to the microburst is greater for the lower value of $\alpha$, both predictions perform favorably in predicting peak energy loss. However, the total energy loss to the aircraft is greater than either prediction, due to the effect of the unobserved downdraft winds.

Figure 7 compares the predicted hazard metric $F_\alpha$, for each of the prediction designs in severe Dryden turbulence. The higher choice of $\alpha$ results in greater response to turbulence. If wind shear warnings were issued each time a critical value of $F_\alpha$ was predicted, the algorithm with higher $\alpha$ would issue more frequent false alarms. The optimization of a prediction algorithm must take into account both detection performance and false alarm reduction. Wavelengths corresponding to severe wind shear should be passed, but short wavelength disturbances that do not affect the flight path should be eliminated.

Conclusions

Doppler wind sensors can provide advance warning of a wind shear threat, but wind measurements are influenced by turbulence and measurement error. Optimal estimation provides a framework for minimizing the error of wind estimates given a hypothesis of the wind field structure. The estimation procedures presented here assume a structure to the local wind field at each range gate of the Doppler sensor, resulting in a bank of parallel Kalman filters. A first-order Markov turbulence model accounts for spatial correlation in the wind field due to turbulence. Measures of uncertainty are produced during the optimal estimation process. Stochastic prediction techniques are used to predict the impact of estimated winds on the energy performance of the aircraft. These techniques extend naturally to multiple Doppler sensors and could be expanded to predict other quantities such as altitude deviation error and touchdown dispersion error, given a nominal model of pilot compensation.

If wind shear warning is based on a critical threshold value of a hazard prediction, the detection reliability depends on the design of the prediction algorithm. Kalman-filter-based designs may be hampered by identifying areas with a sustained level of substantial wind shear. To further refine the algorithm, a comparative analysis of prediction algorithm designs can be conducted, using an ensemble of representative severe wind shear models. The potential for false warning in severe turbulence also can be compared. Both threshold and design bandwidth may be chosen to further optimize detection reliability.

Hazard prediction from Doppler sensors can provide the sole basis for a wind shear alert, but the lack of vertical wind estimates limits the alert's reliability. Other sources of information could improve the reliability of Doppler-based stochastic predictions through adaptive prediction techniques. Moreover, threshold exceedance of a hazard prediction could be viewed as uncertain evidence supporting a hypothesis of severe wind shear in the Bayesian network. With the reliability of threshold exceedance as evidence established through statistical analysis, hazard prediction can be incorporated into a probability-based expert system for wind shear avoidance.
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Stochastic robustness, a simple technique used to estimate the robustness of linear, time-invariant systems, is applied to a twin-jet transport aircraft control system. Concepts behind stochastic stability robustness are extended to stochastic performance robustness. Stochastic performance robustness measures based on classical design specifications and measures specific to aircraft handling qualities are introduced. Confidence intervals for comparing two control system designs are presented. The application of stochastic performance robustness, the use of confidence intervals, and tradeoffs between performance objectives are demonstrated by means of the twin-jet aircraft example.

Introduction

STANDARD linear control system design techniques rely on accurate models of the system to be controlled. Because models are never perfect, robustness analysis is necessary to determine the possibility of instability or inadequate performance in the face of uncertainty. Robustness to these uncertainties, parametric or unstructured, is normally treated deterministically and often without regard for possible physical variations in the system. Consequently, overconservative control system designs or designs that are insufficiently robust in the face of real-world uncertainties are a danger.

Stochastic robustness analysis (SRA), a simple technique to determine the robustness of linear, time-invariant systems by Monte Carlo methods, was introduced in Ref. 1 and presented in detail in Refs. 2 and 3. These references described stochastic stability robustness analysis and introduced the probability of instability as a scalar measure of stability robustness. Confidence intervals for the scalar probability of instability were presented, and the stochastic root locus, or probability density of the closed-loop eigenvalues, graphically portrayed robustness properties. Because it uses knowledge of the statistics of parameter variations directly, SRA provides an inherently precise yet simple characterization of robustness. The physical meaning behind the probability of instability is apparent, and overconservative or insufficiently robust designs can be avoided.

Applications of SRA to full-state feedback aircraft control systems were described in Ref. 4. The results presented there illustrated the use of stochastic stability robustness techniques in comparing control system designs and in including finite-dimensional uncertain dynamics.

Concepts behind stochastic stability robustness can be extended to provide insight about control system design for performance. Design specifications such as rise time, overshoot, settling time, dead time, and steady-state error normally are used as indicators of adequate performance and lend themselves to the same kind of analysis as already described.

Concepts of stochastic stability robustness analysis can be applied to these criteria giving probabilistic bounds on scalar performance criteria. Metrics resulting from SRA can be related to controller design parameters, thus providing a foundation for design tradeoffs and optimization. Extensions and uses of stochastic performance robustness in aircraft control system design and analysis are described in the following, and they are illustrated by means of an example.

Stochastic Performance Robustness

Stochastic stability robustness analysis is based on Monte Carlo analysis of the probability of instability $P$, and associated confidence intervals, given a statistical description of parameter uncertainty. Because the stability test is binomial (i.e., the outcome of each Monte Carlo evaluation takes one of two values: stable or unstable), lower $L$ and upper $U$ confidence bounds are calculated using the binomial test. While stability is an important element of robustness, performance robustness analysis is vital to determining whether important design specifications are met. Adequate performance, such as initial condition response, command response, control authority, and rejection of disturbances, is difficult to describe by a single scalar metric. Nevertheless, elements of stochastic stability robustness analysis apply for binomial performance metrics.

Numerous criteria stemming from classical control concepts exist as measures of adequate performance. Appealing to these, one can begin a smooth transition from stability robustness analysis to performance robustness analysis simply by analyzing the degree of stability or instability rather than strict stability. As described in Ref. 2, one method of doing this is to shift the vertical discriminant line from zero to $\Sigma < (or >) \Sigma$. Histograms and cumulative distributions for varying degrees of stability are readily given by the Monte Carlo estimate of the probability of any eigenvalue real-part exceeding $\Sigma$. Binomial confidence intervals are applicable to each point of the cumulative distribution as there are just two values of interest, e.g., satisfactory or unsatisfactory. $P$ is a special case where $\Sigma = 0$. The robustness metric resulting from the cumulative probability distribution is directly related to classical concepts of rates of decay (growth) of first- and second-order closed-loop responses, time-to-half, and time-to-double. Taking degree-of-stability analysis further, rather than a vertical discriminant line, one can confine the closed-loop roots to sectors in the complex plane bounded by lines of constant damping and arcs of constant natural frequency. Systems with roots
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Confined to these regions would be expected to display a certain transient response speed. Again, the probability of roots lying within a sector follows a binomial distribution, and binomial confidence intervals apply.

Performance specifications for aircraft flying qualities are detailed in Ref. 7 in terms of longitudinal and lateral-directional criteria at three levels of performance for each flight phase. Many flying-qualities criteria require little computation above and beyond eigenvalue computation, making performance robustness as easy to characterize as stability robustness. For example, the short-period response can be characterized by its damping ratio and natural frequency vs normal acceleration sensitivity to angle-of-attack \( \zeta_n \). The latter is illustrated in Ref. 7 by plotting the short-period undamped natural frequency vs \( \zeta_n \), as shown in Fig. 1. \( \zeta_n \) is simply a function of the dynamic pressure \( q \) and vehicle parameters

\[
n_s = \frac{q S_{ref} C_{Lq}}{mg}
\]

where \( C_{Lq} \) is the lift-curve slope, \( S_{ref} \) the wing reference area, \( m \) the mass, and \( g \) the gravitational constant. Short-period-mode requirement levels for each flight phase are characterized by calculating the closed-loop eigenvalues and evaluating Eq. 1. Repeated evaluations using Monte Carlo analysis give a distribution that can be shown pictorially on Fig. 1; the resulting measure of performance robustness is the probability of remaining within level 1, 2, or 3 criteria. Binomial confidence interval computations can be applied to the scalar probability estimate.

Time responses provide the most clear-cut means of evaluating performance. Stochastic performance robustness can be portrayed as a distribution of possible trajectories around a nominal or desired trajectory. After defining “envelopes” around the nominal trajectory (Fig. 2), the probability of violating the envelopes can be computed using Monte Carlo evaluation. The envelope chosen around the nominal trajectory encompasses scalar performance measures; the trajectories in Fig. 2 are examples of bounds defined by minimum and/or maximum allowable dead time, delay time, rise time, time-to-peak overshoot, peak overshoot, settling time, and steady-state error. Although it is simple to conclude that a response violates an envelope, individual responses within the envelope may not be acceptable. In such cases, the derivative of a response and envelopes around the derivative also can be used as performance criteria.

The criteria defining envelopes that bound an acceptable time response are not unique; the segmented envelopes in Fig. 2 can be smoothed, or other scalars can be used to define points on the envelope. However, once an envelope is defined, time response distributions due to a command input, disturbance, initial condition, or some combination can be computed by Monte Carlo methods. For each evaluation, the trajectory is a binomial variable; it either stays within the envelope or violates the envelope, and binomial confidence intervals apply. Although individual time responses require more computation time than do individual sets of eigenvalues, such analysis is well within the capability of existing workstations.

Confidence intervals for the difference between two probabilities are useful when comparing two control system designs. A statistic on the difference decides whether one controller is more robust than another, either as part of an iterative design process or as imbedded in an optimization technique. The
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\[
\Pr(L_1 \leq P_1 \leq U_1) = 1 - \alpha_1 \quad (2)
\]

\[
\Pr(L_2 \leq P_2 \leq U_2) = 1 - \alpha_2 \quad (3)
\]

the confidence interval around \(\Delta P \leq P_1 - P_2\) is given by

\[
\Pr[(L_1 - U_1) \leq \Delta P \leq (U_1 - L_1)] \\
\geq 1 - \alpha_1 - \alpha_2 + \alpha_1\alpha_2
\quad (4)
\]

When identical parameter sets are used to generate individual
intervals, the right-hand side of Eq. (4) is \(1 - \alpha_1 - \alpha_2\). Since
\((L_1, U_1)\) and \((L_2, U_2)\) are computed using the binomial test and
represent exact intervals for the individual estimates, Eq. (4) is
not an approximation. Confidence interval comparisons are
illustrated schematically in Fig. 3. The interpretation of the
confidence interval for the difference is straightforward; the
probability that the true difference lies within \([L_1 - U_1), (U_1
- L_2)\] is at least \(1 - \alpha_1 - \alpha_2 + \alpha_1\alpha_2\). If the interval on \(\Delta P\)
contains zero (i.e., if the individual intervals overlap as they
do initially in Fig. 3), then the difference in robustness be-
tween the two systems is not proven significant at that number
of evaluations. If the true difference \(\Delta P\) is small, a larger
number of evaluations may result in an interval that does not
contain zero, as in Fig. 3.

A given \(\Delta P\) can result from many combinations of indi-
vidual probability estimates, and it is difficult to generalize the
number of evaluations necessary to detect a difference of a
certain magnitude. Nevertheless, the number of evaluations
required for an individual confidence interval can be used to
foretell the number of evaluations necessary to detect a differ-
ence between two estimates. Figure 4 gives the required num-
ber of evaluations \(J\) for each individual confidence interval,
for the special case, \(\alpha_1 = \alpha_2 = 0.05\). Using the difference
\(P_1 - P_2\) as the ordinate and \(P_2\) as the abscissa, the curves show
the minimum number of evaluations required to establish a
significant difference. For example, if the probability esti-
mates (denoted \(P_1\)) are \(P_1 = 0.45\) and \(P_2 = 0.4\), Fig. 4 shows
that a statistically significant difference (i.e., nonoverlapping
certainty intervals) can be determined using approximately
1500 Monte Carlo evaluations. Individual estimates of \(P_2 =
0.15\) and \(P_1 = 0.1\) result in the same difference, but fewer than
750 evaluations are required to detect the difference. Figure 4
is based on individual confidence interval calculations, as
presented in Ref. 3.

Performance Robustness of Longitudinal Controllers
For a Jet Transport
SRA is applied to a twin-jet transport aircraft, with the goal
of characterizing the performance robustness of longitudi

\begin{table}[h]
\centering
\caption{Scalar performance criteria defining command response envelope}
\begin{tabular}{|c|c|}
\hline
Scalar metric & Value \\
\hline
Maximum dead time & 2.5 s \\
Maximum nonminimum-phase response delay time & -0.1 of desired steady-state value \\
Minimum and maximum rise time & 1.0 s and 7.5 s \\
Minimum and maximum peak time & 2.0 s and 15.0 s \\
Maximum peak overshoot & 1.25 of desired steady-state value \\
Minimum and maximum settling time & 22.0 s \\
Minimum and maximum steady-state error & \(\pm 0.025\) of desired steady-state value \\
\hline
\end{tabular}
\end{table}

\begin{table}[h]
\centering
\caption{Setpoint for individual velocity and flight-path-angle commands}
\begin{tabular}{|c|c|c|c|c|c|c|}
\hline
Command & \(\delta T\), \% & \(\delta E\), deg & \(V\), fps & \(\gamma\), deg & \(q\), rad/s & \(\alpha\), deg \\
\hline
\(V = 15\) fps & 1.3 & 15.3 & 15 & 0 & 0 & -0.25 \\
\(\gamma = 4\) deg & 24.1 & 0.6 & 0 & 4 & 0 & -0.01 \\
\hline
\end{tabular}
\end{table}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig4}
\caption{Number of evaluations establishing significant differences between two probabilities for 95% confidence intervals and equal numbers of evaluations for individual probabilities.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=0.8\textwidth]{fig5}
\caption{Stochastic robustness evaluation of the open-loop short-period dynamics of the twin-jet aircraft, based on 10,000 Monte Carlo evaluations.}
\end{figure}
command responses. The rigid-body nonlinear longitudinal equations are

\[
\begin{bmatrix}
\dot{V} \\
\dot{\gamma} \\
\dot{q}
\end{bmatrix} = \begin{bmatrix}
\frac{-D + T \cos(\alpha)}{m} - g \sin(\gamma) \\
\frac{L + T \cos(\alpha)}{mV} - g \cos(\gamma) \\
\frac{M}{I_{yy}} - \dot{\alpha} - \gamma
\end{bmatrix}
\]

(5)

where \([V, \gamma, q, \alpha]\) represent velocity, flight-path angle, pitch rate, and angle-of-attack, \([L, D, M]\) are aerodynamic lift, drag, and pitching moment, \(T\) is the thrust, and \(g\) is the gravitational constant. Equation (5) depends on a number of parameters given in Table 1. Mean parameter values of the stability derivatives in Table 1 are functions of Mach number and altitude; they are interpolated from aerodynamic data curves for the aircraft at a given trim condition. The aerodynamic model used to compute \(L, D, M\) is a simplified version of that given in Ref. 9, modified to use only two longitudinal controls (thrust and elevator). In this example, each Monte Carlo evaluation begins with the nonlinear equations of motion and associated parameters. The nonlinear equations are evaluated using appropriately distributed random parameters and are then linearized around the nominal trim condition. The closed-loop eigenvalues and performance metrics are evaluated from the linearized system.

The parameters are assumed to have uniform variations of the magnitudes given in Table 1. For the wing parameters \((S_{0}, c, \text{chord}, \text{span})\), these variations are representative of loose manufacturing tolerances. The mass and moment-of-inertia variations are based on the maximum and minimum possible values of these parameters given in Ref. 9. The remaining parameter-variation estimates are based on interpolation accuracy and possible flight condition variations around the nominal value.

Trim conditions for a flight condition of \(V = 425\) fps (130 m/s) at an altitude of 5000 ft (1524 m) are as follows: thrust \(= 27.3\)%, elevator \(= -0.65\) deg, and angle-of-attack \(= 2.15\) deg. The open-loop eigenvalues for the state matrix resulting from linearizing Eq. (5) around trim are \(\lambda = -1.32 \pm 2.44j, -0.0053 \pm 0.9962j\). Stochastic robustness evaluation using the short-period MIL-spec requirements shows an acceptable open-loop short-period mode for the uniform parameter variations given in Table 1. Figure 5a shows the stochastic root locus with sectors defined by minimum level I short-period damping ratio for cruise or climb (category B flight phase); for 10,000 evaluations, the short-period eigenvalues never violate the level I damping restriction. Figure 5b characterizes the short-period frequency vs acceleration sensitivity, which also remains within level 1 constraints for 10,000 evaluations. The probability estimate of violating level 1 short-period specifications is 0, with 95% confidence intervals of \((0, 3.69E-4)\).

Design of Longitudinal Controllers

A command response that stays within the envelope described by scalar criteria in Table 2 serves as the performance requirement for designing linear regulators for velocity and flight-path-angle commands. In addition, elevator deflections are limited to \(\pm 30\) deg, and thrust commands must remain between 0 and 100%. The desired commands \(\gamma^* = y^*\) and \(\alpha^* = \alpha^*\) and corresponding setpoints \(\gamma^* = \gamma, q, \alpha, \alpha\) and \(\alpha^* = \delta T, \delta E\) are given in Table 3. The open-loop responses to individual velocity and flight-path-angle commands are inadequate because of the slow, lightly damped phugoid mode. Numerical values of the results that follow depend heavily on the performance criteria chosen. The envelopes defined in Table 2 reflect tolerable variations around an acceptable nominal response. The control limits are typical of those for a jet transport. Changing the time response envelopes or control authority limits would give different numerical results. The emphasis in this example is not on the specific criteria chosen, but on how SRA characterizes performance given a control system design and performance specifications.
Structured linear-quadratic regulators\(^\text{16}\) offer a simple means of designing a linear control system with desirable performance and robustness characteristics. Specifications of the linear-quadratic performance index and subsequent control gains using implicit-model-following (IMF) minimizes the dynamic response error between the closed-loop system and an ideal model.\(^\text{16}\) State, control, and cross-weighting matrices (Q, R, M) are based on a quadratic cost function that weights the difference between the actual state rate (\(\dot{x}\)) and that of an ideal model (\(x_{\text{M}}\)), where

\[
\dot{x}_{\text{M}} = F_M x_{\text{M}}
\]  

(6)

IMF offers a straightforward way of designing controllers that approximate desired dynamic characteristics. For this example, the ideal model was chosen to increase the natural frequency and damping of the phugoid mode, while maintaining acceptable short period response:

\[
F_M = \begin{bmatrix}
-0.3 & -32.17 & -0.0104 & -23.34 \\
0.00381 & -0.1949 & 0.0006 & 1.356 \\
0.0 & 0.0 & -1.273 & -5.981 \\
-0.0038 & 0.1949 & 0.999 & -1.356
\end{bmatrix}
\]  

(7)

\[
\gamma_M = \begin{bmatrix}
-1.35 & 2.19j \\
-0.213 & 0.314j
\end{bmatrix}
\]  

(8)

Stochastic performance robustness analysis is based on the probability of violating the desired time response envelopes (\(P_{\text{VR}}\) and \(P_{\text{VE}}\)) and the probability of control saturation (\(P_{\text{VR}}\) and \(P_{\text{VE}}\)). The IMF controller gives a nominal closed-loop command response to separate velocity (Figs. 6a-c) and flight-path-angle (Fig. 6d) commands that is within the acceptable time-response envelope. Figure 6 also shows 500 Monte Carlo evaluations of the command response; the nominal steady-state control inputs and state are given in Table 3, and the nominal response in Fig. 6 is indicated by a solid line. The response and associated envelopes in Fig. 6 are shown for the commanded variable only; the remaining state elements do not require performance constraints in this example. Thrust and elevator time histories are shown for the velocity command response only. Parameter uncertainty effects appear as variations around the nominal response, indicated by the dark distribution and associated outliers. Parameter uncertainty results in a distribution of transient responses that stays within the envelope, and nonzero steady-state errors that violate the envelope for both velocity (Fig. 6a) and flight-path-angle (Fig. 6d) commands. Based on 500 Monte Carlo time response evaluations, the estimate \(P_{\text{VR}}\) is 0.002 with 95% confidence intervals (5.1E - 5, 0.011) and the estimate \(P_{\text{VE}}\) is 0.368 (0.326, 0.412). The nominal elevator response violates control limits for both command responses, and in each case, the probability of elevator saturation is \(P_{\text{VR}}\). Note that the control saturation limits in Figs. 6b-c are adjusted to reflect the remaining control authority after considering trim requirements.

Fig. 7 Closed-loop command response using PFIMF controller, with filter control weighting \(R_r = \text{diag}(10, 50)\), 500 Monte Carlo evaluations. Nominal response is indicated by the solid line.
Implicit model following modified by state augmentation\(^{10}\) can help meet control authority constraints. Proportional-filter (PF) compensation adds integrators to restrict the control rates, thus preventing instantaneous control changes and reducing the maximum control effort. The control vector is appended to the state vector

\[
\begin{bmatrix}
\dot{x} \\
\dot{\theta}
\end{bmatrix} = \begin{bmatrix} F & G \end{bmatrix} \begin{bmatrix} \dot{x} \\
\dot{\theta}
\end{bmatrix} + \begin{bmatrix} 0 \\
1
\end{bmatrix} v(t)
\]  

(9)

where \(F\) and \(G\) are the nominal dynamic and control effect matrices, \(\dot{x} = x(t) - x^*\), \(\dot{\theta} = u(t) - u^*\), and \(v(t)\) is a commanded control rate. The PFIMF state weighting matrix is

\[
Q_F = \begin{bmatrix} Q & M \\ M^T & R \end{bmatrix}
\]  

(10)

where \(Q\), \(R\), \(M\) are the original (IMF) weighting matrices. A weighting matrix, \(R_e\), constrains the control rates. Elements of \(R_e\) affect the bandwidth of each control; the larger the weight, the more the control rate is restricted.

The IMF regulator is augmented to include low-pass filtering of the control command, with a diagonal control-rate weighting matrix \(R_e = \text{diag}(10, 50)\). Figure 7 shows 500 stochastic state and control histories to individual velocity and flight-path-angle commands using the PFIMF controller and a stream of random numbers independent from the IMF case. The (1, 1) element of \(R_e\) \((R_{e1})\) determines the amount of filtering on thrust rate, and the (2, 2) element \((R_{e2})\) controls elevator rate. With filter elements, the control rates are no longer unlimited, and the mean control responses remain unsaturated. Steady-state error due to parameter uncertainty remains within the desired state history envelope for the velocity command response (Fig. 7a). Steady-state error for the \(\gamma\) command improves, although the variation in the \(\gamma\) transient response is much greater than that of the IMF regulator alone, as seen by comparing Figs. 6d and 7d. \(P_v\) and \(P_E\) estimates corresponding to Fig. 7 are 0.0 (0.0, 0.0074) and 0.0 (0.019, 0.0539), respectively. For 500 evaluations, the PPFIMF flight-path-angle command response improvement over the IMF case alone proves significant by application of confidence intervals on the difference \((P_{PFIMF} - P_{IMF})\). Applying Eq. 4,

\[
\text{Pr}[0.2721 < (P_{PFIMF} - P_{IMF}) < 0.3921] \geq 0.9025 \quad (11)
\]

Equation 11 states that with PF augmentation between 27 and 39%, more of the flight-path-angle responses lie within the envelope, with a confidence coefficient of at least 0.9025. The mean elevator response for the flight-path-angle command dips just to saturation limits, and the probability of elevator saturation is \(P_{E_{PFIMF}} = 0.502 \quad (0.457, 0.547)\).

Stochastic robustness analysis shows that PF augmentation improves performance objectives by reducing control rates and steady-state error due to uncertainty. The state and control response to the velocity command prove acceptable \((P_v, P_{AE}, \text{and } P_{BF} \text{ all equal } 0)\), and the improved responses to flight-path-angle command are statistically significant. For the flight-path-angle command, SRA demonstrates the tradeoff between the two performance objectives; increasing the (2, 2) element \((R_{e2})\) of \(R_e\) will further reduce elevator command authority at the expense of the \(\gamma\) time response. Figure 8 illustrates this tradeoff by showing \(P_v\), \(P_{AE}\), and their confi-

![Fig. 8 Stochastic performance robustness evaluation with PFIMF: Probability of violating flight-path-angle command response \(P_v\), and probability of violating elevator saturation limits \(P_{AE}\) vs filter weight \(R_{e2}\). Solid lines give probability estimates, dashed lines give confidence intervals.](image)

![Fig. 9 Closed-loop command response using PFIMF controller, with filter control weighting \(R_e = \text{diag}(10, 50)\), 500 Monte Carlo evaluations: 15 fps velocity command subject to constant disturbance \(w_r = 40\) fpa. Nominal response is indicated by the solid line.](image)

![Fig. 10 Closed-loop command response using PPFIMF controller, with filter control weighting \(R_e = \text{diag}(200, 50)\), and integral state weighting \(Q_r = \text{diag}(0.1, 100)\), 500 Monte Carlo evaluations: 15 fps velocity command subject to constant disturbance \(w_r = 40\) fpa. Nominal response is indicated by the solid line.](image)
Design of a Longitudinal Controller for Disturbance Rejection

As a final example, the preceding analysis is extended to encompass a performance constraint on disturbance rejection. The equations of motion are modified to include a vertical wind disturbance \( w_v \):

\[
\begin{bmatrix}
    \dot{V} \\
    \dot{\gamma}
\end{bmatrix} = \begin{bmatrix}
    -D \sin(\alpha - \alpha_e) + T \cos(\alpha - \alpha_e) - g \sin(\gamma) \\
    L \sin(\alpha - \alpha_e) + T \cos(\alpha - \alpha_e) - g \cos(\gamma)
\end{bmatrix} \frac{m}{MV} \left( V \sin(\gamma) + w_v \right)
\]

(12)

where

\[
\alpha_e = \alpha + \gamma - \tan^{-1} \frac{V \sin(\gamma) + w_v}{V \cos(\gamma)}
\]

(13)

With the disturbance present, the state components represent inertial velocity, flight-path-angle, pitch, and angle-of-attack, and the disturbance enters through the expression for air-relative angle-of-attack \( \alpha_e \). A disturbance input matrix is defined for robustness analysis by numerical linearization of the nonlinear equations with respect to \( w_v \), around the nominal condition \( w_v = 0 \). Velocity command response subject to a constant 40-fps vertical wind disturbance using the PFIMF controller is shown in Fig. 9. The mean response shows a nonzero steady-state error that violates the command response envelope, and uncertainty causes a larger spread around the nominal response than that of the system without the disturbance (Fig. 7). Also, the steady-state flight-path-angle (not shown) is less than zero due to the disturbance.

Proportional-integral (PI) compensation introduces a command-error integral for each commanded state element, zeroing steady-state error and improving disturbance rejection characteristics. The perturbation equations for the nominal system are:

\[
\begin{bmatrix}
    \dot{x} \\
    \dot{y}
\end{bmatrix} = \begin{bmatrix}
    F & 0 \\
    H & 0
\end{bmatrix} \begin{bmatrix}
    \xi(t) \\
    \phi(t)
\end{bmatrix} + \begin{bmatrix}
    G \\
    0
\end{bmatrix} \delta(t)
\]

(14)

\[
H = \begin{bmatrix}
    1 & 0 & 0 \\
    0 & 1 & 0
\end{bmatrix}
\]

(15)

and \( \delta(t) = y(t) - y^* \). Here, \( y^* = [V, \gamma]^T \), and a \( (2 \times 2) \) weighting matrix \( Q_f \) is appended to the original state weighting matrix. Diagonal elements of \( Q_f \) affect the rate at which the command error integrals approach zero. The diagonal components are chosen to keep the velocity command within the desired envelope and to zero the flight-path-angle response. Command error integrals are added to the existing PFIMF controller, and for the resulting PFIMF system with \( Q_f = \text{diag}(0.01, 100) \) and \( R_f = \text{diag}(200, 50) \), Fig. 10 shows an improved velocity command response \( y^* = [V^*, \gamma^*]^T \). The 500-evaluation probability estimates and 95% confidence intervals are \( P_{Vf} = 0 (0.0, 7.4E-3) \) and \( P_{Rf} = 0.002 (5.1E-5, 0.0011) \). The \((1, 1)\) component of \( R_f \) is increased to restrain thrust as the command error integrals are introduced. Figure 11 shows analysis of the tradeoff between \( P_{Vf} \) and \( P_{Rf} \) as a function of design parameter \( R_{Ef} \) comparable to that presented for the flight-path-angle response in Fig. 8. Again, Fig. 11 can be used to choose control system design parameters that best meet performance objectives.

Conclusion

Stochastic robustness analysis offers a rigorous yet straightforward alternative to other robustness metrics that is simple to compute and is unfettered by normally difficult problem statements, such as non-Gaussian statistics, products of parameter variations, and structured uncertainty. The analysis embraces both stability and performance metrics, handling qualities requirements, and more general responses. Binomial confidence intervals provide statistical bounds on the probability of instability and on performance metrics. Statistical comparisons of control system robustness also are rendered through confidence intervals. Both stability and performance metrics resulting from stochastic robustness analysis provide details relating system specifications intrinsic to a given application and control system design parameters. Stochastic robustness analysis has a significant role to play in computer-aided control system design.
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