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1. INTRODUCTION

1.1 Motivation

As parallel systems grow in size and number of components, the possibility of a single failure having a system-wide impact greatly increases. Designers can no longer rely on the inherent component reliability to ensure acceptable system dependability. The systems themselves must be designed to remain operational in the presence of faults, while maintaining an acceptable level of performance. Given the "Grand Challenge" nature of applications running on these machines, we can expect that applications may execute over the course of several days or even weeks. Systems which fail often may never be able to complete these applications without the ability to continue execution when a fault occurs.

Several methods have been used to evaluate the behavior of large parallel systems for reliability and performance. Analysis of simple system reliability and performance can be performed with available analytical and queue-based modeling tools [1, 2, 3]. Such tools enable us to determine metrics including mean time between failures, system availability, and
reliability curves. One problem with these tools is that they suffer from state space explosion when the number of components becomes large, as is typically the case with systems which are massively parallel. Complicated advanced techniques and increased computing power can limit the effect of this problem. More importantly, however, these tools lack the ability to provide information about the behavior of the system while running real applications under various fault scenarios. The inability to model the behavioral aspects of a faulty system leaves many important design questions unanswered. Another approach to analyze a system under faults involves injection of faults into a real machine, and then measuring the performance of the wounded system. While this method is effective for smaller machines, massively parallel systems, because of their size and typically limited access, do not lend themselves well to this technique. Proposed here is the development of a functional simulation model as an alternative to these two approaches. Unlike analytical and probabilistic simulation models, functional simulation does not require that effect faults be specified by a predetermined set of probabilities and distributions. Instead, the actual behavior of the system is modeled, providing us with results which more accurately reflect what will really happen in a massively parallel system which suffers from faults. This thesis demonstrates how functional simulation models can be used to characterize system behavior under faults.

1.2 Related Work

Increasing work has been performed in the area of software and hardware fault injection of prototype systems [4, 5, 6, 7, 8]. However, few studies evaluate a system without the benefit of
some type of prototype, as is necessary in analyzing the system in the early design phase, where improvements can be made much more easily. Czeck [9] and Goswami [10] provide examples on how this type of dependability analysis can be performed using a simulation approach.

The simulation environment used in developing the models of these systems is DEPEND, a joint performability and dependability analysis tool that facilitates the modeling and analysis of fault-tolerant architectures at the system level [11, 12]. DEPEND provides a library of objects which simulate the functional behavior of components commonly used in fault-tolerant systems. These objects also inject faults, initiate repairs, compile fault statistics and generate detailed reports [13]. To model a system, the user writes a control program that declares instances of these objects, initializes them and coordinates their actions in a way that mimics the system being simulated. The bulk of the simulation work is performed by the DEPEND objects. DEPEND also allows the user control over the simulation engine: the user can abort and reschedule events. This feature is extremely useful for fault-based simulations where actions have to be aborted and rescheduled to properly model the effects of faults and errors in the system. The user writes a control program in C++ with the objects provided by DEPEND. Once it is written, the program is compiled and linked with the DEPEND objects and the run-time environment. Another important aspect of DEPEND is the ability to incorporate application execution into the simulation [14]. DEPEND has been used to successfully model a wide array of architectures. Models have been developed for the Tandem Integrity S2, Parasytic GC [15], Stanford DASH, and Connection Machine CM-5, among others.
1.3 Thesis Overview

The analysis of dependability in large, complex, parallel systems executing real applications or workloads is examined in this thesis. To effectively demonstrate the wide range of dependability problems that can be analyzed through simulation, the analysis of three case studies is presented. For each case, the organization of the simulation model used is outlined, and the results from simulated fault injection experiments are explained, showing the usefulness of this method in dependability modeling of large parallel systems. The simulation models are constructed using DEPEND and C++. Where possible, methods to increase dependability are derived from the experimental results. Another interesting facet of all three cases is the presence of some kind of workload of application executing in the simulation while faults are injected. This provides a completely new dimension to this type of study, not possible to model accurately with analytical approaches.

The first case study examines design trade-offs in a RAID-3 disk array system. Disk failures and write errors are injected into the array under realistic workload conditions. Several array configuration parameters are varied to determine their effect on the mean time to data loss in the array. The effectiveness of a scrubbing algorithm is also explored. Hybrid techniques for simulation acceleration are included in the model description.

A directory-based cache coherence protocol in a shared memory multiprocessor system is the focus of the next study. A simulation model of the Stanford DASH system is developed to facilitate this. The effect of faults in directory memory on the results of an executing parallel
application is determined. The results are used to determine a method to increase fault tolerance in the DASH system with respect to a wide class of faults.

The third and final case study centers on network failures in a massively parallel distributed memory supercomputer based on the Connection Machine CM-5 architecture. A simulation model is used to analyze several applications which exhibit different message passing characteristics. Assuming a rerouting strategy in a faulted network, a series of faults is injected in network components, and the associated performance degradation is quantified.

The thesis concludes with suggestions for possible future work in this area.
2. ANALYSIS OF A RAID-3 I/O SUBSYSTEM

In this chapter, we explore how RAID-3 disk arrays [16] react to disk failures and errors under realistic workload conditions. A simulation model is presented which models two fault scenarios common in the type of disks used in these arrays. The model allows a number of parameters to be varied, allowing the analysis of disk systems with various configurations. Of particular interest is the effect of error latency on the disk array mean time to data loss (MTTDL). MTTDL is the most important measure of the dependability of the disk array, since such RAID systems are designed to be secure from data loss caused by disk failures or write errors.

The chapter is divided into sections as follows. A brief description in Section 2.1 details the DEPEND model used in the analysis, explaining the objects used, their interactions, and the hybrid techniques used to accelerate the simulation process. Fault models and the possible failure scenarios which were modeled, as well as a description of the synthetic workload executed on the disk array are also included. Section 2.2 presents results for the sensitivity analysis performed using the model. The effect of a variety of system parameters on the
MTTDL of the array is quantified, including disk hardware fail rate, write error rate, disk array size, and disk capacity. Section 2.3 extends the analysis by determining the impact of scrubbing algorithms on reducing the time errors remain latent in the array. Section 2.4 provides a comparison of the simulation results with those of some simple analytic models. Section 2.5 concludes the chapter and directs future work.

2.1 Simulation Model

Developing a simulation model for an array of disks requires careful determination of what exactly is needed to obtain the desired results. Incorporating too many details of the system can result in large simulation times, especially for analysis of larger arrays. An initial version of this model, which contained detailed modeling of disk controllers and other facets of the real system resulted in an unacceptable 3:1 simulated time to real time ratio. Since typical RAID-3 disk arrays are designed with MTTDL requirements of over 1000 years, an efficient simulation model is essential. The model presented here achieved performance resulting in simulated to real time ratios of over 10,000,000:1 for some disk configurations. The ratio varies based on the system configuration, workload, and error injection rate.

It is also possible to model the disk system in too little detail, failing to capture important mechanisms which contribute to the MTTDL. Many RAID models, simulation or analytic, use simple fault models, such as general disk failures, which do not take into account more common and equally dangerous disk block write errors. The detection of these errors usually occurs when the corrupted block is read from disk, and thus becomes a function of the workload on
the array. Modeling the patterns of reads and writes to the array should therefore be included in the model.

In this section, we examine those factors which have an impact on MTTDL, and explain how they are modeled in the simulations. This includes the disks, fault models and fault injection facilities, failure modes, and the workload. A general diagram of the model structure is provided in Figure 2.1. The incorporation of hybrid modeling, which makes use of analytic techniques to accelerate simulation time whenever possible, is also explained.

2.1.1 Modeling the disks

Modeling the disks in the RAID-3 system was achieved by creating a C++ object which represents the disk. The disk object is derived from the FT_server2 base class provided
by DEPEND. The FT_server2 base class provides facilities to monitor the state of the disk hardware, as well as automatic fault injection, repair, fault recording, and statistics reporting. When an access is to be performed to the disk, the hardware state method is called. If the disk is determined to be failed, the calling process is notified and recovery is invoked.

A disk in the disk array is given a command to read or write a block (or group of blocks), and the data are transferred to or from their proper location on the physical media. For the purposes of this model, a disk can be viewed as an array of blocks. A block can hold data, but since we are concerned only with whether or not the block of data is corrupted, only a single bit is needed to indicate the state of an entire block of data. This is sufficient since a block is the smallest unit of data addressable to the disk. Even with one bit per block, a 2.0 GB disk holds almost four million blocks of data, meaning 1.0 MB of real memory would be necessary to store the state of two disks in the array. Modeling arrays with hundreds of disks then becomes a problem for most computing environments.

A more efficient means of storing this state information requires storing a list of corrupted disk blocks for each disk. Each time a block on the disk is to be accessed, the list for that disk is traversed, and the value is compared with each element in the list. This may require more time than the bit field method, but the memory requirements are substantially less. Since the number of corrupted blocks on a disk is usually small (e.g., under five blocks), any block under consideration can be checked against the list in a relatively small amount of time. This method was implemented for the disks in the model.
The injection of faults into the disks are managed by two separate fault injection facilities. To model general hardware failures which make the disk unusable, the FT_server2 facilities are used to automatically inject errors. An exponential distribution is used, and the injection rate is accessible to the user of the model. Other distributions, provided in DEPEND, are also possible. When an injection occurs on the disk object, the state information is updated and the fault is recorded. It then becomes unusable to processes trying to read or write to the disk.

To model block write errors, a separate injector is used. Since the rate of write errors is given in terms of error events per bits accessed, injection becomes a function of the number of reads and writes occurring in the model. Given a normal distribution and standard deviation governing the bits accessed before a write error, the write error injector selects a number denoting the bit accessed when the error is to occur. Thus, when this number of bits is accessed, a write error occurs on the next block written. The number of blocks affected by the error can also be varied by altering a separate normal distribution, but typically only one block is affected by the error.

2.1.2 Modeling the RAID-3 mechanisms

Any number of these disk objects can be assembled into a RAID-3 disk array system model. A series of reads and writes are sent to each disk in the array using a workload injector object. This object generates lists of blocks to be read or written, and then requests the blocks sequentially from each disk. The same block number is sent to each disk in the array, as the RAID-3 striping method requires. In zero simulation time, each disk determines whether the
requested block is good or corrupted, or if the disk hardware has failed, and returns this status. When all disk objects return the result of the access attempt, the information is compiled and examined to determine if recovery is necessary or data are lost. If no errors are returned, the simulation clock is advanced to represent the time necessary to perform the access in real time.

When one or more errors are present, it is necessary to check if data are lost. This occurs when either:

1. Two disks fail.

2. Two write errors on the same block occur on two separate disks.

3. A disk fails when any write error exists on any other disk.

With the discovery of the first error on a disk, an attempt to recover the un retrievable information using the parity disk is made. Since the storage of data is not simulated, we are concerned only with detecting a situation that would make this recovery fail. For block write errors, the corrupted block must be good on every other disk. Thus, only that block is checked for each disk, and no other corrupted blocks are discovered. Normal operation is then resumed. The time required for this type of recovery is assumed to be equal to the time of one access.

If an entire disk fails, the information on the entire disk must be recovered. This requires that all other disks in the array are defect free. If any error exists on any of these disks, or any are failed, data are lost and the simulation ends. In the case of a successful recovery, simulation time is advanced by a adjustable amount of time based on real system measurements. For the simulations used in this study, this time was 20 min.
Table 2.1: Synthetic workload characteristics

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>Distribution</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Interarrival Rate</td>
<td>exponential</td>
<td>$\lambda = 0.05$/sec</td>
</tr>
<tr>
<td>Location</td>
<td>uniform</td>
<td>over entire disk</td>
</tr>
<tr>
<td>Size</td>
<td>normal</td>
<td>mean=75 MB std.dev=25 MB</td>
</tr>
<tr>
<td>Type</td>
<td>uniform</td>
<td>75% reads / 25% writes</td>
</tr>
</tbody>
</table>

2.1.3 Modeling the workload

From the perspective of a disk, a workload consists of a series of reads and writes of various sizes accessing various areas of the disk. Reads and writes are generated in the model using the aforementioned workload injector, which is a specialized FT_injector object provided by DEPEND. Instead of injecting faults at specified intervals, the workload injector "injects" read and write requests to the simulated disk array, based on an interarrival rate. Random number generators are used to select the type of access (read or write), size of the access, and access location (start block on disk).

Since no studies have been performed to characterize a typical workload for a real RAID-3 system, we have used estimated numbers and distributions provided by engineers at Thinking Machines Inc., a manufacturer of RAID-3 disk arrays. In our simulations, disk accesses occur based on an exponential distribution with a mean of one access every 20.0 sec. Parallel reads comprise 75% of these accesses, with parallel writes making up the remaining 25%. The size of accesses are normally distributed with mean of 75 MB and standard deviation of 25 MB. Finally, access locations are uniformly distributed across the entire disk. Table 2.1 summarizes these parameters.
2.1.4 Hybrid acceleration techniques

Even at the level of detail described above, computation time required to simulate long periods of operation is prohibitive. This is due primarily to the heavy influence of extremely rare events (disk errors) on total simulated time required. The brute force method of simulating every access until system failure occurs must be replaced by an intelligent method that uses information inside the simulation engine to decrease the amount of real time actually simulated. This section describes how analytical methods are used to solve this problem.

Disk errors, either hardware or write related, occur with specified distributions. We can predetermine the time at which a disk hardware error is going to occur by sampling from an exponential distribution. Write errors are workload related, but only in that errors occur based on the number of bits accessed on the disk. Since we are using distributions to determine the rate and size of accesses, we can estimate the time at which a disk write error will occur. Thus, the occurrence of errors can be determined analytically. Error detection, which has a significant impact on MTDDL, however, is a function of the actual workload that is exercised after the error occurs. Detailed simulation is therefore not necessary when no errors are present, since it is useful only in determining error detection time. We use this information to develop a method which accelerates simulation time until the time of an error occurrence. The error is injected and detailed simulation is activated until either the error is discovered and recovered from, or data are lost. In the case of error recovery, detailed simulation ends, and the analytic methods are used to advance the simulation clock to the time of the next error.
2.2 Sensitivity Analysis of Model Parameters

Designers of RAID-3 disk arrays face the problem of balancing a number of design trade-offs to provide maximum data integrity for the user. Determining which parameters the system is most sensitive to is an important part of this process. With this knowledge, designers can concentrate their resources on the aspects of the system which have the highest impact on increasing dependability. Since hardware specifications for disks are often inaccurate estimations, designers can know which numbers should be scrutinized most carefully. In addition, decisions concerning whether a part of the system (e.g., type of disk drive) should be upgraded can be evaluated for proper cost benefit analysis.

In this section, we analyze how several parameters in our RAID-3 model affect the overall system MTTDL. These parameters include the rate of disk hardware failures and write errors, as well as the number of disks in the array and the capacity of the individual disks. All results presented have a 95% confidence interval that is less than 10% of the mean. This typically involved approximately 500 simulation runs.

2.2.1 Effect of disk hardware failures

Disk hardware mean time to failure (MTTF) is typically specified in terms of thousands of hours. Most modern drives provide rates of one failure per 500,000 h, up from 400,000 h one or two years ago. In this experiment, we analyze how this increase in MTTF, as well as further increases to 600,000 h, impacts disk array MTTDL.
Figure 2.2 presents MTTDL results for simulation of a 216 gigabyte total capacity configuration of disks having a $10^{14}$ bits accessed per write error event rate. The 216 GB are spread across either 108 2.0 GB disks or 180 1.2 GB disks, displayed as two sets of bars in the graph.

We can conclude that the MTTDL of the disk array is not very sensitive to the MTTF of the disks. While increased MTTF does increase MTTDL, the gains lie in the range of 10-15% which, depending on the costs involved, may or may not be worth an upgrade. However, the percentage increases are steady as MTTF increases, suggesting that MTTF has a direct impact on MTTDL. Examination of the common failure modes shows that the most common errors involved a failed disk when a latent error existed in another disk. Increasing MTTF decreases the probability of this occurrence, resulting in the increased MTTDL seen here.
2.2.2 Effect of disk write error rate

Disk write error rates are specified in terms of *bits accessed per error event*. An error event involves the corruption of one or more blocks of data on the disk when the data are written. Typical drives provide rates of $10^{14}$ bits per error event. This is up from $10^{13}$ in the previous generation, and $10^{15}$ drives are expected in the near future. This experiment analyzes the effect of these increases on MTTDL of the system.

Figure 2.3 shows MTTDL results for simulation of a 216 GB total capacity configuration for disks with a 500,000 h MTTF. Note the results are plotted on a logarithmic scale. It is evident that a generational change in write error rate has a substantial impact on the data integrity of the disk array. This is not surprising, since every failure event simulated involved a write error (no two disk hardware failure scenarios were experienced).
Table 2.2: Percentage of failures caused by double-bit errors

<table>
<thead>
<tr>
<th>Write Error Rate (bits per error event)</th>
<th>Double-bit Error Failures (% total failures)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{13}$</td>
<td>11.2</td>
</tr>
<tr>
<td>$10^{14}$</td>
<td>8.4</td>
</tr>
<tr>
<td>$10^{15}$</td>
<td>0.9</td>
</tr>
</tbody>
</table>

Table 2.2 shows the percentage of failures caused by the existence of two write errors on the same block stripe. While the error rate of $10^{13}$ bits per error is very dangerous, an error rate of $10^{15}$ greatly diminishes this failure scenario. Since a generational change will increase MTTDL by a factor of 1000%, a designer would be best advised to use these disks as soon as possible.

The results also caution a designer to ensure the integrity of write error rates. Specifications are usually determined based on a small test lot of disks with accelerated failure techniques applied. If this leads to even slight inaccuracies in write error rate numbers, the observed impact on MTTDL of the disk array could be substantial.

2.2.3 Effect of parity group size

As supercomputers tackle problems of larger sizes, the need for disk space increases. One way to handle this problem is to produce disk arrays containing more disks. The experiments presented here show how disk array MTTDL is influenced by the number of disks in a parity group.

Figure 2.4 reports MTTDL for a variety of parity group sizes. Steady drops in MTTDL accompany increased disk size. Doubling the parity group size results in a 75% decrease in
Figure 2.4: Effect of parity group size on system MTTDL

MTTDL. The primary reason for this lies in the fact that the same size disk access will not access as many blocks on a single disk, since there are more disks across a single block stripe. This suggests the need for multiple parity disks for larger arrays, where MTTDL has fallen below acceptable levels. This information is important for the designer to determine an appropriate breakpoint at which the costs of an extra parity disk are justified by tolerable MTTDL figures.

2.2.4 Effect of disk capacity

An alternative to increasing the number of disks is to increase the capacity of the individual disks. The results from the previous section showed the importance of keeping the number of disks small to achieve high MTTDL. In each of the figures corresponding to the previous experiments, the results for disks of 1.2 GB and 2.0 GB are displayed. Surprisingly, the full
Table 2.3: Comparison of error latencies for arrays with varied disk capacities

<table>
<thead>
<tr>
<th>Array Capacity (Total GB)</th>
<th>Mean Error Latency (min)</th>
<th>1.2 GB disks</th>
<th>2.0 GB disks</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>1283</td>
<td>84933</td>
<td></td>
</tr>
<tr>
<td>256</td>
<td>2511</td>
<td>167345</td>
<td></td>
</tr>
<tr>
<td>512</td>
<td>269248</td>
<td>293442</td>
<td></td>
</tr>
</tbody>
</table>

increase expected based on the results from the smaller number of 2.0 GB disks is not achieved, but a somewhat smaller increase in MTTDL is observed. The answer lies in examination of the error latency times recorded in each case.

Table 2.3 contains mean error latency times for disk arrays with 1.2 and 2.0 GB disks. In all cases, the arrays with 2.0 GB disks show higher latency times. With more space on the disk to access, the chances of hitting an error are lower. The result is a decrease in the potential gains in MTTDL from the smaller array size.

2.3 Scrubbing Experiments

Periodic disk scrubbing is a method to reduce error latency by increasing the frequency with which data are read. A low-priority scrubbing process is activated when the disk has not been accessed for some period of time $T_{wait}$. When activated, the scrubber reads blocks of data from the disk solely for the purpose of detecting corrupted blocks. This provides earlier error detection than would otherwise occur, based on the normal workload executed. This section will examine whether scrubbing is worth the extra effort required to implement it in a real system.
In our model, a scrubbing process was added to determine the effect of periodic disk scrubbing on the disk array MTTFDL. The type of scrubber implemented is a *sequential scrubber*, i.e., one which starts at block zero and reads blocks in order when the scrubber is activated, until the last block is checked. The process then starts over, checking at block zero. More elaborate scrubbers which track the workload to determine an optimal position to scrub are possible, but most real implementations will elect the sequential scrubber, since it requires the least overhead in program development time and on-line computational resources.

Figure 2.5 shows the results of simulations run with various scrubbing processes active compared to the same simulations without scrubbing. Results are presented for three different scrubbing rates, each with a different $T_{\text{wait}}$ setting, as well as the no scrubbing case. The impact on arrays of three different sizes is also presented. It is apparent that the rate of scrubbing is an important parameter. High rates of scrubbing ($T_{\text{wait}} = 60$ sec) yield MTTFDL increases of as much as 50 times the no scrubbing case. Increasing $T_{\text{wait}}$ to 240 sec gives a rather low rate of scrubbing which does not have a significant impact on MTTFDL. A moderate rate of scrubbing ($T_{\text{wait}} = 120$ sec) results in much higher MTTFDL, possibly without as much overhead incurred by more frequent scrubbing. The designer of such a system can use this information to determine the optimal scrubbing rate based on the results from such simulations, balancing the predicted MTTFDL gains with the overhead cost of higher frequency scrubbing.

Table 2.4 provides detailed data from this experiment. Mean error latency for write errors, the time between a write error occurrence and its detection, is presented for each configuration of array sizes and $T_{\text{wait}}$. Also included are the percentage of errors detected while scrubbing.
Figure 2.5: Effect of scrubbing interval on system MTTDL

and the percentage of simulations which ended with a data loss caused by the corruption of two blocks on the same block stripe. Error latency time, which has an inverse relationship with MTTDL, is dramatically reduced when scrubbing occurs frequently. The highest gains appear in the larger arrays, which are more vulnerable to failures. Scrubbing on these arrays brings mean error latency times down to lower levels of the smaller arrays. This is due to the fact that most errors are caught by the scrubber, not the workload, when the scrubbing rate is high.

Frequent scrubbing also appears to be most effective in reducing the frequency of the data loss scenario in which a disk drive fails with a write error on any other disk. A larger percentage of trials with the two-write error failure mode occurs at high scrub rates because of this.
Table 2.4: Experimental results from scrubbing experiments

<table>
<thead>
<tr>
<th>Array Size (1.2 GB disks)</th>
<th>$T_{wait}$ (sec)</th>
<th>MTTDL (h)</th>
<th>Mean Error Latency (min)</th>
<th>Detected by Scrubbing (% total err)</th>
<th>Double-bit Failures (% total sims)</th>
</tr>
</thead>
<tbody>
<tr>
<td>128</td>
<td>60</td>
<td>428.69</td>
<td>68.15</td>
<td>94.83</td>
<td>19.10</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>102.37</td>
<td>315.75</td>
<td>75.70</td>
<td>5.37</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>26.31</td>
<td>1245.74</td>
<td>3.20</td>
<td>1.40</td>
</tr>
<tr>
<td>no scrub</td>
<td></td>
<td>26.20</td>
<td>1283.08</td>
<td>0.00</td>
<td>1.00</td>
</tr>
<tr>
<td>256</td>
<td>60</td>
<td>185.89</td>
<td>67.67</td>
<td>97.40</td>
<td>13.07</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>52.13</td>
<td>344.27</td>
<td>86.52</td>
<td>3.64</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>9.44</td>
<td>2343.91</td>
<td>6.48</td>
<td>0.04</td>
</tr>
<tr>
<td>no scrub</td>
<td></td>
<td>7.88</td>
<td>2511.10</td>
<td>0.00</td>
<td>0.01</td>
</tr>
<tr>
<td>512</td>
<td>60</td>
<td>90.84</td>
<td>65.62</td>
<td>98.73</td>
<td>12.93</td>
</tr>
<tr>
<td></td>
<td>120</td>
<td>25.67</td>
<td>356.58</td>
<td>93.04</td>
<td>2.83</td>
</tr>
<tr>
<td></td>
<td>240</td>
<td>2.12</td>
<td>3951.13</td>
<td>13.17</td>
<td>0.02</td>
</tr>
<tr>
<td>no scrub</td>
<td></td>
<td>1.80</td>
<td>4487.48</td>
<td>0.00</td>
<td>0.01</td>
</tr>
</tbody>
</table>

2.4 Comparison with Analytic Models

Comparison of the simulation results with results from simple analytic models demonstrates the impact of accounting for workload based factors through simulation. Table 2.5 contains MTTDL figures for three different modeling approaches. The simplest of these models is a three-state Markov model presented in [17]. For an array of $N$ disks, the model assumes independent disk failures, which are its only failure mode, occurring with a mean time to failure of $MTTF_{disk}$. Repairs are performed at a rate of $MTTR_{disk}$. The equation for MTTDL is given by

$$MTTDL_{indep} = \frac{MTTDL_{disk}^2}{N(N+1)MTTR_{disk}}$$

(2.1)

The results from this model overestimate MTTDL since it does not consider write errors.
Table 2.5: Comparison of simple analytic and simulation model results

<table>
<thead>
<tr>
<th>Disk Array Configuration</th>
<th>MTTDL (yr)</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>MTTF</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+14</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+14</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+14</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+14</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+15</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+14</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+13</td>
</tr>
<tr>
<td>600000</td>
<td>1.0E+14</td>
</tr>
<tr>
<td>500000</td>
<td>1.0E+14</td>
</tr>
<tr>
<td>400000</td>
<td>1.0E+14</td>
</tr>
</tbody>
</table>

To provide a more even comparison, another analytic model was developed. This model contained probabilistic representations of workload and write error detection. These probabilities are computed using a Poisson distribution for each type of event that can occur in the system. These are used to determine the probability of a data loss at any instant, and thus, the mean time to data loss. We can see from the results that these numbers are closer to the simulated results, but there is still a significant difference caused by assuming probabilities that are difficult to accurately determine. As an aside, this model took only slightly less time to develop than the simulation model.

2.5 Future Work and Conclusions

Work must continue in the area of RAID analysis through simulation. Probably the greatest immediate need is the characterization of real workloads on real disk arrays. The workload used in this work is an estimation based on observations by engineers working on the development.
of these arrays. Formal analysis of real workloads will provide information for setting up the workload injector in the simulation.

The effect of various scrubbing block selection policies on MTTDL should also be examined. For example, a least frequently read block policy might be effective in reducing error latency in blocks which are not read in the normal workload. Most recently written blocks (or blocks in their vicinity) might be checked to catch write errors quickly. A random scrubbing method might provide an equally effective low overhead solution, and should also be examined. Finally, preventive maintenance cycles, such as a total disk scrub every week, can also be included for realism.

Through this work, we have shown how simulation can be used to develop models which closely represent the realistic mechanisms of a system, such as workload, error detection, and scrubbers. The outcome of performing these simulations is more accurate results, in some cases, drastically different than those obtained analytically. The price for these results is time for model development and simulation execution. However, we have also shown that realistic models can be developed quickly, and techniques such as hybrid simulation for time acceleration can greatly reduce the overhead for execution.
3. ANALYSIS OF A DIRECTORY-BASED CACHE COHERENCE PROTOCOL

Often in the design of a complex system, determining the effect of faults on the operation of a system is a difficult task. Complex interactions of many components may make enumeration of all possible outcomes impossible to achieve. In this case, simulation provides an option to discover these outcomes, and possibly provide feedback on how problems can be recovered from or at least detected.

In this chapter, we will examine the behavior of a complicated directory-based cache coherence protocol under fault conditions. The goal here is to use simulation to determine how a real application is affected by faults. The Stanford DASH multiprocessor system [18, 19] is the architecture modeled and analyzed.

Section 3.1 provides a brief description of the key elements of the DASH architecture modeled. In Section 3.2, the structure of the DEPEND model used in the analysis is outlined. Section 3.3 presents the results from fault injection experiments involving faults in the directory controller. Section 3.4 uses these results to develop methods which improve the fault tolerance of the system. Section 3.5 concludes the chapter and suggests future extensions.
3.1 Stanford DASH

The DASH is a scalable shared-memory multiprocessor developed at Stanford’s Computer Systems Laboratory. The architecture consists a number of processing clusters, each with a portion of the shared memory, connected by a scalable interconnection network, as shown in Figure 3.1. In the prototype, clusters consist of a commercial bus-based multiprocessor system. The system consists of four high-performance processors with two levels of direct mapped caches. Cache coherence is maintained within the cluster using snooping bus protocols.

Sharing of the memory locations located in a cluster with remote clusters is managed by a directory controller (DC). The DC responds to requests from external clusters for memory local to its cluster. It also manages requests from local processors for memory locations external to its
cluster. Coherence throughout the system is maintained by a message-based protocol existing between the cluster directory controllers. Messages containing coherence information, memory requests, and memory replies are passed using separate wormhole-routed mesh networks.

Of interest to this work is the structure of the directory memory. This memory is organized as an array of directory entries, one for each block of local cluster memory. Each entry consists of a bit vector, including one state bit used to indicate whether the block is shared with any of the remote clusters, or if the block is dirty in a remote cluster. A cluster bit for each cluster in the system denotes whether the cluster has a copy of the block in the given state. The DC then uses this information to determine where a valid copy of the data exists, and sends appropriate messages to fulfill the request. We will show how altering the information in this directory memory affects the results of a real algorithm executing on the system.

3.2 Simulation Model

Modeling the DASH to determine the effect of directory memory faults requires implementation of many of the details found in the real machine. This includes creating objects to model each of the basic components in the system, their functional behavior, and the protocols used among them. This section describes the level of detail modeled for each of these objects, as well as how a real application program is executed within the model. Figure 3.2 shows the object layout for the cluster model, including the DEPEND objects from which they were derived.
Figure 3.2: Object configuration of a DASH cluster model, with DEPEND base classes used.

3.2.1 Modeling the memory

The memory actually stores each simulated word of data, either symbolically, or with an actual value. In addition, information about faults and corruption is stored with each word. The symbolic version is useful for simulating memory access patterns without implementing a real program, while the data storing version allows us to actually simulate a run of a simple parallel program, such as Gaussian elimination or QR factorization. Furthermore, information about a word of memory is saved only if that word is actually stored. This reduces memory required by the simulation.
3.2.2 Modeling processors and caches

The processor object is simply a process within the pseudoparallel simulation environment. The code within this process represents the code running on the real processor. The processor can therefore execute real parallel C code, and this feature was used to execute a sample application which executes during fault injections. Memory accesses within the program must be explicitly stated, and therefore, a type of memory management algorithm has been created to mimic that part of the operating system.

The cache object is derived from the memory object. In the simulations, only one cache level is modeled, and this is sufficient since the first-level cache is a subset of the second-level cache. Caches in the simulation are direct mapped as in the prototype machine. Each memory word of the cache contains a cache line and a tag, with address and state information stored in the tag. When a processor object requests a memory location, the cache will check the appropriate memory location, and if it is in the cache, return it after the appropriate amount of simulation type has elapsed, modeling cache latency. If it is not in memory, a request is made to the bus object which relays the request to other caches in the cluster and the directory controller. Inherited from the memory object is the same information on faults and corruption. The caches also implement a snoopy bus protocol to maintain consistency. Implementing this protocol required additional code which interacted with the other objects in the cluster via the bus object. Thus, the caches have a realistic effect, both in reducing latency and creating or propagating corruptions due to faults.
3.2.3 Modeling the directory controller

Each directory controller object also contains a memory object, this time to store the actual directory. State information and bit vectors associated with a particular memory location can be saved and, under a fault, altered. Here note the importance of the fact that only memory words used by the application are actually stored. This feature made feasible the allocation of space for 2M words for each main memory block, 256K words for each cache, and 512K words for each directory controller.

Implemented within this object are the internal algorithms used in the directory controller hardware. A single directory controller object spawns six active processes within the pseudo-parallel run-time environment. These processes are used to handle requests from the local bus and the network objects. Internal queues track outstanding requests and satisfy them when a response arrives from a connected source. The same coherence protocol used by the directory controllers in the real machine is established between directory controller objects in the simulation, and protocol messages are passed via the simulated network described below.

3.2.4 Modeling the network

The network is modeled as a completely separate object from each processing cluster. Thus, it is possible to use a completely different network, for instance, a hypercube instead of a mesh, in different simulations to examine the effect of the network type on the architecture. Links between clusters are modeled using the FT_link2 object provided by DEPEND, and custom router objects route messages through the network. Messages are passed as single packets.
between clusters, and in the experiment performed, it was assumed that no corruptions would occur in these messages.

3.3 Fault Injection Simulation Experiments

Fault injection experiments were performed using the fault injection facilities provided in the simulation model. Since we are concerned with how faults affect the directory-based cache coherence protocol, injections were limited to faults occurring within a cluster directory while a typical application was executing. This section describes the fault model used, the application chosen to run on the simulated machine, and the results obtained.

3.3.1 Fault model

During execution of the sample application, a fault is injected randomly into a random cluster. The effect of the fault is to corrupt a particular word in the directory memory by altering one bit. The bit can be either that storing the state information for the associated main memory word, or one holding information about the caching of the word by a processor in a particular cluster. In either event, loss or alteration of the true information held about that main memory word will occur. The impact on the execution of the sample program is dependent on both the time and location of fault injection. To ensure that the fault did not remain dormant in an unused location, the fault was purposely injected in the next word to be accessed from the directory memory after the time of injection. An extension of this study could examine latency of errors injected in any word, but this issue is not addressed here.
3.3.2 Sample application - matrix multiply

For these experiments, one application was chosen to examine the impact of the directory faults. A parallel matrix multiplication algorithm which multiplies matrices in the form $A \cdot B = C$ is executed on the simulated processors. The matrices used were $256 \times 256$ elements, although larger matrices could easily be used with a penalty of increased simulation time. The specific algorithm used was chosen to generate coherency messages among the clusters, and therefore is not the most efficient method available. The $A$ matrix was distributed among the 64 processors, each writing 4 columns of the matrix. The $B$ matrix, which is used by all processors, is distributed in a similar manner. Each processor must compute one row of the $C$ matrix using its column of the $A$ matrix and every entry of the $B$ matrix. The pattern of memory access causes great demand for writing elements of the $C$ matrix, fully exercising the intercluster cache coherence protocol.

3.3.3 Results

The fault injection experiments were performed for 500 fault scenarios. Three distinct symptoms appeared during the execution of the program. In one case, the fault had no observable impact on the results of the matrix computation. It is possible that the fault was injected on the final access of the main memory word whose entry was corrupted. Another scenario resulting in this case could have been a word in the shared state was corrupted by the addition of another cluster bit marked as having a copy of the main memory word. In this case,
an extra invalidation would be sent to the added cluster, and it would invalidate that word, even though it did not have it. Thus, no impact on the matrix computation would be observed.

Other faults caused a number of entries in the product matrix to be corrupted. These types of faults usually occurred because of a missed invalidation due to a corrupted cluster bit. The processor which had the word cached would therefore use the cached version, even though the word had been altered. These types of faults are potentially the most dangerous, since they produce altered directory entries which appear to be normal to the directory controller. Without some type of checksum information, these faults are not detectable.

Finally, certain bit combinations in the directory word cannot be interpreted by the directory controller. An example of this case is when the directory entry has the state bit as dirty, yet no cluster bit is set to indicate the owner. This could have been caused by either the state bit flipping from zero to one (shared to dirty), or by the cluster bit indicating the owner flipping from one to zero. In either case, the directory controller would not be able to make a decision about what should be done. It is difficult to predict how the real machine would react, but it is assumed that some type of checking to avoid continuance given this situation has been implemented in hardware. The next section details some mechanisms which could be implemented to recover from these types of errors, with as little degradation in performance as possible.

Table 3.1 summarizes the percentage of faults which fell into each of these three categories. The most common type of outcome was that in which no corruption occurred in the results of the computation. This is expected to be lower in most applications, especially when the data are shared by many processors and are frequently written. This is not the case for the
Table 3.1: Distribution of possible fault outcomes for Matrix Multiply

<table>
<thead>
<tr>
<th>Fault outcome</th>
<th>Occurrence</th>
</tr>
</thead>
<tbody>
<tr>
<td>No impact on computations</td>
<td>65%</td>
</tr>
<tr>
<td>Corrupted results</td>
<td>10%</td>
</tr>
<tr>
<td>DC detected fault</td>
<td>25%</td>
</tr>
</tbody>
</table>

algorithm chosen for this example. The second most frequent outcome was failure to complete due to directory controller detection of the error. The corrupted result matrix scenario was least frequent. This is encouraging since these faults can not be easily detected.

3.4 Adding Fault Tolerance to the DASH

The preceding analysis suggests that a certain degree of fault tolerance with respect to certain faults may be incorporated into the architecture. In this section, a method is presented which will make the DASH tolerant to a subset of the examined directory entry corruptions, with only a small degradation in performance over a very short period of time. This is accomplished by algorithmic means in the intercluster coherence protocol, rather than the usual methods of adding CRC checks or other hardware features. This method was chosen for two reasons; the algorithm change would be inexpensive in terms of performance and it would cover a majority of the faults.

The change to the algorithm can be described in two parts: changes to the home directory’s actions and changes to remote actions. Focusing on the remote actions, whenever a directory receives a remote read request for a location it does not own, it puts that request on the bus. In the fault-free case, one of the processors will answer the request. However, in the faulty case,
it may be that none of the processors actually have the data. In this situation, the directory will then NAK the remote request. In addition, if the request was a read-exclusive, all the processors will also invalidate any copies they have of the line. Thus, there are two possible results to this action: one of the processors had the data and the data are being returned, or none of them had the data and a NAK is returned. In either case, if the request was exclusive, all processors invalidated their copy so the given cluster will not have any copies of that location.

The remote actions used a feature already in the algorithm to handle network latency, the NAK command, but the home actions are added. As long as a directory entry is valid, no unusual action is taken. Valid directory entries are those that are shared or those that are dirty with one owning cluster. A request is sent out only to the owning cluster, and when the data are returned, normal operation ensues. If the entry is invalid, however, or if a NAK is received, the home directory knows there has been an error. In that case it broadcasts the request to all clusters (except the requesting one). It then waits until it receives all replies. The replies fall into two different classes: all NAK replies, or one with data and the rest being NAK. In the first case, the directory knows there were no copies of the data remote, and it accesses memory, fetches the data, replies, and resets the directory state accordingly. If it receives a reply, it stores that reply in main memory, and sets the directory entry accordingly.

In examining the cost of this scheme, it is evident that as long as the machine is operating correctly, there is no additional cost to performance. There would also be only a slight increase in the directory control logic. The only cost that is incurred is that of the broadcast when an error is detected. Although a broadcast is significantly expensive, it occurs very infrequently.
The directory always corrects the error once it is detected, and therefore a broadcast happens only once per fault.

This same scheme could also handle permanent faults. The directory would just test the faulty location, once found. If it performed properly, a temporary fault would be assumed, and the algorithm would perform as before. However, if the location were shown to have a permanent fault, it could be mapped to a new memory location.

What kind of errors would this modification cover? Any error in a dirty entry, resulting in either changing the owner of the dirty location or making a dirty location shared. It would also cover some errors in a shared entry. There are two basic errors it could not cover. Any error that removes a cluster from the list of sharing clusters could cause incorrect data to be transferred because any shared entry is valid (nothing can be determined about a shared entry). Also, an error that changes a dirty entry to shared could cause data to be lost. Both cases occur because the home directory cannot tell if a request to a shared location should be broadcast. Any number of clusters are allowed to share a location, and thus there is no way to detect an error. In the first case, if a cluster is removed from the list, that cluster is never invalidated. If the data are changed and that cluster uses its own (incorrect) version again, incorrect data are read. In the second case, errors result when another cluster tries to acquire read-exclusive access. The home directory (thinking the data shared) invalidates everyone and passes the memory copy. However, the dirty copy is the correct one, so incorrect data are read. Finally, note that these are only possible errors. An error is never guaranteed, because incorrect copies may be invalidated or otherwise destroyed without being used.
3.4.1 Results of simulated fault tolerance

The new coherence algorithm was simulated on the same 16 cluster DASH model already discussed. This time, the same 500 simulations of the matrix multiplication were executed, but with the fault tolerant algorithms embedded into the directory controller object. The faults are still injected at the same time and location as in the nonfault tolerant experiments.

As expected, any simulation that ran correctly with no fault tolerance also ran correctly with the changed algorithm. In addition, there were no performance penalties to these routines. Also, all of the simulations that had failed to complete before (due to directory problems) also ran correctly this time. However, these suffered an average performance penalty of 18 cycles due to the broadcasting. Many broadcasts do not add to the latency, because the correct cluster was the one that would have taken the longest anyway. These two cases accounted for 90% of the simulation runs.

The cases that ran to completion but calculated incorrect results, however, continued to yield these incorrect results. The addition of fault tolerance made no difference to these routines. This case included 10% of the simulations.

3.4.2 Explanation of results

The two cases that ran correctly executed as expected. The cost of 18 cycles is probably not realistic, though, because on a heavily used machine, the real cost would be the network contention. For those cases in which an error still occurred, it was found that all of these cases involved errors to shared directory entries. Thus, they cannot be handled by the fault
tolerant protocol additions. Only some kind of CRC or other hardware would be effective. The resulting fault coverage of the algorithm was therefore 90%, an impressive reduction in the number of failures experienced by the algorithm.

3.5 Conclusions and Future Work

In these experiments, only one important fault susceptible area in the system was carefully analyzed. Such a complex system presents many other areas which may have adverse affects on the system when faults occur. One area is the local processor caches. Faults in the cache tags can potentially propagate invalid data throughout the system, much in the way faults in the directory cache can. Analysis of this type of fault is of particular interest. Fault effects can also be examined in the communication mechanisms between and within the clusters, such as corruption of messages or bus lines. Finally, additional corruptions within the directory controller, such as in the remote access cache, can be performed if implementation details are known. In all of these cases, it can be expected that a wealth of information regarding the effects of the faults can be obtained. This can then be used by designers to identify potential sources of fault tolerance, as has been shown with the example presented here.

In conclusion, a successful model was developed to determine the effect of single bit faults on a directory-based cache coherence protocol through simulating a 16-cluster DASH multiprocessor in the DEPEND simulation environment. Fault injection experiments in the directory controller memory resulted in three types of outcomes with respect to the computations being performed. The distribution of these outcomes was presented for a matrix multiply
application. A method for improving the fault tolerance of the DASH with respect to these faults was also presented, and shown to be successful in eliminating the effects of a high percentage of the fault scenarios.
4. IMPACT OF DEPENDABILITY ON PERFORMANCE IN MPP SYSTEMS

In this chapter, the relationship between performance and dependability in a massively parallel supercomputer is studied. A simulation model representing a Connection Machine CM-5-like system is developed. The model has the ability to execute real parallel C programs. Sample applications are used to show how a series of network link failures affects performance. This information could be used for determining the number of failures a system can tolerate before performance has degraded to a point where it is worthwhile to shut down the system and fix faulty components. Also presented is an example of how a simulation approach may reveal unexpected fault scenarios which result in improper operation. For example, the experiments revealed a deadlock condition due to an obscure fault pattern.

The chapter begins with a brief description of the Connection Machine CM-5, which serves as the base architecture for the simulation model used in the experiments. Section 4.2 outlines the structure of the model, including its ability to execute real parallel code and the fault injection process used in model components. Section 4.3 presents the performance results obtained for the network fault injection experiments, as well as a description of the deadlock
condition mentioned above. Section 4.4 summarizes the example and suggests possibilities for further study.

4.1 Connection Machine CM-5

The Connection Machine CM-5, developed by Thinking Machines Corporation of Cambridge, Massachusetts, is a Multiple Instruction Multiple Data (MIMD) supercomputer which utilizes a unique network architecture for interprocessor communication [20]. Each processing node in the CM-5 contains a 32 MHz SPARC processor, 32 MB of memory, and a 128 Mflop vector processing unit capable of processing 64-bit floating point and integer numbers [21]. These processing nodes are typically divided into partitions of various sizes, each with its own control processor to manage the partition’s activity and I/O. Processing nodes are connected using two networks; the control and data networks. A third network, the Diagnostic Network, is used to detect, diagnose, and recover from hardware failures.

The data network is responsible for providing point-to-point communications between processing nodes. This is achieved using the "fat-tree" architecture introduced in [22]. The tree is organized with the processing nodes at the leaves of the tree, and special data routing chips at the internal nodes. The benefit of a fat-tree is that bandwidth is larger between nodes higher in the tree than that between lower nodes. This increases the bisection width and results in a significantly lower number of collisions between messages. A 16 processor fat-tree is shown in Figure 4.1.
The control network's primary function is to provide global broadcasts, scans, and reductions, as well as synchronization among processors. This network is a simple binary tree with the processors in the partition at the leaves. A processor broadcasts a message by sending it up the tree to the root. The message is then sent down each branch, eventually arriving at each processor. Reductions and scans are accomplished by having each processor send its value up the tree. At each tree node, some function (e.g., addition, comparison) is performed on the two values received from each child node. The sum of all these functions arrives at the root where it is then distributed to all nodes.

4.2 CM-5 Simulation Model

A model which accurately models the behavior of a real CM-5 system has been developed to analyze the impact of faults and reconfiguration strategies on system performance for several simple parallel algorithms. The model was developed in C++ using objects from the DEPEND
object library. In many cases, objects provided by DEPEND are customized to more accurately model the real CM-5 components. Each object in the model represents a subsystem component. For instance, there are individual objects for processing nodes, network interfaces, router chips in the networks, and the communication links connecting them. These objects are then connected together to form a complete CM-5 system.

Each component in the model may be injected with a fault which, depending on the type of component, causes the component to discontinue proper service either temporarily or permanently. For example, a processor fails to respond, or a link in the data network corrupts or loses messages. The fault models used for each component in our simulations are described in a following subsection. The model is also totally scalable. The user may select any size CM-5 system by specifying the number of processing nodes and its organization into partitions. The actual model is then constructed to these specifications. This allows a user to analyze the impact of certain faults on machines of various sizes. The model also allows the user to experiment with design changes in an effort to increase dependability. This includes methods to provide component redundancy and evaluate the effect of different sparing policies. Finally, real parallel C or C++ code which use the CMMD message-passing libraries [23] can be executed on the simulated CM-5. Thus we can observe how real applications will behave on the system when faults are introduced.

The following subsections describe in detail the organization of the model and the assumptions used in its development. In addition, a discussion of the fault models used and the execution of real code is included.
4.2.1 Model organization and fault models

In the development of our CM-5 model, we attempted to provide a direct mapping of each CM-5 component to an object in our model. These component objects were then encapsulated into objects which represent subsystems of the CM-5 architecture. These include the processing nodes, network interfaces, Data Network, and Control Network. Figure 4.2 shows the basic structure of the model and the objects it contains. Note that the Diagnostic Network was not included since it does not contribute to the operation of the machine from the user's perspective, which is of most interest in this study. We now describe how each of these four subsystems is modeled using modified DEPEND objects.

A Processing Node (PN) of the CM-5 is simulated with an FT_server object provided by DEPEND. Each PN object has the ability to actually execute real parallel code provided by the user. The user may also opt to simply model the computation time without actual execution. All PNs in a partition of the CM-5 are injected with faults by a single FT_injector object. This allows correlated faults between processors within a partition to be modeled and provides centralized control over all processing nodes in the partition. When a fault occurs, the processing node ejects any jobs in progress and ceases to respond to any requests from outside components.

Message passing is achieved by assigning a Network Interface (NI) object to each PN. An NI object is modeled using FT_server as a basis. A number of FIFO queues reside within the NI object, to queue incoming and outgoing messages. A PN object which wishes to send a message can communicate it to the NI, which may queue them and then send them to the appropriate network. Messages received from either network are queued until the PN decides...
Figure 4.2: System-level diagram of CM-5 model created with DEPEND

to receive it. Like the real machine, each NI has two communication paths to the Data Network, and one to the Control Network. The NI tries to maintain a balance in the Data Network by randomly choosing which of the two paths a message is sent through. If a link or router failure in the Data Network causes one path to be blocked, the NI will send the message through the other path. As with the processing nodes, the network interfaces in a partition are injected with faults using a single FT_injector object. The fault model used in an NI is such that a fault will cause the object to cease responding to requests for the sending or receiving of messages from the PN. The NI also fails to accept messages coming from the network.

The Data Network of the CM-5 is modeled using a number of router chip objects which communicate messages via communication link objects modeled with the FT_link object from the DEPEND library. A Fat-Tree network of router chips (nodes in the tree) is constructed dynamically based on the number of processing nodes specified by the user, with network interfaces connected at each leaf. Each router chip is modeled using the general-purpose
functions of the FT_server along with logic to perform routing of messages travelling through
the network. A decision of which path to send a message is made dynamically at each chip
based on the message address. If the path of choice is not available due to a failure, a rerouting
algorithm is invoked in an attempt to reach the destination via another route. Each router chip
object is connected to four router chips lower in the tree, and two or four chips higher in the tree.
The passing of messages between these chips is performed by sending the message through
FT_link objects, which represent the wires in the actual network. Messages which collide in
a router chip are buffered until the path is free for transmission. When a fault is injected in
a router chip, the router no longer communicates with its links, and all messages buffered in
the router are lost. Faults occurring in the link objects may have the effect of corrupting or
losing message data for transient faults, or failing to accept messages if a permanent fault has
occurred.

Finally, the Control Network of the CM-5 is modeled in a manner similar to that of the
Data Network. A collection of router chip and link objects is connected in this network as a
binary tree, with a network interface object at each leaf. In the Control Network, however,
the logic in each router chip is altered to perform the special message functions to provide
broadcasting, reduction, and combining operations, just as in the real machine. Single source
messages (broadcasts) are sent up the tree from the NI which received the message from a
processing node. At the root of the tree, the message is spread down all branches to each NI in
the partition. Multiple source messages (reduction/combining) are queued at each router chip
object as they come up the tree. A second message is waited for from the other child router,
and when it arrives, the proper reduction function is performed (e.g., addition, multiplication, logical operations). The fault models for the router chips and links in this network are similar to those of the Data Network.

4.2.2 Executing a real workload

An important feature of the CM-5 model is its ability to execute real parallel programs. This allows us to determine the effect of faults on specific applications, in terms of loss of performance or correctness of the results produced. For example, the failure of a router in the data network may invoke a specific routing algorithm which routes messages around the faulty area, causing the messages to take longer to reach their destination. The model provides a means to measure the overhead incurred by this strategy for various applications. Another case may be that a communication link in the network has become faulty and is occasionally corrupting message data. Here the model is useful in first checking the effectiveness of error detection (checksum) mechanisms in the communication hardware. We can then quantify the amount of damage undetected message corruption causes by examining results of the application.

The model executes application code by having DEPEND compile it as a method of each processing node object. The code can then be executed as a separate process by simply calling this method. The only additions to existing code are a simple “create” command, used by the simulation engine, and “use” commands needed by simulation engine to advance the simulation time clock after a block of code has been executed. By advancing the simulation clock, we
void CM_proc::execute()
{
    create ("test");  // start process

    int token, n_procs, my_id;
    my_id = CMMD_self_address();  // get this node's address
    n_procs = CMMD_partition_size();  // find out how many nodes
    use(5.0);  // use CPU for one second
    if (my_id==0) {
        token = 0;
        use(2.0);
        CMMD_send(my_id+1,0,&token,sizeof(int));  // send token to neighbor
        CMMD_receive(n_procs-1,0,&token,sizeof(int));  // wait for token to return
    }
    else {
        CMMD_receive(my_id-1,0,&token,sizeof(int));  // wait for token
        token += my_id;  // add my id to token
        use(3.0);
        CMMD_send((my_id+1)%n_procs,0,&token,sizeof(int));  // send to next one
    }
}

Figure 4.3: Sample parallel program executed on the CM-5 model

model the time a number of statements would actually take to execute. A simple parallel
program is included in Figure 4.3 as an example.

This program sends a message around a logical ring of processors. It could be run on a real
CM-5 as is. The only modifications we have made are the create command at the beginning
and use commands interspersed throughout the program. This program uses CMMD message
passing library functions to send messages through the data network of the CM-5. In the
real machine, these functions create messages which are sent through the network interface hardware to the data network. In the simulated CM-5, these functions have been altered to send the messages through the simulated network interface to the simulated network. There is no external difference between the actual function calls in either syntax or semantics.

The model can also handle several applications running at the same time. A separate process is created for each, and the processing node object maintains context switching between processes based on a selectable scheduling policy. This provides a means for a user to model a sample workload consisting of a mix of applications arriving at various times throughout the simulation run.

4.2.3 Fault injection process

Fault injection experiments may be constructed in many ways. The basic steps that are necessary in a typical experiment are outlined below.

1. The size of the system, number of partitions, and a workload (if desired) must first be specified. The model can then be constructed.

2. The distribution and rate of fault injection for each object is set. Injection may be either automatic by the fault injector objects or may be manual. A single method allows any object in the system to be manually injected at any time.

3. Rates of repair or special repair functions have to be set. Once again, repairs are done either automatically by the fault injectors or manually.
4. Specify any additional measurements to be made (DEPEND objects keep most of the needed statistics). Also, criteria for ending the experiment must be established (time, number of faults, system crash).

5. Execute the model with a selected random number seed.

Execution of the workload begins with computation and message passing just as in the real CM-5. Unfortunately, since one workstation is doing the work of \( n \) processing nodes, the actual execution time of the workload is much greater. However, experiments running simple workloads have provided insight into the behavior of a CM-5-like system under faults. We present some of the more interesting results in the following section.

4.3 Experimental Results

A number of experiments were performed using the CM-5 simulation model. This section focuses on the results from one particular class, failures in the data network links. The results presented demonstrate the impact of faults on performance of massively parallel systems, as well as the need to simulate a system in the design phase to uncover overlooked problems that result from a combination of faults.

4.3.1 Effect of link faults on Data Network performance

The discovery of a faulty link in the Data Network requires the rerouting of messages through a properly functioning link. The obvious effect of rerouting is some loss of bandwidth and higher network congestion around the fault. It is expected that an application which sends
messages which normally traverse the faulty link will suffer some loss in performance due to the rerouting procedure. If this link failure cannot be repaired within the interval before another link fails (either because the machine cannot be brought down for repair or because the next fault occurs a short time later), the performance of the application may degrade further. Since typical maintenance periods are about one week for large machines, it is likely that several failed links may coexist for a period of time. The question for the operator is whether the system performance is so degraded that the system should be brought down for immediate maintenance, or whether the unplanned outage is too costly in terms of the amount of computation time lost. This problem is addressed by a series of experiments performed on the Data Network of our CM-5 model. While running a particular application, link faults were introduced into the system one at a time. After each injection, the times for the communication portions of the applications were measured to observe the effect of the faults on the performance. To determine which levels of links in the network have the greatest impact when they fail, injections were performed at each level of a 64-processor system.

Figure 4.4 shows the resulting percentage increase in communication time for each application for a number of faults injected in certain levels of the network. For each experiment, faults were injected at the target level until the network was no longer able to deliver the message to its destination.

Figure 4.4(a) contains the results for link fault injections while running the Total Exchange algorithm. In this algorithm, each processing node collects a value from every other processor one at a time. The largest number of collisions occurs at the routers right above the destination.
Figure 4.4: Effect of consecutive link faults on algorithm performance

node. Therefore, we expect communication time to be affected most by the loss of a link at the lowest level of the network, where it is needed most. We see that our simulations showed a nearly 20% increase in communication time for each fault at this level. Since congestion is less and the bandwidth is higher at the higher levels in the network, it is expected that fewer messages would be affected by link faults there. Our results verify this assumption, and provide quantitative information about the communication time increase.

Figure 4.4(b) shows the communication time increase for loss of links while running a Gaussian elimination program. Since this version of the program uses a scattered method of data distribution, we can expect to see sets of processors exchanging rows and columns of the matrix [24]. The broadcast of the pivot value can be handled by the Control Network so that that section of the algorithm is not affected by the link faults injected. The typical communication pattern for each iteration will involve disjoint sets of 8 processors. One processor from each
group communicates its row or column values to each member in its set. Since this method balances the load on the processors and on the Data Network, it is expected that a message could be rerouted around a link fault anywhere in the network without causing excessive collisions. Figure 4.4(b) shows this to be the case. With even seven or eight faults, little performance loss occurs (0-3%). Since the higher levels of the network are utilized frequently with algorithms, a high number of faults eventually begin to have an impact, as shown by the sudden rises in the level 2 and level 3 curves.

An ideal follow-up experiment would be to generate a realistic sample workload consisting of typically used programs, and repeat these experiments to gain an overall view of how this type of network performs under these faults. The experiments presented here stress the fact that some applications may not be affected at all by network faults, while others suffer greatly. In addition, the location of the fault is also shown to be of importance when considering these effects.

4.3.2 Deadlock due to link fault scenarios

When routing in a network is performed locally at each router, rerouting of messages may be performed by the router when it discovers or is informed of the failure of a connected link. The router chooses an alternative link through which the message may reach its destination. The routing algorithm used to achieve this is dependent on the network topology and the existing faults surrounding the router. Usually it is not difficult to devise such an algorithm which will successfully bypass the faulty link. However, when a number of links in the network have
suffered failures, a local routing scheme may result in deadlock if knowledge of failed links not connected to the router is not made available. During our link fault experiments, it was discovered that certain combinations of faulty links resulted in a deadlock situation, where messages would bounce between routers without ever reaching their destinations. The routing algorithm and fault scenario which triggered the deadlock are explained here. It should be clearly noted that this type of rerouting strategy is not the same one implemented in the real CM-5 machine. Implementation of the messages in the real machine does not allow this type of rerouting to exist, and therefore the deadlock problems described will not occur in reality. However, for general network problems, this strategy is not unreasonable, and the deadlock problems described below could exist in this type of system.

When a router determines that the message should be sent through a link which has failed, it must choose an alternative. In the Data Network, a message that should go up the tree can be sent to any other link and reach its destination in the same amount of time. Messages which are travelling down the network can be sent down only one path to the destination without taking a longer detour. If this path is blocked, a logical choice would be to accept this penalty by sending the message down another link.

Figure 4.5 shows a potential link fault scenario in which a rerouting algorithm, which is successful for most faults, fails. A message located in the router labeled START is trying to reach the processing node (or network interface) labeled DEST (node 11). Three links, labeled 1, 2, and 3, in the level separating the routers from the nodes have failed, as indicated by the X marks. Since the links are close in proximity, it is likely that they all could have been damaged
by a clumsy operator who scratched the network board the lines resided on, causing an open
circuit for those connections. The first choice of the router would be to send the message along
link 1 directly to the destination. When the router discovers (possibly after several retries) that
it cannot send the message through link 1, it will select an alternate. The algorithm used simply
chooses the first available link to the right of the failed link (wrapping around to the leftmost
link if the rightmost link fails, as is the case here). In this example, the message would be
sent to node 8. This node would realize that the message was not intended for it, and would
try to send it up the network via an upward link other than the one it originated from. This is
where the first problem occurs. The other upward link is link 3, which is failed. Node 8 has no
alternative other than sending the message back up the link it came from, in hopes that another
path can be found. When router START receives the message for the second time, it may try to
send the message down link 1 again, since it does not know that this is not a message originating
from node 8 unless some sort of costly state information is kept about each message which
passes through the router. Since the message cannot be sent down link 1, the naive algorithm
would send it back down to node 8. If we restrict messages from being sent back down their
paths of origin, this easily solves this problem. If we skip that path and choose the next one,
the message will be sent to node 9. Node 9 cannot send the message up its other upward link
(link 2) because it has failed. It too sends it back to router START. Unfortunately, the router
cannot send the message down link 1 as it wishes again, so it chooses to send it down to node
8. It does not know that some time ago it already tried this path, and to store this information is
unreasonable. Thus, the whole cycle will start again and the message will never be delivered.
The unfortunate reality here is that a path does exist, through node 10. The method of selection chosen, however, results in deadlock when these faults exist.

The discovery of deadlock under multiple link faults demonstrates the need for simulation in the design phase of massively parallel systems. As systems become more complex, the difficulty in enumerating all possible fault scenarios increases. If the algorithms implemented in the hardware are susceptible to a particular set of faults which are not considered, the resulting effects may be disastrous. Proper simulation will reveal such cases before the hardware is put into production.

4.4 Conclusions and Future Work

In this section, it has been shown how dependability of a system affects its performance. The link failure example demonstrates the effect of rerouting strategies in the data network, and provides insight as to when an operator should decide to bring down a crippled machine for
repairs. Furthermore, the experiments showed an obscure shortcoming in the rerouting strategy used when a certain pattern of link faults exists. An experiment like this performed in the early design phase could prevent costly problems later.

Obviously, this class of link faults represents only a small part of the total possible faults in the system. The effects of router and processor failures may also produce interesting results. The question of efficient software execution is also important, since only small algorithms running for a small period of time are possible. Simulating systems larger than 64 processors tends to be troublesome as well, due to the large computing resources required. Parallel simulation methods, which map the model of the system across the nodes of a parallel machine, could help alleviate this. Initial tests indicate that models of this type are highly parallel, especially when executing code that does not involve a high degree of message passing.
5. CONCLUSIONS

5.1 Summary

The three significantly different case studies presented in this thesis provide strong evidence of the useful results that can be obtained using the simulation facilities provided by DEPEND. By modeling the actual algorithms and protocols governing these systems, as well as realistic workloads executing on them, we can obtain insight into the system behavior under fault conditions. This is especially important when the system is too large and complex to allow for enumeration of all possible faulty outcomes. Typically this information can be used to develop design modifications to improve fault tolerance, as is evident in the DASH example.

Also demonstrated in this work are methods of creating proper simulation models for the problem at hand. Modeling a system at the right level of detail and with a clear objective at the start of the modeling process proved to be the most effective method. While the simulation approach may take a fair amount of development and execution time, the benefits in terms of
increased possibilities for analysis and accuracy of results should be clear from the case studies presented in this work.

5.2 Future Work

Future work in the analysis of the systems modeled has been described at the end of each chapter. In this section, a number of suggestions are made for further study in the area of dependability analysis through a simulation model approach.

A major area in need of exploration is software fault analysis. With increasing component reliabilities, a greater percentage of critical failures occur in the system software. This work did not examine faults in the software. Large amounts of real software can not be included in the actual simulation due to simulation time constraints. Therefore, some type of abstraction capturing the behavior of the software under faults, without executing it, is necessary to do this analysis. Performing this abstraction is not a simple task, however, and must be the subject of further study.

Another interesting problem that occurred in the model development stage involved specifying the relationships among the various components in the system. One example of this results from the physical connections between components. In real machines, architectural components exist on the same circuit board, and this board is the minimal unit of repair. Such a field replaceable unit or FRU, as they are commonly called, has the characteristic that if one chip or subunit fails, all components on the FRU are replaced, not just the failed unit. This relationship must be specified and managed within the dependability simulation package.
Other dependency relationships include those centering on power or connectivity. A group of components will not function properly unless their power source is available. When the power source fails, all dependent components must be inactivated. DEPEND does not address this class of intercomponent dependencies, and a way to remove the burden of incorporating this into the simulation must be removed from the user, once specified.

A final class of problems focuses on reducing simulation execution time. Large systems, such as those analyzed in this work, are requiring more and more computing resources to generate accurate models. It was shown in the RAID example how simple acceleration techniques can drastically improve performance of the simulation. Traditionally, however, these techniques are incorporated on a case by case basis. Formal techniques which will allow automation of this process must be researched. One possibility may lie in hierarchical modeling. If a dependability model can be specified in various levels of detail, slow executing detailed component models can be used only at critical times in the simulation, while higher-level models can be used the majority of the time. Also, if information from lower level models can be extracted to higher-level models, precious execution time can be saved. Without further work in this area, it is unlikely that this type of modeling will be feasible for larger machines developed in the future.
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