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ABSTRACT

This document presents the components and algorithms of the Software Management Environment (SME), a management tool developed for the Software Engineering Branch (Code 552) of the Flight Dynamics Division (FDD) of the Goddard Space Flight Center (GSFC). The SME provides an integrated set of visually oriented experienced-based tools that can assist software development managers in managing and planning software development projects. This document describes and illustrates the analysis functions that underlie the SME’s project monitoring, estimation, and planning tools. SME Components and Algorithms is a companion reference to SME Concepts and Architecture, and Software Engineering Laboratory (SEL) Relationships, Models, and Management Rules.
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SECTION 1—INTRODUCTION

The Software Management Environment (SME) is an interactive management tool developed under the sponsorship of the Software Engineering Laboratory (SEL) at the National Aeronautics and Space Administration's Goddard Space Flight Center (NASA/GSFC). The tool supports a key set of experience-based functions that utilize software metrics to assist software development managers in actively tracking and evaluating the status of their projects.

The SME provides a range of visually oriented features to help software managers observe the progress of an ongoing project, compare the project to other efforts or to models of how projects normally behave in the environment, predict the probable future behavior of the project, analyze the project's strengths and weaknesses, assess the project's quality relative to previous efforts, and examine "what if" scenarios by varying the project's plan. These functions rely not only on software measurement data collected for the development project by an ongoing SEL measurement program, but also on the organizational experience gained on past development projects in the environment which can be used to understand and manage current projects.

1.1 PURPOSE

This document presents a detailed description of the information and algorithms used within the SME to perform these functions for the manager. Its main purpose is to capture how the SME automates key management functions using local data and experience. As a result, the document focuses primarily on the logical steps required to accomplish those functions. Detailed implementation-specific issues (such as standard searching and sorting algorithms, methods of generating menus and windows, or steps for obtaining user input) are not addressed.

The material covered complements information appearing in two previously issued SEL documents—Software Management Environment (SME) Concepts and Architecture (Reference 1) and Software Engineering Laboratory (SEL) Relationships, Models, and Management Rules (Reference 2). Serving as a companion reference, this document provides a bridge between the two earlier documents by illustrating how one can use research results and past experience within the conceptual framework of a software management tool.

1.2 AUDIENCE

This document is intended for use by individuals and organizations interested in understanding the internal algorithms and techniques employed in SME management functions. While the SME has been constructed specifically for the flight dynamics environment at GSFC, the concepts and functionality described in this document readily apply in any software development environment. The SME can serve as a model for other software development organizations wishing to implement a similar measurement-oriented, integrated management tool based on local experience.

Individuals who require only an executive summary of the concepts and functionality of the SME may read the material in each section through the second-level headings. Those readers desiring additional information about SME components and management functions
Section 1—Introduction

should read each section through the third-level headings. Those who wish to examine detailed component information and algorithms can reference the entire document for a comprehensive view.

1.3 ORGANIZATION

The remainder of the document is organized as follows:

- Section 2 discusses the major components used to represent information and experience within the tool. These components serve as the elemental building blocks of data referenced by the various SME functions.
- Section 3 describes the major management functions supported by the tool and the algorithms used within those functions. These functions rely on the components described in the previous section for information on an ongoing project as well as for the collective experience from past development efforts.
- Appendix A provides an alphabetic list of all general-purpose and function-specific services defined and referenced in the document.

1.4 NOTATION

Throughout these sections, this document uses a set of standardized conventions to help the reader easily identify items that are discussed in another part of the document. These conventions are as follows:

<table>
<thead>
<tr>
<th>Convention</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>![Measure Model]</td>
<td>A shadowed box containing text, within a figure, is used to label information obtained from a major component defined in Section 2. The text appearing in the box identifies the name of the component.</td>
</tr>
<tr>
<td>![Predicted Schedule]</td>
<td>A rounded box containing text, within a figure, is used to label information that derives from a major component or represents an intermediate result. The text appearing in the box identifies the related information.</td>
</tr>
<tr>
<td><em>Convert Date to Phase</em></td>
<td>Italicized text appearing within the steps of an algorithm refers to a general-purpose or function-specific service, defined elsewhere in the document, that is used with a major component or function. Additional information on the service may be found in the section that addresses its associated component or function. Appendix A cross-references all defined services by name.</td>
</tr>
</tbody>
</table>
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Understanding the SME's functionality begins with a firm understanding of the major components used to represent information and experience within the tool. These components serve as the elemental building blocks of data referenced by the various SME functions. When characterized by the source of the information they provide to the SME, these components fall into four categories. The first is project data from the SEL database. This data encompasses measurement and planning data collected as part of ongoing SEL measurement activities for current projects, as well as historical measurements from past projects. The second is research data consisting of models, relationships, and quality definitions that describe the development environment. This information captures the behavior of normal projects in the environment and provides the basis for predicting and estimating key project parameters. The third is management rules that embody knowledge from experienced managers required to analyze measurement data and determine a project's strengths and weaknesses. These rules form the expert analysis portion of the SME and represent lessons learned in interpreting and analyzing metrics collected on past projects. The fourth is management data supplied interactively by users of the SME. This information constitutes additional data intended to support what-if scenarios or to specify subjective knowledge about projects that can only be obtained from the manager.

Table 2-1 summarizes the major components used by the SME, organized into these four basic categories by source.

Table 2-1. Major Components Used by the SME

<table>
<thead>
<tr>
<th>SOURCE</th>
<th>COMPONENT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Data</td>
<td>Project List</td>
</tr>
<tr>
<td></td>
<td>Measure List</td>
</tr>
<tr>
<td></td>
<td>Profile List</td>
</tr>
<tr>
<td></td>
<td>Project/Measure Availability List</td>
</tr>
<tr>
<td></td>
<td>Project/Profile Availability List</td>
</tr>
<tr>
<td></td>
<td>Schedule Data</td>
</tr>
<tr>
<td></td>
<td>Measure Data</td>
</tr>
<tr>
<td></td>
<td>Profile Data</td>
</tr>
<tr>
<td></td>
<td>Estimates Data</td>
</tr>
<tr>
<td></td>
<td>Project Characteristics</td>
</tr>
<tr>
<td>Research Data</td>
<td>Schedule Models</td>
</tr>
<tr>
<td></td>
<td>Measure Models</td>
</tr>
<tr>
<td></td>
<td>Profile Models</td>
</tr>
<tr>
<td></td>
<td>Estimate Set Models</td>
</tr>
<tr>
<td></td>
<td>Attribute Definitions</td>
</tr>
<tr>
<td>Management Rules</td>
<td>Knowledge Base</td>
</tr>
<tr>
<td></td>
<td>Rule Base</td>
</tr>
<tr>
<td>Management Data</td>
<td>Alternative Plans</td>
</tr>
<tr>
<td></td>
<td>Phase Estimates</td>
</tr>
<tr>
<td></td>
<td>Subjective Data</td>
</tr>
</tbody>
</table>
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2.1 PROJECT DATA

The SME relies on the SEL database as the source of project-specific measurement and planning data collected for all software projects within the local development environment. In addition to planned project schedules and estimates, the SEL database includes weekly measurements of basic items such as the effort expended on a project, the size of the ongoing project in both lines of code and number of modules, the amount of computer resources used on a project, the number of errors uncovered, and the number of changes made to the source code. Other information collected and stored in the SEL database covers more detailed measurements of development projects, including items such as number of modules designed, number of open problem reports, the source of software changes and errors, and the amount of time spent uncovering and repairing errors. In short, the SEL database provides a wide spectrum of up-to-date information on current projects, as well as historical information on past projects. Specific details on the various types of information in the database, as well as how that information is collected, may be found in *Data Collection Procedures for the Software Engineering Laboratory (SEL) Database* (Reference 3).

The SME uses project data extracted on a weekly basis from the SEL database in all of its analysis, comparison, prediction, and assessment functions. The data provides the fundamental information that characterizes and describes the behavior of current projects being tracked with the SME. Furthermore, data from completed projects provides an historical reference for making comparisons, creating models, and identifying applicable management rules.

Table 2-2 summarizes the major components referenced by the SME as project data. Each component maps to a particular type of data obtained from the SEL database and is identified with a specific purpose. As a general rule, the first five components serve to identify and locate the project data, while the last five types of components contain project-specific information for each project.

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project List</td>
<td>Identifies the names of all available projects</td>
</tr>
<tr>
<td>Measure List</td>
<td>Identifies the set of defined software development measures</td>
</tr>
<tr>
<td>Profile List</td>
<td>Identifies the set of defined profiles of each measure</td>
</tr>
<tr>
<td>Project/Measure Availability List</td>
<td>Identifies what measure data exists for each project</td>
</tr>
<tr>
<td>Project/Profile Availability List</td>
<td>Identifies what profile data exists for each project</td>
</tr>
<tr>
<td>Schedule Data</td>
<td>Captures the manager's planned project schedule</td>
</tr>
<tr>
<td>Estimates Data</td>
<td>Captures the manager's planned completion estimates</td>
</tr>
<tr>
<td>Measure Data</td>
<td>Captures actual project values over time of defined measures</td>
</tr>
<tr>
<td>Profile Data</td>
<td>Captures actual project values over time of defined profiles</td>
</tr>
<tr>
<td>Project Characteristics</td>
<td>Captures key objective facts that characterize a project</td>
</tr>
</tbody>
</table>

The following sections provide detailed information on each of these components.
2.1.1 Project List

Purpose

Identifies the names of all projects available for access through the SME.

Description

The project list is an alphabetized table containing the names of all projects, both ongoing and completed, that may be examined using the SME. The list defines all available projects that the user may choose as the project of interest. A project name can appear in the list if and only if a file containing schedule data exists for that project. The SME uses the project name as a starting point for identifying, locating, and referencing all project data associated with a project.

Source

Created by the SME during initialization based on the existence of project data files

Assumptions

- Each project in the list must have a schedule
- The existence of a schedule for a project implies the existence of an estimate set containing at least one nonzero estimate
- The existence of a schedule also implies the existence of nonzero measure data for at least one measure

Instances

The SME creates one project list, which exists only for the duration of the SME session.

Structure

Table with one column—project name. Each row in the table contains the name of a single project.
2.1.2 Measure List

**Purpose**

Identifies the set of fundamental software development measures used by the SME.

**Description**

The measure list is a table containing the names (and codes) of all fundamental software development measures that may be referenced using the SME. The SME defines a set of eight basic measures that managers in this environment use to track and judge project progress. The SME uses the list in locating and referencing the measure data and measure models that are available. Consolidating the names of all defined measures in one list facilitates changing or extending the list to accommodate new measures or other development environments.

**Source**

Defined as part of the SME

**Assumptions**

- Any measure data accessed by the SME will correspond to one of the defined measures in the list
- A one-to-one mapping exists between the defined measures and the set of measure models used for a given project type
- A one-to-one mapping exists between the defined measures and the entries in an estimate set model

**Instances**

The SME defines one measure list.

**Structure**

Table with two columns—measure code and measure name. Each row in the table defines a single measure, identified by a measure code and an associated descriptive measure name.

<table>
<thead>
<tr>
<th>Measure Code</th>
<th>Measure Name</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>CPU Hours</td>
</tr>
<tr>
<td>EFF</td>
<td>Total Staff Hours</td>
</tr>
<tr>
<td>LOD</td>
<td>Lines of Code</td>
</tr>
<tr>
<td>MCH</td>
<td>Modules Changed</td>
</tr>
<tr>
<td>MCD</td>
<td>Module Count</td>
</tr>
<tr>
<td>RCH</td>
<td>Reported Changes</td>
</tr>
<tr>
<td>RER</td>
<td>Reported Errors</td>
</tr>
<tr>
<td>RUN</td>
<td>Computer Jobs</td>
</tr>
</tbody>
</table>
2.1.3 Profile List

**Purpose**

Identifies the types of profile data used by the SME for specific measures.

**Description**

The profile list is a table containing the names, codes, and associated measure of all types of profile data that may be referenced using the SME. Profile data takes an associated measure and breaks it down into two or more discrete categories. Thus, each profile must be associated with a measure. The SME defines a set of four profiles that the software uses primarily in assessing a project's overall health, stability, and reliability. These four profiles can also be used by managers to track and judge a project's progress. The SME uses the list in locating and referencing the profile data and models that are available. Consolidating the names of all defined profiles in one list facilitates changing or extending the list to accommodate new profiles or other development environments.

**Source**

Defined as part of the SME

**Assumptions**

- Any profile data accessed by the SME will correspond to one of the defined profiles in the list
- A one-to-one mapping exists between the defined profiles and the set of profile models used for a given project type

**Instances**

The SME defines one profile list.

**Structure**

Table with three columns—measure code, profile code, and profile name. Each row in the table defines a single profile, identified by a unique profile code, its associated measure, and an associated descriptive profile name.

![Profile List for the SME](image)
2.1.4 Project/Measure Availability List

Purpose

Identifies what measure data exists for each project.

Description

The project/measure availability list is a table of boolean flags that indicates what measure data is available for each project. Each row in the table contains information related to one project specified in the project list. Each column that is associated with a boolean flag corresponds to one measure defined in the measure list. A measure is flagged as available for a given project if and only if a file containing data for that particular measure and project exists. The SME uses the list in determining what measures are available for a project.

![Figure 2-4. Project/Measure Availability List for the SME](image)

Source

Created by the SME during initialization based on the existence of project data files

Assumptions

- A one-to-one mapping exists between the rows in the table and the projects in the project list
- A one-to-one mapping exists between the columns of boolean flags in the table and the measures defined in the measure list
- Table entries flagged as "TRUE" identify the measures that are accessible by the SME for a given project

Instances

The SME creates one project/measure availability list, which exists only for the duration of the SME session.

Structure

Table of boolean flags with one row for each project in the project list and one column for each defined measure. An individual row in the table indicates which measures are available for the project identified for the row.
2.1.5 Project/Profile Availability List

Purpose

Identifies what profile data exists for each project.

Description

The project/profile availability list is a table of boolean flags that indicates what profile data is available for each project. Each row in the table contains information related to one project specified in the project list. Each column that is associated with a boolean flag corresponds to one profile defined in the profile list. A profile is flagged as available for a given project if and only if a file containing data for that particular profile and project exists. The SME uses the list in determining what profiles are available for a project. Note that if data exists for a given profile, data inherently exists for the profile's associated measure.

<table>
<thead>
<tr>
<th>Project Profiles</th>
<th>RCH1</th>
<th>RCH2</th>
<th>RER1</th>
<th>RER2</th>
</tr>
</thead>
<tbody>
<tr>
<td>PROJECT1</td>
<td>T</td>
<td>T</td>
<td>F</td>
<td>T</td>
</tr>
<tr>
<td>PROJECT2</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>PROJECT3</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
<tr>
<td>PROJECT4</td>
<td>F</td>
<td>T</td>
<td>T</td>
<td>F</td>
</tr>
<tr>
<td>PROJECTn</td>
<td>T</td>
<td>T</td>
<td>T</td>
<td>T</td>
</tr>
</tbody>
</table>

Figure 2-5. Project/Profile Availability List for the SME

Source

Created by the SME, as needed, based on the existence of project data files

Assumptions

- A one-to-one mapping exists between the rows in the table and the projects in the project list
- A one-to-one mapping exists between the columns of boolean flags in the table and the profiles defined in the profile list
- Table entries flagged as "TRUE" identify the profiles that are accessible by the SME for a given project

Instances

The SME creates one project/profile availability list, which exists only for the duration of the SME session.

Structure

Table of boolean flags with one row for each project in the project list and one column for each defined profile. An individual row in the table indicates which profiles are available for the project identified for the row.
2.1.6 Schedule Data

**Purpose**

Captures a chronological record of the project's schedule as planned and periodically updated by the manager.

**Description**

Schedule data is a list of all schedules submitted by a manager for a project over the project's life cycle. The individual schedules in the list are maintained in chronological order by submission date with the most recent submission identifying the default "current" schedule. Each schedule in the list specifies the planned start and end dates of each phase in the software development life cycle. Since the SME follows the SEL database's use of a traditional waterfall life cycle, the SME currently uses a set of four contiguous, non-overlapping phases: design, code and unit testing, system testing, and acceptance testing. By specifying phases in this manner, the schedule implicitly defines the start and end dates for the entire project.

**Source**

Collected by the SEL from the manager via Project Estimates Forms (PEFs); subsequently extracted from the SEL database for the SME

**Assumptions**

- Projects follow a traditional waterfall life cycle with four serial, non-overlapping phases
- The phases in a schedule map to the phases defined in the schedule model for the corresponding project type

**Instances**

One schedule data file is required for each project.

**Structure**

Collection of schedule records. Each schedule record consists of a submission date and a table with three columns—phase name, phase start date, and phase end date. Each row in the table supplies the dates for a single phase.

The following section delineates a set of general-purpose services commonly associated with schedule data.
2.1.6.1 General-Purpose Use of Schedule Data

The SME incorporates a set of general-purpose services commonly used with schedule data. The services are requested by various high-level SME functions to perform specific actions associated with schedules. These services include

- *Get Scheduled Phase Dates*—Obtains the start and end dates for a given phase from a specified schedule.
- *Get Project Dates*—Obtains the start and end dates planned for the project from a specified schedule.
- *Get Schedule*—Obtains the schedule that was in effect on a given date (if no date is specified, obtains the most recent schedule).
2.1.7 Measure Data

Purpose

Captures the actual recorded behavior over time of a fundamental software development measure such as lines of code, effort, or software errors.

Description

Measure data is a chronological record of the actual values collected on a project for a single specific measure over the development life cycle. For any given project, the SME references measure data for one or more of the eight key measures defined in the measure list. The measure values in the data are zero at the start of a project and cumulative measure values to date are subsequently recorded at a fixed sampling frequency. By convention, the SME uses measure data recorded on a weekly basis to match the sampling frequency of SEL data collection activities. The measure values stop at the most recent sampling date for ongoing projects, but continue through the end of the project for completed projects.

Source

Collected by the SEL via forms and automated data collection tools; subsequently extracted from the SEL database for the SME.

Assumptions

- At project start, all measure values are zero
- The measure values are recorded on a weekly basis with one value per week (no time gaps exist in the data)
- Each project collects measure data for at least one measure

Instances

One measure data file may exist for each defined measure per project, as noted in the project/measure availability list.

Structure

Table with two columns—date of sample, measure value. Each row in the table describes the actual cumulative value observed for the measure on the sampling date.
2.1.7.1 Representative Measure Data

The SME references measure data for one or more of the eight defined measures for each project. This data encompasses

- Effort Data
- Lines of Code Data
- Module Count Data
- Computer Hours Data
- Computer Runs Data
- Changed Modules Data
- Reported Changes Data
- Reported Errors Data

The following sections present a representative set of data for the eight measures. The samples depict measurements for an ongoing project.
2.1.7.1.1 Effort Data

Effort data provides weekly measurements of the actual expenditure of effort in staff hours on a project. The effort represents all hours expended by programmers and line management, but excludes all project management and service hours. The information is collected via SEL Personnel Resource Forms (PRFs).

Note: The measurements will typically cover the entire development life cycle from project start through project end.

Figure 2-8. Effort Data for an Ongoing Project

2.1.7.1.2 Lines of Code Data

Lines of code data provides weekly measurements of the actual generation of lines of code in SLOC on a project. This measure reflects the number of records in the project's controlled source library. The information is collected via an automated tool that examines project libraries and is recorded on SEL Services/Products Forms (SPFs).

Note: The measurements will remain at zero until the project begins placing source code under configuration control in the project's source library. This typically occurs near the beginning of the code and unit test phase.

Figure 2-9. Lines of Code Data for an Ongoing Project
Module count data provides weekly measurements of the actual number of modules generated on a project. This measure reflects the number of members in the project's controlled source library. The information is collected via an automated SEL tool that examines project libraries and is recorded on SEL SPFs.

**Note:** The measurements will remain at zero until the project begins placing source code under configuration control in the project's source library. This typically occurs near the beginning of the code and unit test phase.

Computer hours data provides weekly measurements of actual computer usage in CPU hours by a project. This measure reflects values from all computers used by the project, normalized to account for different processor speeds. The information is collected by computer system accounting software and recorded on SEL SPFs.

**Note:** These measurements are particularly sensitive to the development process being applied, but do exhibit useful trends within similar classes of projects.
2.1.7.1.5 Computer Runs Data

Computer runs data provides weekly measurements of actual computer usage in terms of the number of jobs submitted by a project. This measure reflects jobs submitted on all computers used by the project. The information is collected by computer system accounting software and is recorded on SEL SPFs.

Note: These measurements are particularly sensitive to the development process being applied, but do exhibit useful trends within similar classes of projects.

2.1.7.1.6 Changed Modules Data

Changed modules data provides weekly measurements of the actual number of module changes occurring on a project. This measure reflects the number of module versions in the project's source library, minus the number of baseline members. The information is collected via an automated SEL tool that examines project libraries and is recorded on SEL SPFs.

Note: The measurements will remain at zero until the project begins modifying source code that resides under configuration control in the project's source library. This typically occurs in the code and unit test phase.
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2.1.7.1.7 Reported Changes Data

Reported changes data provides weekly measurements of the actual number of logical changes reported for a project. This measure reflects the number of SEL Change Report Forms (CRFs) submitted to date for a project.

Note: The measurements will remain at zero until the project begins modifying source code that resides under configuration control in the project’s source library. This typically occurs in the code and unit test phase.

Figure 2-14. Reported Changes Data for an Ongoing Project

2.1.7.1.8 Reported Errors Data

Reported errors data provides weekly measurements of the actual number of logical changes reported as being due to an error that occurred on a project. This measure reflects the number of SEL CRFs submitted to date on which the type of change is listed as error correction.

Note: Reported error measurements will remain at zero until the project begins correcting source code that resides under configuration control in the project’s source library. This typically occurs in the code and unit test phase.

Figure 2-15. Reported Errors Data for an Ongoing Project
2.1.8 Profile Data

**Purpose**

Captures the actual recorded behavior over time of a software development measure using an associated profile such as effort to isolate changes or effort to correct errors.

**Description**

Profile data is a decomposition into discrete categories of a particular development measure to further characterize that measure's behavior over the development life cycle. The profile values in the data are zero at the start of a project and cumulative profile values to date are subsequently recorded at a fixed sampling frequency. As with measure data, the SME uses profile data recorded on a weekly basis to match the sampling frequency of SEL data collection activities. The profile values stop at the most recent sampling date for ongoing projects, but continue through the end of the project for completed projects.

**Source**

Collected by the SEL via forms; subsequently extracted from the SEL database for the SME.

**Assumptions**

- At project start, all profile values are zero
- The profile values are recorded on a weekly basis with one value per week (no time gaps exist in the data)
- The existence of profile data associated with a measure implies that measure data exists for that measure

**Instances**

One profile data file may exist for each defined profile per project, as noted in the project/profile availability list.

**Structure**

Table with multiple columns—date of sample, and one column per profile value. Each row in the table describes the actual cumulative values observed in the profile's defined categories on the sampling date. Additionally, the horizontal sum of the profile values taken on any given date will equal the observed value of the associated measure on the same date.
2.1.8.1 **Representative Profile Data**

The SME references profile data for up to four defined profiles for a project. This data encompasses

- Effort to Isolate Change Data
- Effort to Implement Change Data
- Effort to Isolate Error Data
- Effort to Correct Error Data

The following sections present a representative set of data for the four profiles. The samples depict measurements for an ongoing project.
2.1.8.1.1 Effort to Isolate Change Data

Effort to isolate change data provides weekly measurements that record reported changes by the effort expended in isolating the change. The profile partitions the reported change data into five categories—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown. The information is collected via SEL CRFs.

Note: The measurements will remain at zero until the project begins modifying source code that resides under configuration control in the project's source library.

Figure 2-17. Effort to Isolate Change Data for an Ongoing Project

2.1.8.1.2 Effort to Implement Change Data

Effort to implement change data provides weekly measurements that record reported changes by the effort expended in implementing the change. The profile partitions the reported change data into five categories—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown. The information is collected via SEL CRFs.

Note: The measurements will remain at zero until the project begins modifying source code that resides under configuration control in the project's source library.

Figure 2-18. Effort to Implement Change Data for an Ongoing Project
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2.1.8.1.3 Effort to Isolate Error Data

Effort to isolate error data provides weekly measurements that record reported errors by the effort expended in isolating the error. The profile partitions the reported error data into five categories—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown. The information is collected via SEL CRFs.

Note: The measurements will remain at zero until the project begins correcting source code that resides under configuration control in the project's source library.

![Figure 2-19. Effort to Isolate Error Data for an Ongoing Project](image)

2.1.8.1.4 Effort to Correct Error Data

Effort to correct error data provides weekly measurements that record reported errors by the effort expended in correcting the error. The profile partitions the reported error data into five categories—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown. The information is collected via SEL CRFs.

Note: The measurements will remain at zero until the project begins correcting source code that resides under configuration control in the project's source library.

![Figure 2-20. Effort to Correct Error Data for an Ongoing Project](image)
2.1.9 Estimates Data

**Purpose**

Captures a chronological record of the project's completion estimates as planned and periodically updated by the manager.

**Description**

Estimates data is a list of all completion estimates submitted by a manager for a project's measures over the development life cycle. The individual estimate sets in the list are maintained in chronological order by submission date, with the most recent submission identifying the "current" set of estimates. Each estimate set in the list specifies the planned completion values for all defined measures. The completion values for specific measures in an estimate set may be set to zero to indicate that the manager does not plan to collect that measure; however, at least one measure in each set of estimates must have a nonzero value.

**Note:** Estimates are collected from the manager for only three of the eight defined measures (lines of code, module count, and effort). Since the SME requires a manager's estimate for each measure, estimated completion values for the remaining five measures are derived by applying an estimate set model to the three values collected from the manager.

**Source**

Collected by the SEL from the manager via SEL PEFs; subsequently extracted from the SEL database for the SME

**Assumptions**

- A completion value is provided in each estimate set for all measures defined in the measure list
- At least one entry in each estimate set must have a nonzero completion value

**Instances**

One estimates data file is required for each project.

**Structure**

Collection of estimate set records. Each estimate set record consists of a submission date and a table with two columns—measure code and estimated completion value. Each row in the table supplies the completion estimate for a single measure.


2.1.9.1 General-Purpose Use of Estimates Data

The SME incorporates a set of general-purpose services commonly used with estimates data. The services are requested by various high-level SME functions to perform specific actions associated with completion estimates. These services include

- *Get Estimated Completion Value*—Obtains the estimated completion value for a given measure from a specified set of estimates.

- *Get Estimates*—Obtains the set of completion estimates that was in effect on a given date (if no date is specified, obtains the most recent set of estimates).
2.1.10 Project Characteristics

**Purpose**
Captures a collection of key objective facts about a project that helps to characterize the project.

**Description**
Project characteristics data is a list of known, objective information about a project that can help to classify the project. When taken in aggregate, the key characteristics of a project compose the project type. The SME uses this project type to identify an appropriate set of models that corresponds to the project. Currently, the SME recognizes three basic characteristics—the development computer, the computer language used, and the application area. These key characteristics serve to identify the two primary classes of development projects found in the SEL environment—attitude ground support systems (AGSSs) developed in FORTRAN on IBM computers, and simulators developed in Ada on DEC computers. If the specified project characteristics fail to match these two classes or no characteristics exist for a project, the SME uses a default set of models for that project.

**Source**
Extracted from the SEL database for the SME

**Assumptions**
- Three key characteristics provide sufficient information to classify most projects and select appropriate models
- Default models can be used with other projects whose characteristics are not known or do not match the supported models

**Instances**
One project characteristics file may exist for each project.

**Structure**
Table with two columns—characteristic name and coded value. Each row in the table supplies the coded value for a single characteristic.
2.2 RESEARCH DATA

The SME relies on information from SEL research efforts to identify ways of representing the normal behavior of development projects in the local environment. The models and relationships used within the SME to describe normal projects derive from numerous SEL studies conducted over the years. A summary of representative SEL research results that could be applied to the SME may be found in Software Engineering Laboratory (SEL) Relationships, Models, and Management Rules (Reference 2).

In this context, the term model refers to a representation of how a given parameter of interest normally behaves over the software development life cycle within a specific environment. This parameter of interest may be time (as in the case of schedule models), a particular measure (as with measure models of effort or lines of code), or even a combination of measures (as in rate models of coding productivity or attribute models of correctability). Typically, these models are developed by averaging historical project data for the parameter over a set of similar, completed projects. The resultant models, normalized for project size, subsequently may be used to represent the behavior normally expected for a class of homogeneous projects having similar project characteristics. The SME currently incorporates models for the two primary classes of development project found in the SEL environment—AGSSs developed in FORTRAN on IBM computers and simulators developed in Ada on DEC computers.

The term relationship, on the other hand, refers to a representation of the correlation between various software development parameters at a specific point in the project life cycle. Due to a need for accurate planning and estimation, most relationships focus on the correlation at project completion between a pair of measures or between duration and a measure. The SME currently incorporates the relationships that exist between the completion values of each pair of measures via estimate set models provided for all supported classes of projects.

Table 2-3 summarizes the major components referenced by the SME as research data and identifies each component's purpose.

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Schedule Models</td>
<td>Describes the fractional amount of time normally spent in each life-cycle phase</td>
</tr>
<tr>
<td>Measure Models</td>
<td>Describes the normal behavior over time of the defined measures</td>
</tr>
<tr>
<td>Profile Models</td>
<td>Describes the normal behavior over time of profiles defined for measures</td>
</tr>
<tr>
<td>Estimate Set Models</td>
<td>Describes the relationships that exist between completion values of measures</td>
</tr>
<tr>
<td>Attribute Definitions</td>
<td>Describes a defined set of overall project quality attributes</td>
</tr>
</tbody>
</table>

The following sections provide additional detailed information on each of these components.
2.2.1 Schedule Models

**Purpose**

Describes the amount of time normally spent in each software development life-cycle phase as a fraction of total project duration.

**Description**

A schedule model is a normalized representation of the fractional amount of calendar time typically expended during a development project as a function of life-cycle phase. Specific points in the life cycle are identified by the combination of a phase name and an elapsed fraction of that phase between 0 and 1.0 inclusive. The amount of time expected at those points is measured from the start of the phase and is expressed as a fraction of elapsed project duration. The sum of the total fractional time spent in all phases is 1.0.

**Source**

Statistical averaging of actual schedules from a set of completed development projects

**Assumptions**

- The projects follow a traditional waterfall life cycle with four serial, non-overlapping phases

**Instances**

One model exists for each project type.

**Structure**

Table with three columns—phase name, fraction of phase, and fraction of duration; scalar value—normal deviation. Each row in the table describes the fractional amount of calendar time typically expended from the start of the phase through the point in the life cycle specified by the row's phase name and fraction of phase. The scalar value associated with the table represents the normal allowable deviation in a project's schedule from the tabulated fractional values.

The following sections detail the steps required to create schedule models using actual data from completed projects and present a set of general-purpose algorithms commonly used with schedule models.
2.2.1.1 Creating a Schedule Model

The schedule models used by the SME are created by normalizing and then statistically averaging actual project schedules observed on a set of one or more similar, completed development projects. The projects selected for inclusion in the set should be representative of the type of project to be captured by the model and should have the same number of phases. By first normalizing the schedules, the two-step creation process gives equal weight within the model to each contributing project regardless of size or duration.

Required Data

- Schedule data (for each project in the set)

Step 1—Normalize Each Project’s Schedule

For each project in the set, perform the following:

1. Calculate the actual number of weeks elapsed between the project start date and project completion date found in the schedule data (Actual Weeks\text{Total}).
2. For each life-cycle phase in the schedule data, calculate the actual number of weeks elapsed between the start and end dates of the phase (Actual Weeks\text{in Phase}\,[i]).
3. For each life-cycle phase, normalize the amount of time spent in the phase by the total project duration to compute the fraction of duration for that phase as\footnote{Fraction of Duration_{\text{in Phase}\,[i]} = \frac{\text{Actual Weeks}_{\text{in Phase}\,[i]}}{\text{Actual Weeks}\text{Total}}}

![Figure 2-24. Normalizing a Project’s Schedule](image)

Steps

1. Based on the schedule data, the project started on 08/29/87 and ended on 11/11/89 (i.e., start of first phase through end of last phase) for a total elapsed time of 115 weeks.
2. Based on the phase dates in the schedule data, the actual weeks spent in each phase were 31 for DESGN, 44 for CODET, 19 for SYSTE, and 21 for ACCTE.
3. Dividing the actual time spent in each phase by a total duration of 115 weeks gives normalized values of 0.2696, 0.3826, 0.1652, and 0.1826 for the defined phases (i.e., 26.96% DESGN, 38.26% CODET, 16.52% SYSTE, and 18.26% ACCTE).
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**Step 2—Average the Normalized Project Schedules**

Using the intermediate results from the first step, calculate the normal values to be stored in the schedule model as follows:

1. For each life-cycle phase, average the normalized values calculated for the amount of time spent in that phase by the selected projects using

   \[
   \text{Normal Fraction of Duration}_{\text{In Phase } [i]} = \frac{\sum_{j=1}^{N} \text{Fraction of Duration}_{\text{In Phase } [i,j]}}{N}
   \]

   for the \(i\)th phase, where \(j\) refers to projects 1 through \(N\)

2. For each life-cycle phase, also determine the standard deviation in the normalized values calculated for the amount of time spent in phase from the average for the set of projects using

   \[
   \text{Standard Deviation}_{\text{In Phase } [i]} = \sqrt{\left( \frac{\sum_{j=1}^{N} X_{[i,j]}\right)} / (N-1)}
   \]

   where \(X_{[i,j]} = (\text{Fraction of Duration}_{\text{In Phase } [i,j]} - \text{Normal Fraction of Duration}_{\text{In Phase } [i]})^2\)

3. Calculate the normal deviation in the model by averaging the values of the standard deviation computed for each phase, \(i\) through \(K\), using

   \[
   \text{Normal Deviation} = \left( \sum_{i=1}^{K} \text{Standard Deviation}_{\text{In Phase } [i]} \right) / K
   \]

**Table:**

<table>
<thead>
<tr>
<th>Normalized Time</th>
<th>DESIGN</th>
<th>CODET</th>
<th>SYSTE</th>
<th>ACCTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project_A</td>
<td>26.96%</td>
<td>33.26%</td>
<td>16.52%</td>
<td>18.26%</td>
</tr>
<tr>
<td>Project_B</td>
<td>26.72%</td>
<td>26.72%</td>
<td>20.69%</td>
<td>25.96%</td>
</tr>
<tr>
<td>Project_C</td>
<td>23.40%</td>
<td>39.89%</td>
<td>16.49%</td>
<td>20.21%</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Schedule Model</th>
<th>DESIGN</th>
<th>CODET</th>
<th>SYSTE</th>
<th>ACCTE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Average</td>
<td>25.69%</td>
<td>34.96%</td>
<td>17.90%</td>
<td>21.45%</td>
</tr>
<tr>
<td>Standard Deviation</td>
<td>1.62%</td>
<td>5.86%</td>
<td>1.97%</td>
<td>3.22%</td>
</tr>
<tr>
<td>Normal Deviation</td>
<td>3.17%</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

**Figure 2-25. Averaging Normalized Schedules**

**STEPS**

1. For each life-cycle phase, the average amount of time spent in the phase is calculated. SYSTE phase values of 16.52%, 20.69%, and 16.49% for the three projects result in an average of 17.90% for that phase.

2. For each phase, the standard deviation in the normalized project values from the average is also calculated. Given the three values in SYSTE, a standard deviation of 1.97% may be computed for the phase.

3. Averaging the standard deviation computed for each phase (i.e., 1.62%, 5.86%, 1.97%, and 3.22%) results in a normal deviation of 3.17% for the model.
2.2.1.2 General-Purpose Use of Schedule Models

The SME incorporates a set of general-purpose services commonly used with schedule models. These services are referenced freely throughout various high-level SME functions to provide needed functions associated with schedule models. The services include

- Convert Phase to Date
- Convert Date to Phase
- Determine Normal Schedule

The following sections discuss each of these services and detail the algorithms behind the actions they perform.
2.2.1.2.1 Convert Phase to Date

Purpose
Translates a phase name and elapsed fraction of phase into the calendar date on which the project can normally be expected to reach that phase.

Required Data
- Phase name and elapsed fraction of phase (input value)
- Project start and end dates (input value)
- Schedule model

Steps
1. Referencing the schedule model, calculate the total cumulative fraction of the project's duration normally expected through the specified phase as

\[
Cumulative\ Fraction\ of\ Duration = \sum_{i=1}^{k-1} \frac{Fraction\ of\ Duration_{Phase\ [i]}}{F} + F \cdot \frac{Fraction\ of\ Duration_{Phase\ [k]}}{n} \\
for\ the\ k^{th}\ phase\ and\ an\ elapsed\ fraction\ of\ phase\ equal\ to\ F
\]

2. Calculate the planned project duration as the number of weeks between the project start and end dates. Scale the fractional value from the model by the duration in weeks to obtain the expected number of weeks into the project.

\[
Expected\ Weeks\ To\ Phase = Cumulative\ Fraction\ of\ Duration \times Project\ Weeks_{Total}
\]

3. Add the expected weeks to the project start date to get the expected calendar date.

Figure 2-26. Converting an Expected Phase to a Date
2.2.1.2.2 Convert Date to Phase

Purpose
Translates a calendar date specified between the project start and end dates into the phase name and elapsed fraction of phase that normally should be reached on that date.

Required Data
- Calendar date (input value)
- Project start and end dates (input value)
- Schedule model

Steps
1. Divide the weeks between the project start date and the calendar date by the total weeks between the project start and end dates to obtain the fraction of duration.
   \[
   \text{Fraction of Duration}_{\text{To Date}} = \frac{\text{Project Weeks}_{\text{To Date}}}{\text{Project Weeks}_{\text{Total}}} 
   \]
2. Identify the phase in which the calendar date falls by serially examining the schedule model to locate the first phase \( k \) that satisfies the following:
   \[
   \text{Fraction of Duration}_{\text{To Date}} \leq \sum_{i=1}^{k} \frac{\text{Duration}_{\text{In Phase}[i]}}{\text{Duration}_{\text{In Phase}[k]}} 
   \]
3. Linearly interpolate the fraction of phase \( k \) that corresponds to the calendar date as
   \[
   \text{Fraction of Phase} = \left( \text{Fraction of Duration}_{\text{To Date}} - \sum_{i=1}^{k-1} \frac{\text{Duration}_{\text{In Phase}[i]}}{\text{Duration}_{\text{In Phase}[k]}} \right) \frac{\text{Duration}_{\text{In Phase}[k]}}{\text{Duration}_{\text{In Phase}[k]}} 
   \]

Figure 2-27. Converting a Date to an Expected Phase
2.2.1.2.3 **Determine Normal Schedule**

**Purpose**

Scales the schedule model on the basis of a project's planned duration to generate a schedule that is considered normal for the project.

**Required Data**

- Project start and end dates
- Schedule model

**Steps**

1. Calculate the planned project duration as the number of weeks between the project start and end dates ($Project \text{ Weeks}_{\text{Total}}$).

2. For each life-cycle phase, scale the fraction of duration found in the schedule model for the phase by the planned project duration to obtain the number of weeks normally spent in the phase.

   \[ Normal \text{ Weeks}_{\text{in \ Phase}[i]} = \frac{\text{Fraction of Duration}_{\text{in \ Phase}[i]}}{Project \text{ Weeks}_{\text{Total}}} \]

3. Beginning with the project start date, iteratively calculate the start and end dates of the life-cycle phases by incrementing the dates to account for the number of weeks normally spent in each phase.

**NOTE**

The figure depicts scaling a schedule model to reflect an expected total project duration of 116 weeks. In this instance, the schedule model is applied directly, as if it were a template, to the given project duration to produce a schedule that is considered normal. The resultant normal schedule indicates that if the project is typical, the DESIGN, CODET, SYSTE, and ACCTE phases should take 30, 40, 21, and 25 weeks, respectively.

Given a project start date of 10/05/91, this results in the following end date for each phase: DESIGN 4/02/92, CODET 2/06/93, SYSTE 7/03/93, and ACCTE 12/25/93.

*Figure 2-28. Determining the Normal Schedule*
2.2.2 Measure Models

Purpose

Describes the normal behavior over time of a fundamental software development measure such as lines of code, effort, or software errors.

Description

A measure model is a normalized representation of the typical behavior of a single specific measure as a function of life-cycle phase. The SME uses a set of eight basic measure models to describe a given type of project. These models map to eight key measures defined for use with the SME that managers in this environment use to track and judge project progress. As with schedule models, specific points in the life cycle are identified by the combination of a phase name and an elapsed fraction of that phase between 0 and 1.0 inclusive. The measure value expected at those points is measured from the start of the phase and is expressed as a fraction of the total measure value at project completion. The sum across all phases of the total fractional measure value in each phase is 1.0.

Note: The SME models the ratio of any two individual measures (for example, lines of code per hour) by mathematically combining the appropriate pair of measure models to produce a resultant measure model known as a rate model. Section 2.2.2.3.4 details the steps involved in generating rate models.

Source

Statistical averaging of actual measure data from a set of completed development projects

Assumptions

- Measure data behavior is dependent on life-cycle phase
- At project start, all measure values are zero

Instances

One model exists for each defined measure, for each project type.

Structure

Table with three columns—phase name, fraction of phase, and fraction of measure; scalar value—normal deviation. Each row in the table describes the fractional amount of the measure typically observed from the start of the phase through the point in the life cycle

---

Figure 2-29. Representative Measure Model for IBM, FORTRAN, AGSS Projects
specified by the row's phase name and fraction of phase. Since measures typically do not exhibit linear behavior within a phase, each phase is broken into multiple intervals for a total of 14 segments with one per row. The scalar value associated with the table represents the normal allowable deviation in the measure from the tabulated fractional values.

The following sections describe a representative set of measure models, detail the steps required to create any measure model using actual data from completed projects, and present a set of general-purpose algorithms commonly used with measure models.
2.2.2.1 Defined Measure Models

The SME defines a set of eight measure models for each supported project type. These models are

- Effort Model
- Lines of Code Model
- Module Count Model
- Computer Hours Model
- Computer Runs Model
- Changed Modules Model
- Reported Changes Model
- Reported Errors Model

The sample measure models presented below illustrate a complete set of these models for one of the supported project types—IBM, FORTRAN, AGSS projects.
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2.2.2.1 Effort Model

An effort model describes how effort is normally expended as a function of life-cycle phase on a given type of project. The effort represents all staff hours expended by programmers and line management, but excludes all project management and service hours. Each supported effort model is created by statistically averaging actual data from a set of similar, completed projects.

**Note:** The accumulation of effort over the life cycle inherently exhibits the behavior of a monotonically increasing function.

![Figure 2-30. Effort Model for IBM, FORTRAN, AGSS Projects](image)

2.2.2.1.2 Lines of Code Model

A lines of code model describes how lines of code are normally generated as a function of life-cycle phase on a given type of project. This measure reflects the number of records in the project's source code library. Each supported model is created by statistically averaging actual data from a set of similar, completed projects.

**Note:** The number of lines of code is expected to be zero until the beginning of the code and test phase. With some projects, the cumulative growth in lines of code may drop due to deletion of obsolete components near the end of the project.

![Figure 2-31. Lines of Code Model for IBM, FORTRAN, AGSS Projects](image)
2.2.2.1.3 Module Count Model

A module count model describes how the number of components normally grows as a function of life-cycle phase on a given type of project. This measure reflects the number of members in the project's source code library. Each supported model is created by statistically averaging actual data from a set of similar, completed projects.

Note: The module count is expected to be zero until the code and test phase. With some projects, the cumulative count may drop due to deletion of obsolete components near the end of the project.

2.2.2.1.4 Computer Hours Model

A computer hours model describes the normal usage of computer time in CPU hours as a function of life-cycle phase on a given type of project. This measure reflects values from all computers used by the project, normalized to account for processor speed. Each supported model is created by statistically averaging actual data from a set of similar, completed projects.

Note: The accumulation of computer hours over the life cycle inherently exhibits the behavior of a monotonically increasing function.
A computer runs model describes the number of computer runs normally observed as a function of life-cycle phase on a given type of project. This measure of computer resource usage reflects the number of jobs submitted on all computers by the project. Each supported model is created by statistically averaging actual data from a set of similar, completed projects.

**Note:** The accumulation of computer runs over the life cycle inherently exhibits the behavior of a monotonically increasing function.

A changed modules model describes how the number of changes normally made to modules varies as a function of life-cycle phase on a given type of project. This measure reflects the number of versions of individual modules in the project's source code library, minus the number of base versions. Each supported model is created by statistically averaging actual data from a set of similar, completed projects.

**Note:** The number of changed modules is expected to be zero until the beginning of the code and test phase.
2.2.2.1.7 Reported Changes Model

A reported changes model describes the number of logical changes normally made to the software as a function of life-cycle phase on a given type of project. This measure reflects the number of forms submitted to report a logical change to one or more related components. Each supported model is created by statistically averaging actual data from a set of similar, completed projects.

Note: The accumulation of the number of reported changes is expected to be zero until the beginning of the code and test phase.

2.2.2.1.8 Reported Errors Model

A reported errors model describes the number of logical errors normally found in the software as a function of life-cycle phase on a given type of project. This measure reflects the number of forms submitted to report a logical change that indicates the change was due to an error. Each supported model is created by statistically averaging actual data from a set of similar, completed projects.

Note: The accumulation of the number of reported errors is expected to be zero until the beginning of the code and test phase.
2.2.2.2 Creating a Measure Model

The measure models used by the SME are created by normalizing and then statistically averaging actual project measure data observed on a set of one or more similar, completed development projects. The projects selected for inclusion in the set should be representative of the type of project to be captured by the model. The algorithm may be applied to any defined measure with data. By first normalizing the measurements, the creation process gives equal weight within the model to each contributing project regardless of size or duration.

Required Data

- Schedule data (for each project in the set)
- Measure data (for the measure of interest, for each project in the set)
**Step 1—Normalize Each Project's Measure Data**

For each project in the set, perform the following:

1. For each life-cycle phase in the schedule data, determine the actual number of weeks from the project start date through the start date of the phase ($Actual\ Week_{To\ Phase}[i]$) and calculate the actual number of weeks elapsed between the start and end dates of the phase ($Actual\ Week_{In\ Phase}[i]$).

2. For each phase segment to include in the model, calculate the actual number of weeks from project start through the segment as

   \[
   \text{Week Number}_{Segment}\[i,j] = \text{Actual Week}_{To\ Phase}\[i] + F(j) \times \text{Actual Week}_{In\ Phase}\[i]
   \]

   for the $i$th phase and $j$th segment, where $F(j)$ refers to the fraction of phase of the $j$th segment.

3. For each calculated week number corresponding to the desired phase segments, normalize the actual measure value for that week, measured cumulatively from project start, by the actual total measure value at project completion

   \[
   \text{Fraction of Measure}_{Segment}\[i,j] = \frac{\text{Actual Measure}_{For\ Week}\[i,j]}{\text{Actual Measure}_{Total}}
   \]

4. Adjust each computed fraction of measure value to be cumulative within phase using

   \[
   \text{Fraction of Measure}_{In\ Phase}\[i,j] = \frac{\text{Fraction of Measure}_{Segment}\[i,j]}{- \text{Fraction of Measure}_{Segment}\[i-1, JMax(i-1)]}
   \]

   for the $i$th phase and $j$th segment, where $i > 1$ and $JMax(i-1)$ is the last segment in the $(i-1)$th phase.

---

**Figure 2-38. Normalizing a Project's Measure Data**

---

1. The number of weeks in the DESIGN, CODET, SYSTE, and ACOITE phases are 30, 40, 21, and 25, respectively.

2. Each phase is broken down into 4, 4, 2, and 4 segments, respectively.

3. The cumulative value at each segment is divided by 47594.8, the cumulative total.

4. Each segment's value is converted to a value that is cumulative within phase.
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Step 2—Average the Normalized Measure Data

Using the intermediate results from the first step, calculate the normal values to be stored in the measure model as follows:

1. For each life-cycle phase and segment, average the normalized values calculated for the fraction of measure within phase as observed by the selected projects using

\[
\text{Normal Fraction of Measure in Phase } [i,j] = \left( \sum_{k=1}^{N} \text{Fraction of Measure in Phase } [i,j,k] \right) / N
\]

for the \(i^{th}\) phase and \(j^{th}\) segment, where \(k\) refers to projects 1 through \(N\)

2. For each life-cycle phase, also determine the standard deviation in the normalized values calculated for the fraction of measure observed within phase from the average for the set of projects using

\[
\text{Standard Deviation}_{\text{in Phase} [i,j]} = \sqrt{\left( \sum_{k=1}^{N} X_{[i,j,k]} \right) / (N-1)}
\]

where \(X_{[i,j,k]} = (\text{Fraction of Measure in Phase } [i,j,k] - \text{Normal Fraction of Measure in Phase } [i,j])^2\)

3. Calculate the normal deviation in the model by averaging the values of the standard deviation computed for each phase segment, \(1\) through \(M\), using

\[
\text{Normal Deviation} = \left( \sum_{i,j=1}^{M} \text{Standard Deviation}_{\text{in Phase } [i,j]} \right) / M
\]

Figure 2-39. Averaging Normalized Measure Data
2.2.2.3 General-Purpose Use of Measure Models

The SME incorporates a set of general-purpose services commonly used with measure models. The services are referenced freely throughout various high-level SME functions to provide needed functions associated with measure models. These services include

- Convert Phase to Measure
- Convert Measure to Phase
- Determine Normal Measure Guidelines
- Generate Rate Model

The following sections discuss each of these services and detail the algorithms behind the actions they perform.
2.2.2.3.1 Convert Phase to Measure

Purpose
Calculates the cumulative measure value that can normally be expected at a given point in the life cycle specified by a phase name and elapsed fraction of phase.

Required Data
- Phase name and elapsed fraction of phase (input value)
- Expected measure value at project completion (input value)
- Measure model

Steps
1. Referencing the measure model, linearly interpolate the cumulative fraction of the measure’s value normally expected within the specified phase as

\[
\text{Fraction of Measure}_{\text{In Phase}}[k] = \text{Fraction of Measure}_{\text{In Phase}}[k,j-1] + \left( \frac{\text{Fraction of Measure}_{\text{In Phase}}[k,j] - \text{Fraction of Measure}_{\text{In Phase}}[k,j-1]}{F(j) - F(j-1)} \right) \times \left( F - F_{j-1} \right)
\]

for the \( k \)th phase, the \( j \)th segment, and an elapsed fraction of phase, \( F \), where \( F_{j-1} < F \leq F(j) \)

2. Also, from the model, calculate the cumulative fraction of the measure’s value normally expected in any earlier phases occurring before the specified phase as

\[
\text{Fraction of Measure}_{\text{Before Phase}}[k] = \sum_{i=1}^{k-1} \text{Fraction of Measure}_{\text{In Phase}}[i, \text{JMax}(i)]
\]

where \( \text{JMax}(i) \) is the last segment in the \( i \)th phase

3. Obtain the expected measure value by scaling the sum of these two computed values by the specified expected measure value at project completion

\[
\text{Expected Measure Value} = \text{Expected Completion Value} \times \left( \frac{\text{Fraction of Measure}_{\text{In Phase}}[k] + \text{Fraction of Measure}_{\text{Before Phase}}[k]}{1.0} \right)
\]

Steps
1. Using the measure model, at 65% through CODET the measure will normally attain a cumulative measure value equal to 48% of the expected value at project completion.

2. Given an expected project completion value of 150000 for the measure, the normal measure value to expect at this point in the project schedule is 72000 (i.e., 48% of 150000).

Figure 2-40. Converting a Phase to an Expected Measure
2.2.2.3.2 Convert Measure to Phase

**Purpose**
Calculates an expected phase, specified by a phase name and elapsed fraction of phase, that will normally be reached when the measure of interest attains a given value.

**Required Data**
- Cumulative measure value (input value)
- Expected measure value at project completion (input value)
- Measure model

**Steps**
1. Divide the cumulative measure value by the expected measure value at project completion to obtain the fraction of measure at the desired point in the life cycle.
   \[ \text{Fraction of Measure To Date} = \text{Measure Value To Date} / \text{Expected Completion Value} \]
2. Identify the phase and segment in which the fraction of measure falls by serially examining the measure model to locate the first phase \( k \) and segment \( j \) that satisfies the following
   \[ \text{Fraction of Measure To Date} \leq \sum_{i=1}^{k-1} \text{Fraction of Measure In Phase} [i, J\text{Max}(i)] + \text{Fraction of Measure In Phase} [k,j] \]
3. Linearly interpolate the fraction of phase \( k \), in segment \( j \), that corresponds to the fractional measure value as
   \[ \text{Fraction of Phase} = (F(j) - F(j-1)) * \frac{\text{Fraction of Measure To Date}}{(\text{Fraction of Measure In Phase} [k,j] - \text{Fraction of Measure In Phase} [k,j-1])} \]

**Figure 2-41. Converting a Measure to an Expected Phase**
2.2.2.3  **Determine Normal Measure Guidelines**

**Purpose**
Calculates expected cumulative measure values, with upper and lower normal bounds on the values, as a function of project schedule.

**Required Data**
- Project start and end dates (input value)
- Expected measure value at project completion (input value)
- Schedule model
- Measure model

**Steps**
1. Use the schedule model routine *Convert Phase to Date* with the specified project start and end dates to determine the calendar dates associated with each phase and phase segment defined in the model (*Expected Calendar Date* [i,j], for the *ith* phase and *jth* segment).
2. Also for each phase and phase segment, use the measure model routine *Convert Phase to Measure* with the expected completion value to determine the expected cumulative measure value for those dates from the model (*Expected Measure Value* [i,j]).
3. Compute the upper and lower normal bounds on the measure values by adding and subtracting, respectively, the normal deviation stored in the measure model from each expected measure value.

\[
\text{Normal Range} \ [i,j] = \text{Expected Measure Value} \ [i,j] \pm (\text{Normal Deviation} \times \text{Expected Completion Value})
\]

**Figure 2-42. Determining Normal Measure Guidelines**
2.2.2.3.4 Generate Rate Model

Purpose
Generates a measure model, known as a rate model, that captures the typical behavior of the cumulative ratio of any two specified measures as a function of life-cycle phase.

Required Data
- Measure name for numerator (input value)
- Measure name for denominator (input value)
- Measure models (for the two specified measures)

Steps
1. For each phase and phase segment in the measure models of both the specified numerator and denominator, adjust the expected fraction of measure values to be cumulative from project start using

\[
\text{Fraction of Measure}_\text{Rate From Start}[i,j] = \text{Fraction of Measure}_\text{In Phase}[i,j] + \sum_{n=1}^{i-1} \text{Fraction of Measure}_\text{In Phase}[n, J\text{Max}(n)]
\]

for the \(i^{th}\) phase and \(j^{th}\) segment, where \(i > 1\) and \(J\text{Max}(i-1)\) is the last segment in the \((i-1)^{th}\) phase

2. Divide the fraction of measure values for the numerator by the corresponding denominator values to obtain expected rate values at each phase and segment.

3. Adjust each computed fraction of measure value to be cumulative within phase using

\[
\text{Fraction of Measure}_\text{Rate In Phase}[i,j] = \text{Fraction of Measure}_\text{Rate From Start}[i,j] - \text{Fraction of Measure}_\text{Rate From Start}[i-1, J\text{Max}(i-1)]
\]

4. Set the normal deviation for the rate model to the maximum absolute deviation to expect from the two individual measure models using

\[
\text{Normal Deviation} = \max\left\{ \frac{1 + \text{Normal Deviation}_\text{Num}}{1 - \text{Normal Deviation}_\text{Denom}}, \frac{1 - \text{Normal Deviation}_\text{Num}}{1 + \text{Normal Deviation}_\text{Denom}} \right\}
\]
Steps

Generating any rate model proceeds as follows:

1. Adjust the expected fraction of measure values in both the numerator's and the denominator's measure model to be cumulative from the start of the project.

2. To compute rate model values, divide the expected value for the numerator at each model segment by its corresponding expected value for the denominator.

3. Adjust the cumulative rate model values, calculated above, to be fractional values within each phase.

4. Calculate the rate model's normal deviation based on the worst case allowed by the two individual models.

The specific example shown here illustrates generating a rate model for lines of code per hour (i.e., LOC/EFF):

The upper figure shows adjusting the measure model for LOC (i.e., the numerator of the rate) to be cumulative from the project start.

The middle figure shows adjusting the measure model for effort (i.e., the denominator of the rate) to be cumulative from the project start.

The bottom figure shows the cumulative rate model that results from dividing the LOC values by the effort values at each model segment.

Note that the rate model's normal deviation is depicted in the bottom figure as guidelines about the normal values.

Figure 2-43. Generating a Rate Model
2.2.3 Profile Models

**Purpose**

Describes the normal behavior over time of a software development measure using an associated profile such as effort to isolate change or effort to correct error.

**Description**

A profile is a breakdown of a basic measure into discrete categories that describe the behavior of the measure in greater detail. A profile model is a normalized representation of the typical behavior of a profile as a function of life-cycle phase. The SME uses four profile models to describe a given type of project. These four profile models correspond to two of the eight key measures defined for use with the SME. As with other SME models, specific points in the life cycle are identified by the combination of a phase name and an elapsed fraction of that phase between 0 and 1.0 inclusive. The value of each component expected at those points is measured from the start of the phase and is expressed as a fraction of the total component value at project completion. The sum of all components across all phases of the total fractional profile value in a phase is 1.0.

**Source**

Statistical averaging of actual profile data from a set of completed development projects

**Assumptions**

- Profile data behavior is dependent on life-cycle phase
- At project start, all profile values are zero

**Instances**

One model exists for each defined profile for each project type.

**Structure**

Table with two fixed columns—phase name and fraction of phase—and a column for each defined component containing its fraction of measure; list of text values describing what each component represents. Each row in the table describes the fractional amount of the profile typically observed from the start of the phase through the point in the life cycle specified by the row's phase name and fraction of phase, broken down by component. As with measure models, each phase is broken into multiple intervals for a total of 14 segments with one per row.
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The following sections describe a representative set of profile models, detail the steps required to create any profile model using actual data from completed projects, and present a set of general-purpose algorithms commonly used with profile models.
2.2.3.1 Defined Profile Models

The SME defines a set of four specific profile models for each supported project type. These models are

- Effort to Isolate Change Model
- Effort to Implement Change Model
- Effort to Isolate Error Model
- Effort to Correct Error Model

The sample profile models presented below illustrate a complete set of these models for one of the supported project types—IBM, FORTRAN, AGSS projects.
2.2.3.1.1 Effort to Isolate Change Model

An effort to isolate change model describes how effort is normally expended in isolating reported changes on a given type of project as a function of life-cycle phase. The model captures the number of reported changes to expect in five categories that are based on the effort needed to isolate the change—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown.

Note: For any phase and fraction of phase, the sum of the fractional values across all categories equals the fractional value in the reported changes model.

2.2.3.1.2 Effort to Implement Change Model

An effort to implement change model describes how effort is normally expended in making reported changes on a given type of project as a function of life-cycle phase. The model captures the number of reported changes to expect in five categories that are based on the effort needed to make the change—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown.

Note: For any phase and fraction of phase, the sum of the fractional values across all categories equals the fractional value in the reported changes model.
2.2.3.1.3 Effort to Isolate Error Model

An effort to isolate error model describes how effort is normally expended in isolating reported errors on a given type of project as a function of life-cycle phase. The model captures the number of reported errors to expect in five categories that are based on the effort needed to isolate the error—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown.

Note: For any phase and fraction of phase, the sum of the fractional values across all categories equals the fractional value in the reported errors model.

2.2.3.1.4 Effort to Correct Error Model

An effort to correct error model describes how effort is normally expended in correcting reported errors on a given type of project as a function of life-cycle phase. The model captures the number of reported errors to expect in five categories that are based on the effort needed to fix the error—1 hour or less, 1 day to 1 hour, 3 days to 1 day, more than 3 days, and unknown.

Note: For any phase and fraction of phase, the sum of the fractional values across all categories equals the fractional value in the reported errors model.
2.2.3.2 Creating a Profile Model

The profile models used by the SME are created by normalizing and then statistically averaging actual project profile data observed on a set of one or more similar, completed development projects. The projects selected for inclusion in the set should be representative of the type of project to be captured by the model. The algorithm may be applied to any defined profile with data. By first normalizing the measurements, the creation process gives equal weight within the model to each contributing project regardless of size or duration.

Required Data

- Schedule data (for each project in the set)
- Profile data (for the profile of interest, for each project in the set)
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Step 1—Normalize Each Project’s Profile Data

For each project in the set, perform the following:

1. For each life-cycle phase in the schedule data, determine the actual number of weeks from the project start date through the start date of the phase (Actual Weeks To Phase [i]) and calculate the actual number of weeks elapsed between the start and end dates of the phase (Actual Weeks In Phase [i]).

2. For each phase segment to include in the model, calculate the actual number of weeks from project start through the segment as

   \[ \text{Week Number}_{\text{Segment}} [i,j] = \text{Actual Weeks To Phase [i]} + F(j) \times \text{Actual Weeks In Phase [i]} \]

   for the \(i^{th}\) phase and \(j^{th}\) segment, where \(F(j)\) refers to the fraction of phase of the \(j^{th}\) segment

3. For each calculated week number corresponding to the desired phase segments, normalize the actual measure value of each component for that week, measured cumulatively from project start, by the actual total measure value of all components at project completion

   \[ \text{Fraction of Measure}_{\text{Segment}} [i,j,k] = \frac{\text{Actual Measure For Week} [i,j,k]}{\text{Actual Measure Total}} \]

   for the \(k^{th}\) component (i.e., the \(k^{th}\) profile category)

4. Adjust the computed fraction of measure values for each component to be cumulative within phase using

   \[ \text{Fraction of Measure}_{\text{In Phase}} [i,j,k] = \text{Fraction of Measure}_{\text{Segment}} [i,j,k] - \text{Fraction of Measure}_{\text{Segment}} [i-1, J_{\text{Max}}(i-1), k] \]

   for the \(i^{th}\) phase, \(j^{th}\) segment, and \(k^{th}\) component, where \(i > 1\) and \(J_{\text{Max}}(i-1)\) is the last segment in the \((i-1)^{th}\) phase

---

**Figure 2-49. Normalizing a Project’s Profile Data**

<table>
<thead>
<tr>
<th>Actual Phase</th>
<th>Cumulative Measure</th>
<th>Normalized Measure</th>
<th>Fraction In Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>DESIGN 0.25</td>
<td>0 0</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>CODET 0.25</td>
<td>0 0</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>SYSTE 0.94</td>
<td>0 0</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>ACOTE 0.25</td>
<td>0 0</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>PMMT 0.75</td>
<td>0 0</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>PRT 0.50</td>
<td>0 0</td>
<td>0.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

---

**Steps**

1. The number of weeks in the DESIGN, CODET, SYSTE, and ACOTE phases are 30, 40, 21, and 25, respectively.

2. The phases are broken down into 4, 4, 2, and 4 segments, respectively.

3. The cumulative total for each component at each segment is divided by 1452, the cumulative total of the sums of the components.

4. Each segment’s value is converted to a value that is cumulative within phase.
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Step 2—Average the Normalized Profile Data

Using the intermediate results from the first step, calculate the normal values to be stored in the profile model as follows:

1. For each life-cycle phase and segment, average the normalized values calculated for the fraction of measure of each component within phase as observed by the selected projects using

\[
\text{Normal Fraction of Measure}_{\text{Phase}}[i,j,k] = \left( \sum_{p=1}^{N} \text{Fraction of Measure}_{\text{Phase}}[i,j,k,p] \right) / N
\]

for the \(i^{th}\) phase, \(j^{th}\) segment, and \(k^{th}\) component, where \(p\) refers to projects 1 through \(N\).

![Normalized Profile Values](image)

**Steps**

1. The normalized values for all components at each segment for the three projects are averaged.

2. The resultant averaged values may subsequently be stored as a profile model.

**Figure 2-50. Averaging Normalized Profile Data**
2.2.3.3 General-Purpose Use of Profile Models

The SME incorporates a set of general-purpose services commonly used with profile models. The services are referenced freely by SME functions to provide needed services associated with profile models. These routines include

- Convert Phase to Profile Measure

The following section discusses this routine and details the algorithms behind the service it provides.
2.2.3.3.1 Convert Phase to Profile Measure

Purpose
Calculates the cumulative profile vector that can normally be expected at a given point in the life cycle specified by a phase name and elapsed fraction of phase.

Required Data
- Phase name and elapsed fraction of phase (input value)
- Expected measure value at project completion (input value)
- Profile model

Steps
1. Referencing the profile model, linearly interpolate the cumulative fraction of each component's value normally expected within the specified phase as

\[
\text{Fraction of Measure}_{\text{In Phase}}[k,l] = \text{Fraction of Measure}_{\text{In Phase}}[k,j-1,l] + \\
\left( \frac{\text{Fraction of Measure}_{\text{In Phase}}[k,j,l] - \text{Fraction of Measure}_{\text{In Phase}}[k,j-1,l]}{F - F(j-1)} \right) \left( F(j) - F(j-1) \right)
\]

for the kth phase, the lth component, and an elapsed fraction of phase, F, where F(j-1) < F <= F(j)

2. Also, from the model, calculate the cumulative fraction of each component's value normally expected in any earlier phases occurring before the specified phase as

\[
\text{Fraction of Measure}_{\text{Before Phase}}[k,l] = \sum_{i=1}^{k-1} \text{Fraction of Measure}_{\text{In Phase}}[i,\text{Max}(i),l]
\]

3. Obtain the expected profile vector by scaling the sum of these two vectors of computed values by the specified total expected measure value at project completion

\[
\text{Expected Component Value}[l] = \frac{\text{Expected Completion Value} \times ( \text{Fraction of Measure}_{\text{In Phase}}[k,l] + \text{Fraction of Measure}_{\text{Before Phase}}[k,l] )}{\sum_i \text{Fraction of Measure}_{\text{In Phase}}[i,\text{Max}(i),l]}
\]

Figure 2-51. Converting a Phase to a Profile Measure
2.2.4 Estimate Set Models

**Purpose**

Describes the relationships that exist between the completion values of measures.

**Description**

An estimate set model is a normalized representation of the measure values to expect at project completion. The model implicitly captures the set of linear relationships that exist between estimated completion values for each pair of measures. The completion values in the model are normalized to 1000 lines of code, with one value for each measure defined in the measure list. The order of the measures in the model denotes the default hierarchy used by the SME in choosing a measure whose estimated completion value will be used as a scaling factor to generate the set of normal completion values.

![Estimate Set Model](image)

**Figure 2-52. Estimate Set Model for IBM, FORTRAN, AGSS Projects**

**Source**

Statistical averaging of actual measure completion values from a set of completed development projects.

**Assumptions**

- Over the domain of the model, linear expressions are sufficient to capture the relationships between completion values.
- A one-to-one mapping exists between the entries in the estimate set model and the measures defined in the measure list.
- A measure model exists for each entry in the estimate set model.

**Instances**

One model exists for each project type.

**Structure**

Table with two columns—measure code and completion value. Each row in the table supplies the estimated completion value per 1000 lines of code for the named measure.

The following sections detail the steps required to create estimate set models using actual data from completed projects and present a set of general-purpose algorithms commonly used with estimate set models.
### 2.2.4.1 Creating an Estimate Set Model

The estimate set models used by the SME are created by normalizing and then statistically averaging actual measure completion values observed on a set of one or more similar, completed development projects. The projects selected for inclusion in the set should be representative of the type of project to be captured by the model and should have measure data for each defined measure. By first normalizing the completion values, the two-step creation process gives equal weight within the model to each contributing project regardless of size or duration.

#### Required Data
- Measure data (for each project in the set, for each measure)

#### Step 1—Normalize Each Project’s Completion Values

For each project in the set, perform the following:

1. For each defined measure, obtain the actual cumulative measure value at project completion from the measure data (Actual Completion Value $[i]$).

2. Calculate the normalization factor based on the actual completion value for lines of code as

   \[
   \text{Normalization Factor} = \frac{1000.0}{\text{Actual Completion Value}_{\text{LOC}}}
   \]

3. Normalize each measure’s actual completion value using the computed factor

   \[
   \text{Normalized Completion Value } [i] = \text{Actual Completion Value } [i] \times \text{Normalization Factor}
   \]

---

### Figure 2-53. Normalizing a Project’s Completion Values

---
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**Step 2—Average the Normalized Project Completion Values**

Using the intermediate results from the first step, calculate the normal completion values to be stored in the estimate set model as follows:

1. For each defined measure, average the normalized measure completion values for the selected projects using

   \[
   \text{Normal Completion Value } [i] = \frac{\sum_{j=1}^{N} \text{Normalized Completion Value } [i,j]}{N}
   \]

   for the \(i^{th}\) measure, where \(j\) refers to projects 1 through \(N\)

2. Store the normal completion values in the model in order of the measure's decreasing importance in determining the magnitude of a project.

**Note**: By convention, the order used by the SME is lines of code (LOC), module count (MOD), total staff hours (EFF), computer hours (CPU), modules changed (MCH), reported changes (RCH), reported errors (RER), and computer runs (RUN).

---

**Figure 2-54. Averaging Normalized Completion Values**
2.2.4.2 General-Purpose Use of Estimate Set Models

The SME incorporates a set of general-purpose services commonly used with estimate set models. The services are referenced in various high-level SME functions to provide needed functions associated with estimate set models. These services include

- *Get Ratio of Estimates*
- *Determine Normal Estimate Set*
- *Get Project Magnitude*

The following sections discuss each of these services and detail the algorithms behind the actions they perform.
2.2.4.2.1  **Get Ratio of Estimates**

**Purpose**
Obtains the ratio of estimated completion values normally expected for any two specified measures.

**Required Data**
- Measure name for numerator (input value)
- Measure name for denominator (input value)
- Estimate set model

**Steps**
1. Obtain the normal completion values of the two specified measures from the estimate set model.
2. Divide the completion value of the measure for the numerator by the completion value of the measure for the denominator to obtain the normal ratio of estimated completion values.

\[
\text{Ratio of Estimates at Completion} = \frac{\text{Completion Value}_{\text{Num}}}{\text{Completion Value}_{\text{Denom}}}
\]

**Figure 2-55. Obtaining the Ratio of Completion Estimates**
2.2.4.2.2 **Determine Normal Estimate Set**

**Purpose**
Produce a full set of normal completion estimates for all measures given the expected completion value for any one measure.

**Required Data**
- Measure name (input value)
- Expected completion value for the measure (input value)
- Estimate set model

**Steps**
1. Locate the specified measure in the estimate set model and obtain the normal completion value for the measure \( \text{Normal Completion Value}_{\text{Measure}} \).
2. Calculate a scaling factor for the model based on the ratio of the input expected completion value for the measure to the model's normal completion value as
   \[
   \text{Scale Factor} = \frac{\text{Expected Completion Value}_{\text{Measure}}}{\text{Normal Completion Value}_{\text{Measure}}}
   \]
3. Multiply the completion values found in the estimate set model for each measure by the calculated scaling factor to produce a set of completion estimates using
   \[
   \text{Completion Estimate } [i] = \text{Normal Completion Value } [i] \times \text{Scale Factor}
   \]

**Figure 2-56. Determining a Normal Estimate Set**

---

**STEPS**
1. The normal completion value for LOC in the estimate set model is 1000.0.
2. For a project expected to be 225000 lines of code, this would result in a scaling factor of 225 (i.e., 225000.0 divided by 1000.0).
3. Multiplying each completion value in the estimate set model by this scaling factor generates a set of normal completion estimates that is sized to the magnitude of the project. Any measure can be used to generate an estimate set.
2.2.4.2.3 Get Project Magnitude

**Purpose**
Obtains the measure and estimated completion value for the measure that is most indicative of the project's magnitude.

**Required Data**
- Estimate data
- Estimate set model

**Steps**
1. Locate the first measure in the estimate set model for which there exists a non-zero value in the project's estimate data (\(\text{PlannedValueCompletion} \)).
2. Identify the measure and return the planned completion value stored in the estimate data for the measure.

![Estimate Set Model and Estimates Data](image)

**Steps**
1. LOC is the first measure in the estimate set model for which there exists a non-zero value in the estimates data, with a value of 225000.
2. This would indicate a project whose magnitude is estimated at 225000 lines of code.
3. If the estimates data contained zero values for both LOC and MOD, the algorithm would show a project whose magnitude is estimated at 57442 staff hours.

*Figure 2-57. Obtaining a Project's Magnitude*
2.2.5 Attribute Definitions

**Purpose**

Describes the set of overall project quality attributes, such as correctability and maintainability, used by the SME.

**Description**

The attribute definitions list is a set of associated tables that (1) identifies fundamental project quality attributes used by the SME and (2) specifies how relative ratings for those attributes are calculated. The list decomposes each attribute into one or more weighted factors and further defines each weighted factor as a function. Each function is a mathematical expression consisting of arithmetic operators, numerical constants, and variable references to specific measure or profile values. This hierarchy, in essence, captures the algorithm used to evaluate measurement data to calculate a relative rating for key project quality attributes. The SME implementation currently defines two attributes—correctability and maintainability.

**Source**

Defined as part of the SME implementation

**Assumptions**

- Objective measurements taken during the software development effort can be used as early indicators of project and product quality.
- The defined attribute ratings are relative to a normal project of the same project type (and are not absolute values).

**Instances**

The SME references one attribute definitions list.

**Structure**

Three tables consisting of an attribute list, a set of attributes, and a set of factors. The attribute list is a table with one column—attribute name. The names appear in alphabetical order with one defined attribute name per row. The set of attributes are described by a second table of attribute records with each record containing information on one attribute—the attribute's name, the minimum and maximum rating values, the number of underlying factors, and the name and weighting of each factor. The set of factors are
described by a third table of factor records with each record containing information on one factor—the factor's name, the maximum range of values to consider (as a percentage of the normal expected value), the function used to evaluate the factor, and the measures which must be available to evaluate the factor.
The SME defines two basic overall project quality attributes. These attributes are rated on a relative scale from -10 to +10, with 0 considered normal. Negative and positive ratings are considered below normal and above normal, respectively. The attributes are

- Correctability
- Maintainability

The following sections describe the two attributes and present a set of general-purpose algorithms commonly used with attribute definitions.
2.2.5.1.1 Correctability

The SME rates correctability on the basis of two associated factors—the ease of isolating errors and the ease of correcting errors. Both factors rely on profile data collected on reported errors. The ease of isolating errors is calculated as the percentage of all reported errors that were isolated within 1 day. The ease of correcting errors is calculated as the percentage of all reported errors that were corrected within 1 day. After scaling, the resultant factor values are averaged to produce a relative rating on a scale of -10 to +10 for the attribute.

2.2.5.1.2 Maintainability

The SME rates maintainability on the basis of two associated factors—the ease of isolating changes and the ease of implementing changes. Both factors rely on profile data collected on reported changes. The ease of isolating changes is calculated as the percentage of all reported changes that were isolated within 1 day. The ease of implementing changes is calculated as the percentage of all reported changes that were implemented within 1 day. After scaling, the resultant factor values are averaged to produce a relative rating on a scale of -10 to +10 for the attribute.
2.2.5.2 General-Purpose Uses of Attribute Definitions

The SME incorporates a set of general-purpose services commonly used with attribute definitions. The services are referenced in high-level SME functions to provide needed services associated with attribute definitions. These services include

- Evaluate Actual Factor Value
- Evaluate Expected Factor Values
- Assess Attribute

The following sections discuss each of these services and detail the algorithms behind the actions they perform.
2.2.5.2.1 **Evaluate Actual Factor Value**

**Purpose**
Calculates a factor’s actual value as of a given date using actual project data values to evaluate the function defined for that factor.

**Required Data**
- Factor (input value)
- Calendar date (input value)
- Measure data (for any referenced measures)
- Profile data (for any referenced profiles)

**Steps**
1. For the expression in the factor’s function, locate all references to measure values. Obtain the actual data value on the input calendar date from the measure data of any referenced measure.
2. For the expression in the factor’s function, locate all references to profile values. Obtain the actual data value on the input calendar date from the profile data of any referenced profile.
3. Evaluate the expression in the factor’s function using the actual project data values obtained (Actual Factor Value).

*Figure 2-61. Evaluating a Factor Using Actual Data Values*
Section 2—Components

2.2.5.2.2 Evaluate Expected Factor Values

Purpose
Calculates a factor's expected values as of a given date using normal model values to evaluate the function defined for that factor. The factor's expected values consist of three values that represent the normal, best, and worst cases expected for the factor.

Required Data
- Factor (input value)
- Calendar date (input value)
- Schedule data
- Schedule model
- Estimate data
- Estimate set model (in Convert Date to Phase)
- Measure model (for referenced measures) (in Convert Phase to Measure)
- Profile model (for referenced profiles) (in Convert Phase to Profile)

Steps
1. Use Get Project Dates to obtain the planned project start and end dates from the current schedule data.
2. On the basis of the project start and end dates, use Convert Date to Phase to translate the input calendar date to the phase and elapsed fraction of phase that normally should be reached on that date.
3. Use Get Project Magnitude on the current estimate data to obtain the measure and estimated completion value for the measure that is most indicative of the project's magnitude.
4. On the basis of that magnitude, use Determine Normal Estimate Set to create a normal set of estimates for the project.
5. For the expression in the factor's function, locate all references to measure values. For any referenced value, use Convert Phase to Measure to obtain the expected measure value at the desired phase and fraction of phase, given the normal completion value of the measure, from the measure model.
6. For the expression in the factor's function, locate all references to profile values. For any referenced value, use Convert Phase to Profile to obtain the expected profile value at the desired phase and fraction of phase, given the normal completion value of the profile's measure, from the profile model.
7. Evaluate the expression in the factor's function using the obtained model values (Expected Factor ValueNormal).
8. Use the maximum range value for the factor to compute the best and worst case expected values as

\[
\text{Expected Factor Value}_{\text{Best}} = \text{Expected Factor Value}_{\text{Normal}} \cdot (1.0 + \text{Factor Maxrange})
\]

\[
\text{Expected Factor Value}_{\text{Worst}} = \text{Expected Factor Value}_{\text{Normal}} \cdot (1.0 - \text{Factor Maxrange})
\]

---

**Figure 2-62. Evaluating a Factor Using Normal Model Values**

**Steps**

1. A calendar date of 3/20/93 represents 75% through the system test phase.

2. The project's magnitude is next determined to derive a normal completion estimate for reported changes of 1418.

3. Given 1418 total changes, the profile model shows that the component values at 75% of system test should be 624, 213, 53, 28, and 0.

4. When used to evaluate the factor's function, the model values yield a value of 91.2. For a maximum range value of 0.10, best and worst case expected values are 100.3 and 82.1, respectively.
2.2.5.2.3 Assess Attribute

**Purpose**
Calculates a relative rating as of a given date for a specified project quality attribute.

**Required Data**
- Attribute (input value)
- Calendar date (input value)
- Factors (associated with specified attribute)

**Steps**
1. For each factor associated with the specified attribute, use *Evaluate Actual Factor Value*, discussed earlier, to calculate the factor's actual value as of the input calendar date \((\text{Actual Factor Value}_{i, t})\) for the \(t^{th}\) factor.

2. For each factor associated with the specified attribute, use *Evaluate Expected Factor Values*, discussed earlier, to calculate the factor's expected values as of the input calendar date \((\text{Expected Factor Value}_{\text{Normal}, i}, \text{Expected Factor Value}_{\text{Best}, i}, \text{Expected Factor Value}_{\text{Worst}, i})\).

3. Calculate the normal value for the attribute's relative rating as the average of the minimum and maximum rating values defined in the attribute with

\[
\text{Normal Attribute Rating} = \frac{\text{Minimum Rating} + \text{Maximum Rating}}{2}
\]

4. Calculate a scaling value for the attribute's relative rating as the difference between the defined maximum rating and the computed normal rating with

\[
\text{Rating Scale} = \text{Maximum Rating} - \text{Normal Attribute Rating}
\]

5. For each factor, calculate the corresponding range of the expected values obtained from evaluating the factor with

\[
\text{Factor Range}_{i} = \frac{\text{Expected Factor Value}_{\text{Best}, i} - \text{Expected Factor Value}_{\text{Worst}, i}}{2}
\]

6. For each factor, scale the factor's actual value to match the range of values used in rating the attribute with

\[
\text{Factor Rating}_{i} = \text{Normal Attribute Rating} + \left(\frac{\text{Rating Scale}}{\text{Factor Range}_{i}}\right) \times \left(\frac{\text{Actual Factor Value}_{i, t} - \text{Expected Factor Value}_{\text{Normal}, i}}{\text{Factor Range}_{i}}\right)
\]

7. Set the attribute's rating to the weighted average of the scaled factor ratings computed for each factor, \(1\) through \(K\), using

\[
\text{Attribute Rating} = \frac{\sum_{i=1}^{K} \text{Factor Weight}_{i} \times \text{Factor Rating}_{i}}{\sum_{i=1}^{K} \text{Factor Weight}_{i}}
\]
**Figure 2-63. Assessing a Project Attribute**

**STEPS**

1. Each factor's actual and expected values are evaluated.

2. The attribute's normal value is calculated.

3. The difference between the defined maximum rating and the computed normal rating is calculated as a scaling value.

4. The range of expected values for each factor is calculated, and the actual values are scaled.

5. The attribute's rating is set to the weighted average of the scaled factor ratings.
2.3 MANAGEMENT RULES

The SME relies on experienced software development managers in the SEL environment for the expert knowledge needed to analyze and interpret the observed behavior of projects. Capturing and applying this knowledge using expert systems techniques has been investigated by the SEL and proven feasible in this domain (References 4 and 5). Over the years, a variety of management rules and heuristics that are useful in the local environment have been collected and published in numerous SEL reports. A representative selection of these management rules may be found in Software Engineering Laboratory (SEL) Relationships, Models, and Management Rules (Reference 2) and in Manager's Handbook for Software Development (Reference 6).

Conceptually, interviewing successful software development managers to learn how they interpret certain conditions observed on a project captures reusable knowledge about evaluating a project's strengths and weaknesses. Their interpretations can then be combined or recast into specific management rules that describe the possible explanations for certain conditions. For example, one simple rule could express several possible reasons for an observed deviation in reported errors as "If the number of reported errors is below normal, then either (1) the development team is experienced, (2) the system testing is inadequate, or (3) the problem is easier than expected." More complex networks or sets of these rules can be created to examine a wide range of data and provide more depth from which to draw conclusions.

The SME currently incorporates two independent approaches to capturing management rules and providing expert assistance to software development managers—a knowledge base and a rule base. The knowledge base focuses on explaining observed deviations from normal values in fundamental software development measures; the rule base concentrates on providing interpretations of the project's general status based on conditionally evaluating a series of rules.

Table 2-4 summarizes the major components referenced by the SME as management rules and identifies each component's purpose.

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Knowledge Base</td>
<td>Captures management experience that relies on objective measurements and subjective data to explain deviations in measures from normal values</td>
</tr>
<tr>
<td>Rule Base</td>
<td>Captures management experience that relies on a series of rules which use the observed ratios between key pairs of measures to assess the project's current status</td>
</tr>
</tbody>
</table>

The following sections provide additional detailed information on each of these components.
2.3.1 Knowledge Base

**Purpose**

Describes a collection of captured management experience that uses objective measurements and subjective data to explain deviations in measures from normal values.

**Description**

The knowledge base is a set of associated tables that (1) identifies possible reasons for observed deviations in a project's measures from what is considered normal and (2) specifies how to assess the probable validity and relative merit of those reasons. The list of reasons in the knowledge base are organized to associate the deviation of a measure with that deviation's possible causes. Each reason in the list is identified by an encoded reason, consisting of a causal rating and a factor name, that maps to an entry in a list of explanations used for display purposes. In assessing the reason's validity, the named factor is evaluated to produce a rating that can be compared to the causal rating. If the ratings match, the reason is a likely cause of the deviation. Each underlying factor is defined as being either objective, subjective, or dependent. Objective factors are evaluated using actual measure data, while subjective factors rely on subjective data from the manager. Dependent factors represent a weighted combination of ratings from a network of two or more factors. The SME knowledge base currently contains the reasoning needed to assess deviations in four defined measures: CPU hours, staff hours, lines of code, and reported errors.

**Source**

Defined as part of the SME based on past experience

**Assumptions**

- The manager's estimated completion values accurately reflect the project's magnitude and can serve as a basis for determining what is considered normal
- The subjective data provided by the manager is rated consistently across projects

**Instances**

The SME has one knowledge base.

**Structure**

Three tables consisting of a reason list, an explanation list, and a set of factors. The reason list is a table with three columns—a deviation in a measure, the weight used to rank the
reason, and the possible reason for the deviation encoded as a causal rating and a factor name. The explanation list is a table with two columns—the encoded possible reason and the explanatory text for that reason. The set of factors are described by a third table of factor records with each record containing information on one factor. The record structure varies by the type of factor. Objective factors contain the factor name and the function used to evaluate the factor (i.e., a mathematical expression referencing specific measure values). Subjective factors contain the factor name, the question used to solicit the subjective information, and a list of acceptable responses to that question. Dependent factors contain the factor name and a list of underlying factors identified by name, weight, and optimum rating. The underlying factors referenced in a dependent factor may be objective, subjective, or dependent.

The following sections describe the specific reasoning captured in the knowledge base for assessing deviations in four specific measures and present a set of general-purpose algorithms commonly used with the knowledge base.
2.3.1.1 Captured Knowledge

The SME captures reasoning in the knowledge base for assessing deviations in four defined measures which may be either above normal (high) or below normal (low). This reasoning, discussed in detail below, addresses:

- Higher than Normal CPU Hours
- Lower than Normal CPU Hours
- Higher than Normal Total Staff Hours
- Lower than Normal Total Staff Hours
- Higher than Normal Lines of Code
- Lower than Normal Lines of Code
- Higher than Normal Reported Errors
- Lower than Normal Reported Errors
2.3.1.1 Higher than Normal CPU Hours

The SME considers five possible reasons that could cause the number of CPU hours recorded for a project to be above normal. These reasons, in order of decreasing potential likelihood, are (1) team made up of terminal jockeys, (2) too much system testing, (3) unreliable system, (4) team is not doing desk work, and (5) unstable code. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

### Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Rating</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>High</td>
<td>dev_team/terminal_jockeys</td>
<td>Team made up of terminal jockeys</td>
</tr>
<tr>
<td>30</td>
<td>High</td>
<td>system_testing/amount</td>
<td>Too much system testing</td>
</tr>
<tr>
<td>25</td>
<td>Low</td>
<td>software/reliability</td>
<td>Unreliable system</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>dev_team/desk_work</td>
<td>Team is not doing desk work</td>
</tr>
<tr>
<td>15</td>
<td>High</td>
<td>source_module_change/amount</td>
<td>Unstable code</td>
</tr>
</tbody>
</table>

### Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>source_code_changes/rate</td>
<td>RCH/LOC (Reported Changes per LOC)</td>
</tr>
<tr>
<td>source_module_change/amount</td>
<td>MCH (Module Changes)</td>
</tr>
</tbody>
</table>

### Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM/plan/use</td>
<td>Is this project using/following its CM plan?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>code_reading/amount</td>
<td>How much code reading is being done on this project?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>code_reading/quality</td>
<td>What quality rating would you assign to this project's code reading?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>design/stability</td>
<td>What level of stability would you assign to this project's design?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>design/quality</td>
<td>What quality rating would you assign to this project's design?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/desk_work</td>
<td>Is the team completing required desk work before getting on the computer?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>librarian/use</td>
<td>Is this project using a librarian?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>specs/stability</td>
<td>How would you rate the stability of the specifications for this project?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>system_testing/amount</td>
<td>How would you rate the amount of system testing being done?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>unit_testing/amount</td>
<td>How would you rate the amount of unit testing being done on this project?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>unit_testing/quality</td>
<td>What quality rating would you assign to unit testing on this project?</td>
<td>(High, Low, Normal)</td>
</tr>
</tbody>
</table>

### Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Optimum Rating</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM/quality</td>
<td>CM/plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>software/reliability</td>
<td>library/plan</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>CM/quality</td>
<td>code_reading/amount</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>software/reliability</td>
<td>code_reading/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>CM/quality</td>
<td>design/stability</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>software/reliability</td>
<td>design/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>CM/quality</td>
<td>source_code_changes/rate</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>software/reliability</td>
<td>specs/stability</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>CM/quality</td>
<td>unit_testing/amount</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>software/reliability</td>
<td>unit_testing/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
</tbody>
</table>

Figure 2-65. Reasoning for Higher than Normal CPU Hours
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2.3.1.1.2 Lower than Normal CPU Hours

The SME considers seven possible reasons that could cause the number of CPU hours recorded for a project to be below normal. These reasons, in order of decreasing potential likelihood, are (1) computer not available, (2) not enough system testing, (3) experienced development team, (4) good planning, (5) good configuration management, (6) good quality assurance, and (7) low productivity. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Rate</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>Low</td>
<td>computer/availability</td>
<td>Computer not available</td>
</tr>
<tr>
<td>30</td>
<td>Low</td>
<td>system_testing/amount</td>
<td>Not enough system testing</td>
</tr>
<tr>
<td>30</td>
<td>High</td>
<td>dev_team/experience</td>
<td>Experienced development team</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>planning/quality</td>
<td>Good planning</td>
</tr>
<tr>
<td>15</td>
<td>High</td>
<td>CM/quality</td>
<td>Good configuration management</td>
</tr>
<tr>
<td>15</td>
<td>High</td>
<td>QA/quality</td>
<td>Good quality assurance</td>
</tr>
<tr>
<td>15</td>
<td>Low</td>
<td>dev_team/productivity</td>
<td>Low productivity</td>
</tr>
</tbody>
</table>

Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>coding/productivity</td>
<td>LOC/EFF (LOC per hour)</td>
</tr>
<tr>
<td>design/productivity</td>
<td>MOD/EFF (Modules per hour)</td>
</tr>
</tbody>
</table>

Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses (High, Low, Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM_plan/quality</td>
<td>What quality rating would you assign to this project's CM plan?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>CM_plan/use</td>
<td>Is this project using following its CM plan?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>code_reading/use</td>
<td>Is this project using code reading?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>computer/reliability</td>
<td>What level of reliability would you assign to the development computer?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_plan/quality</td>
<td>What quality rating would you assign to this project's development plan?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/experience</td>
<td>How would you rate the team's experience with the project's application?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/environment</td>
<td>How would you rate the team's experience with the development environment?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/language</td>
<td>How would you rate the team's experience with the development language?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/tools</td>
<td>How would you rate the team's experience with the development tools in use?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/quality</td>
<td>How would you rate the development team's overall quality?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>librarian/use</td>
<td>What quality rating would you assign to this project's management plan?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>plan_maintenance/quality</td>
<td>Is the set of plans (dev, mgmt, QA, CM, and test) being kept up to date?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>QA_plan/quality</td>
<td>What quality rating would you assign to this project's QA plan?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>QA_plan/use</td>
<td>Is this project using following its QA plan?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>staffing_plan/quality</td>
<td>What quality rating would you assign to this project's staffing plan?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>system_testing/amount</td>
<td>How would you rate the amount of system testing being done on this project?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>terminal_per_pgmr/amount</td>
<td>How would you rate the number of terminals per programmer?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>test_plan/quality</td>
<td>What quality rating would you assign to this project's test plan?</td>
<td>(High, Low, Normal)</td>
</tr>
</tbody>
</table>

Figure 2-66 (1 of 2). Reasoning for Lower than Normal CPU Hours
### Section 2—Components

#### Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Optimum Rating</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM/quality</td>
<td>CM_plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>librarian/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>computer/availability</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>computer/reliability</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>terminal_per_pgm/amount</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>dev_team/experience</td>
<td>dev_team/exper_w/application</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/environment</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/language</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/tools</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>dev_team/productivity</td>
<td>coding/productivity</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>design/productivity</td>
<td>High</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/quality</td>
<td>High</td>
<td>2.0</td>
</tr>
<tr>
<td>planning_quality</td>
<td>CM_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>mgmt_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>plan_maintenance/quality</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>QA_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>test_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>QA/quality</td>
<td>code_reading/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>QA_plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
</tbody>
</table>

*Figure 2-66 (2 of 2). Reasoning for Lower than Normal CPU Hours*
Section 2—Components

2.3.1.1.3 Higher than Normal Total Staff Effort

The SME considers six possible reasons that could cause the total number of staff hours recorded for a project to be above normal. These reasons, in order of decreasing potential likelihood, are (1) problem larger than expected, (2) low productivity, (3) unstable code, (4) poor planning, (5) inexperienced development team, and (6) incomplete specifications. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Rate</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>30</td>
<td>High estimate/accuracy</td>
<td>Problem larger than expected</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>Low dev_team/productivity</td>
<td>Low productivity</td>
<td></td>
</tr>
<tr>
<td>20</td>
<td>High source_module_change/amount</td>
<td>Unstable code</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>Low planning/quality</td>
<td>Poor planning</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Low dev_team/experience</td>
<td>Inexperienced development team</td>
<td></td>
</tr>
<tr>
<td>10</td>
<td>Low specs/completeness</td>
<td>Incomplete specifications</td>
<td></td>
</tr>
</tbody>
</table>

Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>coding/productivity</td>
<td>LOC/EFF (LOC per hour)</td>
</tr>
<tr>
<td>design/productivity</td>
<td>MOD/EFF (Modules per hour)</td>
</tr>
<tr>
<td>source_module_change/amount</td>
<td>MCH (Module Changes)</td>
</tr>
</tbody>
</table>

Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM_plan/quality</td>
<td>What quality rating would you assign to this project’s CM plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_plan/quality</td>
<td>What quality rating would you assign to this project’s development plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/expwr/application</td>
<td>How would you rate the team’s experience with the project’s application?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/expwr/environment</td>
<td>How would you rate the team’s experience with the development environment?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/expwr/language</td>
<td>How would you rate the team’s experience with the development language?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/expwr/tools</td>
<td>How would you rate the team’s experience with the development tools in use?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/quality</td>
<td>How would you rate the development team’s overall quality?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>estimate/confidence</td>
<td>What is your confidence in the project size estimate?</td>
<td>(High,Low,Confident)</td>
</tr>
<tr>
<td>mgmt_plan/quality</td>
<td>Is the set of plans (dev, mgmt, QA, CM, and test) being kept up to date?</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td>plan_maintenance/quality</td>
<td>What quality rating would you assign to this project’s QA plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>QA_plan/quality</td>
<td>How would you rate the number of outstanding specification questions?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>specs_outstand/quest/amount</td>
<td>How would you rate the number of specification TBDs for this project?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>specs_TBDs/amount</td>
<td>What quality rating would you assign to this project’s staffing plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>staffing_plan/quality</td>
<td>What quality rating would you assign to this project’s test plan?</td>
<td>(High,Low,Normal)</td>
</tr>
</tbody>
</table>

Figure 2-67 (1 of 2). Reasoning for Higher than Normal Total Staff Hours
## Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Optimum Rating</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev_team/experience</td>
<td>dev_team/experience年起/应用</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/experience_year_environment</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/experience_year_language</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/experience_year_tools</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>dev_team/productivity</td>
<td>coding/productivity</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>design/productivity</td>
<td>High</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/quality</td>
<td>High</td>
<td>2.0</td>
</tr>
<tr>
<td>estimate/accuracy</td>
<td>estimate_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate_is_high/truth</td>
<td>estimate/confidence</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_error/direction</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate_is_low/truth</td>
<td>estimate/confidence</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_error/direction</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>planning/quality</td>
<td>plan_quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>mgmt_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>plan_maintenance/quality</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>QA_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>test_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>specs/completeness</td>
<td>specs_outstanding_questions/amount</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>specs_TBDs/amount</td>
<td>Low</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Figure 2-67 (2 of 2). Reasoning for Higher than Normal Total Staff Hours**
Section 2—Components

2.3.1.1.4 Lower than Normal Total Staff Effort

The SME considers seven possible reasons that could cause the total number of staff hours recorded for a project to be below normal. These reasons, in order of decreasing potential likelihood, are (1) staffing up too slowly, (2) easy problem, (3) problem smaller than expected, (4) experienced development team, (5) not paying attention to deadlines, (6) high productivity, and (7) problem not understood. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

### Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Rate</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>Low</td>
<td>staffing/amount</td>
<td>Staffing up too slowly</td>
</tr>
<tr>
<td>30</td>
<td>Low</td>
<td>problem/difficulty</td>
<td>Easy problem</td>
</tr>
<tr>
<td>30</td>
<td>Low</td>
<td>estimate/accuracy</td>
<td>Problem smaller than expected</td>
</tr>
<tr>
<td>25</td>
<td>High</td>
<td>dev_team/experience</td>
<td>Experienced development team</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>mgmt_team/deadline_sensitivity</td>
<td>Not paying attention to deadlines</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>dev_team/productivity</td>
<td>High productivity</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>problem/understanding</td>
<td>Problem not understood</td>
</tr>
</tbody>
</table>

### Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>coding/productivity</td>
<td>LOC/EFF (LOC per hour)</td>
</tr>
<tr>
<td>design/productivity</td>
<td>MOD/EFF (Modules per hour)</td>
</tr>
</tbody>
</table>

### Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses (High,Low,Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev_team/exper_w/application</td>
<td>How would you rate the team's experience with the project's application?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/environment</td>
<td>How would you rate the team's experience with the development environment?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/language</td>
<td>How would you rate the team's experience with the development language?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/tools</td>
<td>How would you rate the team's experience with the development tools in use?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/quality</td>
<td>How would you rate the development team's overall quality?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>estimate/confidence</td>
<td>What is your confidence in the project size estimate?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>estimate_error/direction</td>
<td>If you're not confident in the estimate for this project, then it is ...</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td>mgmt_team/deadline_sensitivity</td>
<td>Is this team paying attention to deadlines?</td>
<td>(High,Low,Confident)</td>
</tr>
<tr>
<td>problem/difficulty</td>
<td>How would you rate the difficulty of the problem this project is working on?</td>
<td>(Difficult,Easy,Normal)</td>
</tr>
<tr>
<td>staffing/direction</td>
<td>How would you rate the team's understanding of the problem they are working on?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>staffing_plan/quality</td>
<td>If staffing is not following a plan, would you say it was ...</td>
<td>(High,Low,N/A)</td>
</tr>
<tr>
<td>staffing_plan/use</td>
<td>What quality rating would you assign to this project's staffing plan?</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td></td>
<td>Is this project using/following its staffing plan?</td>
<td>(Yes,No,N/A)</td>
</tr>
</tbody>
</table>

**Figure 2-68 (1 of 2). Reasoning for Lower than Normal Total Staff Hours**
## Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Optimum Rating</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>dev_team/experience</td>
<td>dev_team/exper_w/application</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/environment</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/language</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/tools</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>dev_team/productivity</td>
<td>coding/productivity</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>design/productivity</td>
<td>High</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/quality</td>
<td>High</td>
<td>2.0</td>
</tr>
<tr>
<td>estimate/accuracy</td>
<td>estimate_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate_is_high/truth</td>
<td>estimate/accuracy</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_is_low/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>staffing/amount</td>
<td>staffing_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>staffing/quality</td>
<td>staffing_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>staffing_is_high/truth</td>
<td>staffing_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>staffing_is_low/truth</td>
<td>staffing_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>staffing_is_high/truth</td>
<td>staffing_direction</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>staffing_is_low/truth</td>
<td>staffing_direction</td>
<td>Low</td>
<td>1.0</td>
</tr>
</tbody>
</table>

*Figure 2-68 (2 of 2). Reasoning for Lower than Normal Total Staff Hours*
Section 2—Components

2.3.1.1.5 Higher than Normal Lines of Code

The SME considers eight possible reasons that could cause the total number of lines of code recorded for a project to be above normal. These reasons, in order of decreasing potential likelihood, are (1) problem larger than expected, (2) lots of reused code, (3) experienced development team, (4) stable design, (5) not enough unit testing, (6) high productivity, (7) poor configuration management, and (8) poor quality assurance. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Factor Rate</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>High</td>
<td>estimate/accuracy</td>
<td>Problem larger than expected</td>
</tr>
<tr>
<td>35</td>
<td>High</td>
<td>source_module/reuse/amount</td>
<td>Lots of reused code</td>
</tr>
<tr>
<td>30</td>
<td>High</td>
<td>dev_team/experience</td>
<td>Experienced development team</td>
</tr>
<tr>
<td>25</td>
<td>High</td>
<td>design/stability</td>
<td>Stable design</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>unit_testing/amount</td>
<td>Not enough unit testing</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>dev_team/productivity</td>
<td>High productivity</td>
</tr>
<tr>
<td>15</td>
<td>Low</td>
<td>CM/quality</td>
<td>Poor configuration management</td>
</tr>
<tr>
<td>15</td>
<td>Low</td>
<td>QA/quality</td>
<td>Poor quality assurance</td>
</tr>
</tbody>
</table>

Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>coding/productivity</td>
<td>LOC/EFF (LOC per hour)</td>
</tr>
<tr>
<td>design/productivity</td>
<td>MOD/EFF (Modules per hour)</td>
</tr>
</tbody>
</table>

Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses (High,Low,Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM_plan/use</td>
<td>Is this project using/following its CM plan?</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td>code_reading/use</td>
<td>Is this project using code reading?</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td>design/stability</td>
<td>What level of stability would you assign to this project's design?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/application</td>
<td>How would you rate the team's experience with the project's application?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/environment</td>
<td>How would you rate the team's experience with the development environment?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/language</td>
<td>How would you rate the team's experience with the development language?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/tools</td>
<td>How would you rate the team's experience with the development tools in use?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_team/quality</td>
<td>How would you rate the development team's overall quality?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>estimate/confidence</td>
<td>What is your confidence in the project size estimate?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>estimate_error/direction</td>
<td>If you're not confident in the estimate for this project, then it is ...</td>
<td>(High,Low,Confident)</td>
</tr>
<tr>
<td>librarian/use</td>
<td>Is this project using a librarian?</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td>QA_plan/use</td>
<td>Is this project using/following its QA plan?</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td>source_module/reuse/amount</td>
<td>How would you rate the level of module reuse on this project?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>unit_testing/amount</td>
<td>How would you rate the amount of unit testing being done on this project?</td>
<td>(High,Low,Normal)</td>
</tr>
</tbody>
</table>

Figure 2-69 (1 of 2). Reasoning for Higher than Normal Lines of Code
## Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Optimum Rating</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM/quality</td>
<td>CM_plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>dev_team/experience</td>
<td>librarian/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>dev_team/productivity</td>
<td>dev_team/exp_wi_application</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exp_wi_environment</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exp_wi_language</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exp_wi/tools</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate/accuracy</td>
<td>coding/productivity</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>design/productivity</td>
<td>High</td>
<td>3.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/quality</td>
<td>High</td>
<td>2.0</td>
</tr>
<tr>
<td>estimate_is_high/truth</td>
<td>estimate_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate_is_high/truth</td>
<td>estimate/confidence</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate_is_low/truth</td>
<td>estimate/confidence</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_error/direction</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>QA/quality</td>
<td>code_reading/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>QA_plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Figure 2-69 (2 of 2). Reasoning for Higher than Normal Lines of Code**
Section 2—Components

2.3.1.1.6 Lower than Normal Lines of Code

The SME considers five possible reasons that could cause the total number of lines of code recorded for a project to be below normal. These reasons, in order of decreasing potential likelihood, are (1) problem smaller than expected, (2) team is wasting time, (3) incomplete design, (4) poor planning, and (5) too much unit testing. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

### Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Rate</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>Low</td>
<td>estimate/accuracy</td>
<td>Problem smaller than expected</td>
</tr>
<tr>
<td>35</td>
<td>Low</td>
<td>mgmt_team/control</td>
<td>Team is wasting time</td>
</tr>
<tr>
<td>30</td>
<td>Low</td>
<td>design/completeness</td>
<td>Incomplete design</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>planning/quality</td>
<td>Poor planning</td>
</tr>
<tr>
<td>20</td>
<td>High</td>
<td>unit_testing/amount</td>
<td>Too much unit testing</td>
</tr>
</tbody>
</table>

### Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>none</td>
<td></td>
</tr>
</tbody>
</table>

### Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM_plan/quality</td>
<td>What quality rating would you assign to this project's CM plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>design_RIDs(CDR)/amount</td>
<td>How would you rate the number of RIDs at CDR?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>design_TBDs(CDR)/amount</td>
<td>What quality rating would you assign to this project's development plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>dev_plan/quality</td>
<td>What is your confidence in the project size estimate?</td>
<td>(High,Low,Confident, N/A)</td>
</tr>
<tr>
<td>estimate/confidence</td>
<td>If you're not confident in the estimate for this project, then it is.......</td>
<td>(High,Low,N/A)</td>
</tr>
<tr>
<td>estimate_error/direction</td>
<td>What quality rating would you assign to this project's management plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>mgmt_plan/quality</td>
<td>Is the team wasting time and appear to lack a sense of direction?</td>
<td>(Yes,No,N/A)</td>
</tr>
<tr>
<td>mgmt_team/control</td>
<td>How would you rate the number of TBDs at CDR?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>plan_maintenance/quality</td>
<td>Is the set of plans (dev, mgmt, QA, CM, and test) being kept up to date?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>QA_plan/quality</td>
<td>What quality rating would you assign to this project's QA plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>staffing_plan/quality</td>
<td>What quality rating would you assign to this project's staffing plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>test_plan/quality</td>
<td>What quality rating would you assign to this project's test plan?</td>
<td>(High,Low,Normal)</td>
</tr>
<tr>
<td>unit_testing/amount</td>
<td>How would you rate the amount of unit testing being done on this project?</td>
<td>(High,Low,Normal)</td>
</tr>
</tbody>
</table>

*Figure 2-70 (1 of 2). Reasoning for Lower than Normal Lines of Code*
## Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Rating</th>
<th>Optimum Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>design/completeness</td>
<td>design_RIs(CDR)/amount</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>design_TBDs(CDR)/amount</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate/accuracy</td>
<td>estimate_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate_is_high/truth</td>
<td>estimate_is_high/truth</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>estimate_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>estimate_is_low/truth</td>
<td>estimate_is_low/truth</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td>planning/quality</td>
<td>CM_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>mgmt_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>plan_maintenance/quality</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>QA_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>staffing_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>test_plan/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
</tbody>
</table>

*Figure 2-70 (2 of 2). Reasoning for Lower than Normal Lines of Code*
Section 2—Components

2.3.1.1.7 Higher than Normal Reported Errors

The SME considers five possible reasons that could cause the total number of reported errors recorded for a project to be above normal. These reasons, in order of decreasing potential likelihood, are (1) team is reporting inconsequential errors, (2) inexperienced development team, (3) poor use of methodology, (4) complex problem, and (5) unreliable system. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Rate</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>50</td>
<td>High</td>
<td>dev_team/nit_picking</td>
<td>Team is reporting inconsequential errors</td>
</tr>
<tr>
<td>25</td>
<td>Low</td>
<td>dev_team/experience</td>
<td>Inexperienced development team</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>process_methodology/use</td>
<td>Poor use of methodology</td>
</tr>
<tr>
<td>15</td>
<td>High</td>
<td>problemcomplexity</td>
<td>Complex problem</td>
</tr>
<tr>
<td>10</td>
<td>Low</td>
<td>software/reliability</td>
<td>Unreliable system</td>
</tr>
</tbody>
</table>

Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>source_code_changes/rate</td>
<td>RCH/LOC (Reported changes per LOC)</td>
</tr>
</tbody>
</table>

Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses (High,Low,Normal)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM_plan/use</td>
<td>Is this project using/following its CM plan? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>code_commenting/use</td>
<td>What level of code commenting is being used in this project's software? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>code_reading/amount</td>
<td>How much code reading is being done on this project? (Lots,Minimal,Normal)</td>
<td></td>
</tr>
<tr>
<td>code_reading/quality</td>
<td>What quality rating would you assign to this project's code reading? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>code_reading/use</td>
<td>Is this project using code reading? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>coding_CM/use</td>
<td>Is this project using formal configuration management methods during coding? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>coding_QA/use</td>
<td>Is this project using formal quality assurance methods during coding? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>design/quality</td>
<td>What quality rating would you assign to this project's design? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>design/stability</td>
<td>What level of stability would you assign to this project's design? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>design_methodology/use</td>
<td>Is this project using a formal design methodology? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>dev_team/exp_w/application</td>
<td>How would you rate the team's experience with the project's application? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>dev_team/exp_w/environment</td>
<td>How would you rate the team's experience with the development environment? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>dev_team/exp_w/language</td>
<td>How would you rate the team's experience with the development language? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>dev_team/exp_w/tools</td>
<td>How would you rate the team's experience with the development tools in use? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>dev_team/nit_picking</td>
<td>Is the team reporting insignificant or cosmetic errors (nit picking)? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>librarian/use</td>
<td>Is this project using a librarian? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>problem/complexity</td>
<td>How would you rate the complexity of the problem this project is working on? (Complex,Simple,Normal)</td>
<td></td>
</tr>
<tr>
<td>specs/stability</td>
<td>How would you rate the stability of the specifications for this project? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>specs_methodology/use</td>
<td>Is this project using a formal specification methodology? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>testing_methodology/use</td>
<td>Is this project using a formal testing methodology? (Yes,No,N/A)</td>
<td></td>
</tr>
<tr>
<td>unit_testing/amount</td>
<td>How would you rate the amount of unit testing being done on this project? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>unit_testing/quality</td>
<td>What quality rating would you assign to unit testing on this project? (High,Low,Normal)</td>
<td></td>
</tr>
<tr>
<td>unit_testing/use</td>
<td>Is unit testing being done on this project? (Yes,No,N/A)</td>
<td></td>
</tr>
</tbody>
</table>

Figure 2-71 (1 of 2). Reasoning for Higher than Normal Reported Errors
### Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Optimum Rating</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM/quality</td>
<td>CM_plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>librarian/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>coding_methodology/use</td>
<td>code_commenting/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>code_reading/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>coding_CM/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>coding_QA/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>dev_team/experience</td>
<td>dev_team/exper_w/application</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/environment</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/language</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/tools</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>process_methodology/use</td>
<td>coding_methodology/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>design_methodology/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>specs_methodology/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>testing_methodology/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td>software/reliability</td>
<td>CM/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>code_reading/amount</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>code_reading/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>design/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>design/stability</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>source_code_changes/rate</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>specs/stability</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>unit_testing/amount</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>unit_testing/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
</tbody>
</table>

*Figure 2-71 (2 of 2). Reasoning for Higher than Normal Reported Errors*
Section 2—Components

2.3.1.1.8 Lower than Normal Reported Errors

The SME considers seven possible reasons that could cause the total number of reported errors recorded for a project to be below normal. These reasons, in order of decreasing potential likelihood, are (1) team is not submitting SEL forms, (2) good unit testing, (3) not enough system testing, (4) experienced development team, (5) reliable system, (6) lots of reused code, and (7) easy problem. Assessing the validity of these reasons in explaining the deviation relies on evaluating the objective, subjective, and dependent factors shown below.

Possible Reasons and Explanations

<table>
<thead>
<tr>
<th>Rank</th>
<th>Causal Rate</th>
<th>Factor Name</th>
<th>Explanation</th>
</tr>
</thead>
<tbody>
<tr>
<td>40</td>
<td>Low</td>
<td>dev_team/forms_submission</td>
<td>Team is not submitting SEL forms</td>
</tr>
<tr>
<td>30</td>
<td>High</td>
<td>unit_testing/quality</td>
<td>Good unit testing</td>
</tr>
<tr>
<td>20</td>
<td>Low</td>
<td>system_testing/amount</td>
<td>Not enough system testing</td>
</tr>
<tr>
<td>15</td>
<td>High</td>
<td>dev_team/experience</td>
<td>Experienced development team</td>
</tr>
<tr>
<td>10</td>
<td>High</td>
<td>software/reliability</td>
<td>Reliable system</td>
</tr>
<tr>
<td>10</td>
<td>High</td>
<td>source_module_reuse/amount</td>
<td>Lots of reused code</td>
</tr>
<tr>
<td>5</td>
<td>Low</td>
<td>problem/difficulty</td>
<td>Easy problem</td>
</tr>
</tbody>
</table>

Objective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Function</th>
</tr>
</thead>
<tbody>
<tr>
<td>source_code_changes/rate</td>
<td>RCH/LOC (Reported changes per LOC)</td>
</tr>
</tbody>
</table>

Subjective Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Question</th>
<th>Responses</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM_plan/use</td>
<td>Is this project using/following its CM plan?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>code_reading/amount</td>
<td>How much code reading is being done on this project?</td>
<td>(Lots, Minimal, Normal)</td>
</tr>
<tr>
<td>code_reading/quality</td>
<td>What quality rating would you assign to this project’s code reading?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>design/stability</td>
<td>What quality rating would you assign to this project’s design?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/application</td>
<td>How would you rate the team’s experience with the project’s application?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/environment</td>
<td>How would you rate the team’s experience with the development environment?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/language</td>
<td>How would you rate the team’s experience with the development language?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/exper_w/tools</td>
<td>How would you rate the team’s experience with the development tools in use?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>dev_team/forms_submission</td>
<td>Is the team submitting SEL forms (especially COFs and CRFs) on time?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>librarian/use</td>
<td>Is this project using a librarian?</td>
<td>(Yes, No, N/A)</td>
</tr>
<tr>
<td>problem/difficulty</td>
<td>How would you rate the difficulty of the problem this project is working on?</td>
<td>(Difficult, Easy, Normal)</td>
</tr>
<tr>
<td>source_module_reuse/amount</td>
<td>How would you rate the level of module reuse on this project?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>specs/stability</td>
<td>How would you rate the stability of the specifications for this project?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>system_testing/amount</td>
<td>How would you rate the amount of system testing being done?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>unit_testing/amount</td>
<td>How would you rate the amount of unit testing being done on this project?</td>
<td>(High, Low, Normal)</td>
</tr>
<tr>
<td>unit_testing/quality</td>
<td>What quality rating would you assign to unit testing on this project?</td>
<td>(High, Low, Normal)</td>
</tr>
</tbody>
</table>

Figure 2-72 (1 of 2). Reasoning for Lower than Normal Reported Errors
## Dependent Factors

<table>
<thead>
<tr>
<th>Factor Name</th>
<th>Underlying Factors</th>
<th>Optimum Rating</th>
<th>Weight</th>
</tr>
</thead>
<tbody>
<tr>
<td>CM/quality</td>
<td>CM_plan/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>librarian/use</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/application</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/environment</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/language</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>dev_team/exper_w/tools</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>CM_quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>code_reading/amount</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>code_reading/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>design/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>design/stability</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>source_code_changes/rate</td>
<td>Low</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>specs/stability</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>unit_testing/amount</td>
<td>High</td>
<td>1.0</td>
</tr>
<tr>
<td></td>
<td>unit_testing/quality</td>
<td>High</td>
<td>1.0</td>
</tr>
</tbody>
</table>

**Figure 2-72 (2 of 2). Reasoning for Lower than Normal Reported Errors**
2.3.1.2 General-Purpose Use of the Knowledge Base

The SME incorporates a set of general-purpose services commonly used with the knowledge base. The services are referenced by SME functions to provide needed services associated with the knowledge base. These services include

- Rate Objective Factor
- Rate Subjective Factor
- Rate Dependent Factor
- Evaluate Reason

The following sections discuss each of these services and detail the algorithms behind the actions they perform.
2.3.1.2.1  Rate Objective Factor

Purpose
Evaluates an objective factor as of the current date by comparing its actual value computed from measure data to its expected model value. The factor is assigned a rating (i.e., High, Low, Normal, or Unknown) and a certainty.

Required Data
- Objective factor (input value)
- Measure data (for any referenced measures)
- Schedule data
- Schedule model (in Convert Date To Phase)
- Estimate data
- Estimate set model (in Determine Normal Estimate Set)
- Measure model (for referenced measures) (in Convert Phase To Measure)

Steps
1. For the expression in the factor's function, obtain the actual data value of any referenced measure as of the current date from the measure data.
2. If the expression references a single measure, set the factor's actual value to the actual measure value. If the expression references a ratio of two measures, set the factor's actual value to the ratio of the two actual measure values obtained. (Actual Factor Value)
3. Use Get Project Dates to obtain the planned project start and end dates from the current schedule data.
4. On the basis of the project start and end dates, use Convert Date to Phase to translate the current date to the phase and elapsed fraction of phase that normally should be reached on that date.
5. Use Get Project Magnitude on the current estimate data to obtain the measure and estimated completion value for that measure which is most indicative of the project's magnitude.
6. On the basis of that magnitude, use Determine Normal Estimate Set to create a normal set of estimates for the project.
7. For the expression in the factor's function, use Convert Phase to Measure to obtain the expected measure value of any referenced measures at the desired phase and fraction of phase, given the normal completion value of the measure, from the measure model. (Expected Measure Value<sub>Normal</sub>)
8. Compute the upper and lower normal bounds on any expected measure values obtained by adding and subtracting, respectively, the scaled value of the normal deviation stored in the model from each expected measure value via

$$\text{Expected Measure Value}_{\text{High}} = \text{Expected Measure Value}_{\text{Normal}} + (\text{Normal Deviation} \times \text{Normal Completion Value})$$

$$\text{Expected Measure Value}_{\text{Low}} = \text{Expected Measure Value}_{\text{Normal}} - (\text{Normal Deviation} \times \text{Normal Completion Value})$$

9. If the expression references a single measure, set the factor's normal upper and lower values to the expected high and low model value just obtained. If the expression references a ratio of two measures, set the factor's normal upper and lower values to the possible extremes of the ratio of the two model values via

$$\text{Normal Measure Value}_{\text{High}} = \frac{\text{Expected Measure Value}_{\text{High}}[\text{Numerator}]}{\text{Expected Measure Value}_{\text{Low}}[\text{Denominator}]}$$

$$\text{Normal Measure Value}_{\text{Low}} = \frac{\text{Expected Measure Value}_{\text{Low}}[\text{Numerator}]}{\text{Expected Measure Value}_{\text{High}}[\text{Denominator}]}$$

*Note:* The upper bound for the normal measure value is considered infinite (or unbounded) if the denominator of the first equation is zero. The lower bound for the normal measure value is considered unknown (or indeterminate) if the denominator of the second equation is zero.

10. Set the objective factor's rating as follows:

$$\text{Factor Rating} = \begin{cases} \text{Unknown} & \text{if (Normal Measure Value}_{\text{Low}} = \text{Unknown)} \text{ or } \text{(Normal Measure Value}_{\text{High}} = 0.0) \text{ Factor Rating} = \text{Unknown} \\ \text{Low} & \text{if (Actual Factor Value} < \text{Normal Measure Value}_{\text{Low}}) \text{ Factor Rating} = \text{Low} \\ \text{High} & \text{if (Actual Factor Value} > \text{Normal Measure Value}_{\text{High}}) \text{ Factor Rating} = \text{High} \\ \text{Normal} & \text{otherwise} \end{cases}$$

11. Set the objective factor's certainty as follows:

$$\text{Factor Certainty} = \begin{cases} 0.0 & \text{if (Factor Rating} = \text{Unknown)} \\ 1.0 & \text{otherwise} \end{cases}$$
The number of source module changes are currently lower than normal.

**Steps**

1. Obtain the actual measure value for module changes as of the current date.
2. Convert the current date to an expected phase.
3. Generate a set of normal estimates for the project to obtain a completion estimate for module changes.
4. For this completion value, get the expected measure value at the desired phase and the normal range about that measure value.
5. Since the actual value is below the normal range for module changes, rate the factor as "Low."

**Figure 2-73. Rating an Objective Factor**
Section 2—Components

2.3.1.2.2 Rate Subjective Factor

Purpose
Evaluates a subjective factor as of the current date on the basis of the project's subjective data supplied by the manager. The factor is assigned a rating (i.e., High, Low, Normal, or Unknown) and a certainty.

Required Data
- Subjective factor
- Subjective data

Steps
1. Locate the name of the input subjective factor in the subjective data supplied by the manager for the project.
2. Translate the manager's rating for that entry in the subjective data to a factor rating of either High, Low, Normal, or Unknown on the basis of the allowable responses in the input subjective factor. (Factor Rating)
3. Set the subjective factor's certainty as follows:
   
   \[
   \text{if } (\text{Factor Rating} = \text{Unknown}) \quad \text{Factor Certainty} = 0.0
   
   \text{otherwise} \quad \text{Factor Certainty} = 1.0
   \]

Figure 2-74. Rating a Subjective Factor
2.3.1.2.3 Rate Dependent Factor

Purpose
Evaluates a dependent factor as of the current date that consists of two or more underlying objective, subjective, or dependent factors. The factor is assigned a rating (i.e., High, Low, Normal, or Unknown) and a certainty.

Required Data
- Dependent factor (input value)
- Factors (associated with specified dependent factor)

Steps
1. For each underlying factor associated with the input dependent factor, rate the factor on the basis of its type. If the factor is objective, use Rate Objective Factor. If the factor is subjective, use Rate Subjective Factor. If the factor is dependent, recursively use this algorithm Rate Dependent Factor.
   (Factor Rating[i] and Factor Certainty[i])

2. Assign the value of the dependent factor to the weighted average of the underlying known factor ratings obtained for each factor, 1 through K, using

   Factor Value = \( \frac{\sum_{i=1}^{K} \text{Factor Weight}[i] \times \text{Factor Certainty}[i] \times \text{Same}}{\sum_{i=1}^{K} \text{Factor Weight}[i] \times \text{Known}} \)

   where Same compares the underlying Factor Rating[i] with the Optimum Rating[i] and returns
   0 if Factor Rating[i] is Unknown or Normal
   1 if Factor Rating[i] matches Optimum Rating[i]
   -1 if Factor Rating[i] does not match Optimum Rating[i]

   and where Known examines the underlying Factor Rating[i] and returns
   0 if Factor Rating[i] is Unknown
   1 otherwise

3. Set the rating for the dependent factor by rounding the value assigned to the factor as follows:
   if (Factor Value >= 0.5) Factor Rating = High
   if (Factor Value <= -0.5) Factor Rating = Low
   otherwise Factor Rating = Normal

4. Set the certainty of the dependent factor to the weighted average of the underlying factor certainties obtained for each factor, 1 through K, using

   Factor Certainty = \( \frac{\sum_{i=1}^{K} \text{Factor Weight}[i] \times \text{Factor Certainty}[i]}{\sum_{i=1}^{K} \text{Factor Weight}[i]} \)
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**Figure 2-75. Rating a Dependent Factor**

1. Each underlying factor is evaluated based on its type (e.g., two objective factors and one subjective factor).
2. The value of the dependent factor is assigned to a weighted average of 0.67 (e.g., the sum or 5, -3, and 0 divided by 3).
3. The assigned value is rounded and translated to a rating (e.g., 0.67 is "High").
4. The certainty of the dependent factor, not depicted, is set to a weighted average (e.g., 1.0).
2.3.1.2.4 Evaluate Reason

**Purpose**
Calculates the relative actual ranking as of the current date for a specified knowledge base reason.

**Required Data**
- Reason
- Factor (associated with specified reason)

**Steps**
1. For the factor identified with the input reason, rate the factor on the basis of its type. If the factor is objective, use Rate Objective Factor. If the factor is subjective, use Rate Subjective Factor. If the factor is dependent, use Rate Dependent Factor.
   (Factor Rating and Factor Certainty)
2. Set the actual rating of the reason to the rating of the factor using
   \[ \text{Actual Rating} = \text{Factor Rating} \]
3. Set the actual ranking of the reason on the basis of the reason's weighted rank and the factor's certainty using
   \[ \text{Actual Rank} = \text{Reason Rank} \times \text{Factor Certainty} \]
4. If the reason's actual rating does not match the reason's causal rating, negate the actual ranking of the reason to indicate that it is not a reason using
   \[ \text{if} (\text{Causal Rating} \neq \text{Actual Rating}) \quad \text{Actual Rank} = -1.0 \times \text{Actual Rank} \]

---

**Figure 2-76. Evaluating a Knowledge Base Reason**

---

1. The factor for the reason "Unstable code" is evaluated (source_module_change/amount is rated "High" with a certainty of 1.0).
2. The actual rating of the reason is set to "High" (i.e., the factor rating) and its actual rank to 15.0 (i.e., the reason's rank times the factor's certainty of 1.0).
3. Since the actual rating matches the causal rating, actual rank is not negated and indicates "Unstable code" is a likely cause.
2.3.2 Rule Base

Purpose

Describes a collection of captured management experience that uses a set of rules to evaluate the observed ratios of key pairs of measures to assess a project's current status.

Description

The rule base consists of two associated tables that (1) identify the set of rules to be evaluated on the basis of the present life-cycle phase and the observed deviations in the ratios of a project's measures from what is considered normal and (2) specify the interpretations to associate with those rules. The list of rules contains a series of conditions, with each condition associated with one or more possible interpretations. The interpretations are encoded and map to an entry in a list of explanations used for display purposes. Each rule in the rule base is evaluated based on the present life-cycle phase and current measure data for the project. If the rule's condition evaluates to true, the associated weighted interpretations are considered valid and added to an assertion list. Attempts to duplicate an interpretation in the assertion list result in one entry weighted to reflect both conditions. The SME rule base currently contains rules that address deviations in nine specific ratios of project measures.

Source

Defined as part of the SME based on past experience

Assumptions

None

Instances

The SME has one rule base.

Structure

Two tables consisting of a rule list and an explanation list. The rule list defines all the rules in the rule base. Each record in the table describes one rule and contains the rule name, the condition to be evaluated for applying the rule, and one or more possible interpretations to consider if the rule's condition is true. Each possible interpretation in the rule consists of a pair of values—an encoded identifier and a weighted certainty. The explanation list is a table with two columns—an encoded identifier for an interpretation and the explanatory text to display for that interpretation.
2.3.2.1 Captured Knowledge

The SME captures reasoning in the rule base that encompasses deviations in nine specific ratios of measures. The deviations may be either above normal (high) or below normal (low). This reasoning covers

- Above Normal Computer Runs per Line of Code
- Below Normal Computer Runs per Line of Code
- Above Normal Computer Hours per Line of Code
- Below Normal Computer Hours per Line of Code
- Above Normal Reported Changes per Line of Code
- Below Normal Reported Changes per Line of Code
- Above Normal Total Staff Hours per Line of Code
- Below Normal Total Staff Hours per Line of Code
- Above Normal Computer Hours per Computer Run
- Below Normal Computer Hours per Computer Run
- Above Normal Reported Changes per Computer Run
- Below Normal Reported Changes per Computer Run
- Above Normal Total Staff Hours per Computer Run
- Below Normal Total Staff Hours per Computer Run
- Above Normal Computer Hours per Reported Change
- Below Normal Computer Hours per Reported Change
- Above Normal Total Staff Hours per Reported Change
- Below Normal Total Staff Hours per Reported Change

The following sections describe the specific rules captured in the rule base that address deviations in the ratios of measures and present a set of general-purpose algorithms commonly used with the rule base.
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2.3.2.1.1 Above Normal Computer Runs per Line of Code

The SME considers five rules that address the case where the number of computer runs per line of code for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

**Figure 2-78. Rules for Above Normal Computer Runs per Line of Code**
2.3.2.1.2 *Below Normal Computer Runs per Line of Code*

The SME considers five rules that address the case where the number of computer runs per line of code for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

| RULE-6 | IF (Computer Runs per Line of Code are Below Normal) and (Project is in early code & unit test phase) THEN interpretations are Good solid and reliable code (0.25) Influx of transported code (0.75) Little or not enough online testing being done (0.75) Little executable code being developed (0.25) Computer problems, inaccessibility or environment constraints (0.25) |
| RULE-7 | IF (Computer Runs per Line of Code are Below Normal) and (Project is in middle code & unit test phase) THEN interpretations are Good solid and reliable code (0.75) Influx of transported code (0.50) Near build or milestone date (0.50) Little or not enough online testing being done (0.75) Little executable code being developed (0.50) Computer problems, inaccessibility or environment constraints (0.75) |
| RULE-8 | IF (Computer Runs per Line of Code are Below Normal) and (Project is in late code & unit test phase) THEN interpretations are Good solid and reliable code (0.75) Influx of transported code (0.25) Near build or milestone date (0.50) Little or not enough online testing being done (0.75) Little executable code being developed (0.25) Computer problems, inaccessibility or environment constraints (0.75) |
| RULE-9 | IF (Computer Runs per Line of Code are Below Normal) and (Project is in system test phase) THEN interpretations are Good solid and reliable code (0.75) Little or not enough online testing being done (0.75) Computer problems, inaccessibility or environment constraints (0.75) Good testing or test plan (0.75) |
| RULE-10 | IF (Computer Runs per Line of Code are Below Normal) and (Project is in acceptance test phase) THEN interpretations are Good solid and reliable code (0.75) Little or not enough online testing being done (0.25) Computer problems, inaccessibility or environment constraints (0.25) Good testing or test plan (0.75) |

*Figure 2-79. Rules for Below Normal Computer Runs per Line of Code*
2.3.2.1.3  Above Normal Computer Hours per Line of Code

The SME considers five rules that address the case where the number of computer hours per line of code for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>RULE</th>
<th>CONDITION</th>
<th>INTERPRETATIONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>11</td>
<td>IF (Computer Hours per Line of Code are Above Normal) and</td>
<td>Computation bound algorithms run or tested (0.50)</td>
</tr>
<tr>
<td></td>
<td>(Project is in early code &amp; unit test phase)</td>
<td>Low productivity (0.25)</td>
</tr>
<tr>
<td></td>
<td>THEN interpretations are</td>
<td>A lot of testing (0.75)</td>
</tr>
<tr>
<td></td>
<td>Computation bound algorithms run or tested</td>
<td>Removal of code by testing or transporting (0.25)</td>
</tr>
<tr>
<td>12</td>
<td>IF (Computer Hours per Line of Code are Above Normal) and</td>
<td>Computation bound algorithms run or tested (0.75)</td>
</tr>
<tr>
<td></td>
<td>(Project is in middle code &amp; unit test phase)</td>
<td>Low productivity (0.25)</td>
</tr>
<tr>
<td></td>
<td>THEN interpretations are</td>
<td>Unstable specifications (0.25)</td>
</tr>
<tr>
<td></td>
<td>Computation bound algorithms run or tested</td>
<td>A lot of testing (0.75)</td>
</tr>
<tr>
<td></td>
<td>Low productivity (0.25)</td>
<td>Unit testing being done (0.75)</td>
</tr>
<tr>
<td></td>
<td>Unstable specifications (0.25)</td>
<td>Removal of code by testing or transporting (0.25)</td>
</tr>
<tr>
<td></td>
<td>A lot of testing (0.75)</td>
<td>Loose configuration management or unstructured development (0.75)</td>
</tr>
<tr>
<td></td>
<td>Unit testing being done</td>
<td>Error prone code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Removal of code by testing or transporting (0.25)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Many design changes (0.75)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Error prone code (0.75)</td>
<td></td>
</tr>
<tr>
<td>13</td>
<td>IF (Computer Hours per Line of Code are Above Normal) and</td>
<td>Computation bound algorithms run or tested (0.75)</td>
</tr>
<tr>
<td></td>
<td>(Project is in late code &amp; unit test phase)</td>
<td>Low productivity (0.25)</td>
</tr>
<tr>
<td></td>
<td>THEN interpretations are</td>
<td>Unstable specifications (0.50)</td>
</tr>
<tr>
<td></td>
<td>Computation bound algorithms run or tested</td>
<td>A lot of testing (0.75)</td>
</tr>
<tr>
<td></td>
<td>Low productivity (0.25)</td>
<td>Unit testing being done (0.75)</td>
</tr>
<tr>
<td></td>
<td>Unstable specifications (0.50)</td>
<td>Removal of code by testing or transporting (0.25)</td>
</tr>
<tr>
<td></td>
<td>A lot of testing (0.75)</td>
<td>Many design changes (0.75)</td>
</tr>
<tr>
<td></td>
<td>Removal of code by testing or transporting (0.25)</td>
<td>Error prone code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Many design changes (0.75)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Error prone code (0.75)</td>
<td></td>
</tr>
<tr>
<td>14</td>
<td>IF (Computer Hours per Line of Code are Above Normal) and</td>
<td>Computation bound algorithms run or tested (0.75)</td>
</tr>
<tr>
<td></td>
<td>(Project is in system test phase)</td>
<td>Low productivity (0.25)</td>
</tr>
<tr>
<td></td>
<td>THEN interpretations are</td>
<td>Unstable specifications (0.50)</td>
</tr>
<tr>
<td></td>
<td>Computation bound algorithms run or tested</td>
<td>A lot of testing (0.75)</td>
</tr>
<tr>
<td></td>
<td>Low productivity (0.25)</td>
<td>Removal of code by testing or transporting (0.25)</td>
</tr>
<tr>
<td></td>
<td>Unstable specifications (0.50)</td>
<td>Error prone code (0.75)</td>
</tr>
<tr>
<td></td>
<td>A lot of testing (0.75)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Removal of code by testing or transporting (0.25)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Error prone code (0.75)</td>
<td></td>
</tr>
<tr>
<td>15</td>
<td>IF (Computer Hours per Line of Code are Above Normal) and</td>
<td>Computation bound algorithms run or tested (0.75)</td>
</tr>
<tr>
<td></td>
<td>(Project is in acceptance test phase)</td>
<td>Low productivity (0.25)</td>
</tr>
<tr>
<td></td>
<td>THEN interpretations are</td>
<td>Unstable specifications (0.50)</td>
</tr>
<tr>
<td></td>
<td>Computation bound algorithms run or tested</td>
<td>A lot of testing (0.75)</td>
</tr>
<tr>
<td></td>
<td>Low productivity (0.25)</td>
<td>Error prone code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Unstable specifications (0.50)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>A lot of testing (0.75)</td>
<td></td>
</tr>
<tr>
<td></td>
<td>Error prone code (0.75)</td>
<td></td>
</tr>
</tbody>
</table>

*Figure 2-80. Rules for Above Normal Computer Hours per Line of Code*
2.3.2.1.4 **Below Normal Computer Hours per Line of Code**

The SME considers five rules that address the case where the number of computer hours per line of code for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

**RULE-16** IF (Computer Hours per Line of Code are Below Normal) and (Project is in early code & unit test phase) THEN interpretations are
- Influx of transported code (0.75)
- Little or not enough online testing being done (0.75)
- Little executable code being developed (0.75)
- Error prone code (0.25)

**RULE-17** IF (Computer Hours per Line of Code are Below Normal) and (Project is in middle code & unit test phase) THEN interpretations are
- Influx of transported code (0.75)
- Near build or milestone date (0.50)
- Little or not enough online testing being done (0.75)
- Little executable code being developed (0.75)
- Tight management plan or good configuration control (0.75)

**RULE-18** IF (Computer Hours per Line of Code are Below Normal) and (Project is in late code & unit test phase) THEN interpretations are
- Influx of transported code (0.25)
- Near build or milestone date (0.75)
- Little or not enough online testing being done (0.75)
- Little executable code being developed (0.25)

**RULE-19** IF (Computer Hours per Line of Code are Below Normal) and (Project is in system test phase) THEN interpretations are
- Good solid and reliable code (0.75)
- Near build or milestone date (0.25)
- Little or not enough online testing being done (0.50)

**RULE-20** IF (Computer Hours per Line of Code are Below Normal) and (Project is in acceptance test phase) THEN interpretations are
- Good solid and reliable code (0.75)

*Figure 2-81. Rules for Below Normal Computer Hours per Line of Code*
Section 2—Components

2.3.2.1.5 **Above Normal Reported Changes per Line of Code**

The SME considers five rules that address the case where the number of reported changes per line of code for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>RULE</th>
<th>Conditions</th>
<th>Interpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>21</td>
<td>IF (Reported Changes per Line of Code are Above Normal) and (Project is in early code &amp; unit test phase) THEN interpretations are</td>
<td>Good testing or test plan (0.25) Error prone code (0.50) Unstable specifications (0.25) Removal of code by testing or transporting (0.50) Loose configuration management or unstructured development (0.50) Near build or milestone date (0.50)</td>
</tr>
<tr>
<td>22</td>
<td>IF (Reported Changes per Line of Code are Above Normal) and (Project is in middle code &amp; unit test phase) THEN interpretations are</td>
<td>Good testing or test plan (0.25) Error prone code (0.75) Unstable specifications (0.50) Removal of code by testing or transporting (0.50) Loose configuration management or unstructured development (0.75) Near build or milestone date (0.50)</td>
</tr>
<tr>
<td>23</td>
<td>IF (Reported Changes per Line of Code are Above Normal) and (Project is in late code &amp; unit test phase) THEN interpretations are</td>
<td>Good testing or test plan (0.25) Error prone code (0.75) Unstable specifications (0.75) Removal of code by testing or transporting (0.25) Loose configuration management or unstructured development (0.75) Near build or milestone date (0.50)</td>
</tr>
<tr>
<td>24</td>
<td>IF (Reported Changes per Line of Code are Above Normal) and (Project is in system test phase) THEN interpretations are</td>
<td>Good testing or test plan (0.25) Error prone code (0.75) Unstable specifications (0.75) Removal of code by testing or transporting (0.25) Loose configuration management or unstructured development (0.75) Near build or milestone date (0.25)</td>
</tr>
<tr>
<td>25</td>
<td>IF (Reported Changes per Line of Code are Above Normal) and (Project is in acceptance test phase) THEN interpretations are</td>
<td>Good testing or test plan (0.25) Error prone code (0.50) Unstable specifications (0.50) Removal of code by testing or transporting (0.25) Loose configuration management or unstructured development (0.50) Near build or milestone date (0.25)</td>
</tr>
</tbody>
</table>

*Figure 2-82. Rules for Above Normal Reported Changes per Line of Code*
2.3.2.1.6 **Below Normal Reported Changes per Line of Code**

The SME considers five rules that address the case where the number of reported changes per line of code for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>RULE-26</th>
<th>IF (Reported Changes per Line of Code are Below Normal) and (Project is in early code &amp; unit test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Influx of transported code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Near build or milestone date (0.25)</td>
</tr>
<tr>
<td></td>
<td>Good solid and reliable code (0.50)</td>
</tr>
<tr>
<td></td>
<td>Poor testing (0.50)</td>
</tr>
<tr>
<td></td>
<td>Change backlog or holding changes (0.75)</td>
</tr>
<tr>
<td></td>
<td>Low complexity (0.50)</td>
</tr>
<tr>
<td></td>
<td>Computer problems, inaccessibility or environment constraints (0.50)</td>
</tr>
<tr>
<td></td>
<td>Tight management plan or good configuration control (0.50)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-27</th>
<th>IF (Reported Changes per Line of Code are Below Normal) and (Project is in middle code &amp; unit test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Influx of transported code (0.50)</td>
</tr>
<tr>
<td></td>
<td>Near build or milestone date (0.25)</td>
</tr>
<tr>
<td></td>
<td>Good solid and reliable code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Poor testing (0.50)</td>
</tr>
<tr>
<td></td>
<td>Change backlog or holding changes (0.50)</td>
</tr>
<tr>
<td></td>
<td>Low complexity (0.50)</td>
</tr>
<tr>
<td></td>
<td>Computer problems, inaccessibility or environment constraints (0.50)</td>
</tr>
<tr>
<td></td>
<td>Tight management plan or good configuration control (0.75)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-28</th>
<th>IF (Reported Changes per Line of Code are Below Normal) and (Project is in late code &amp; unit test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Influx of transported code (0.25)</td>
</tr>
<tr>
<td></td>
<td>Near build or milestone date (0.25)</td>
</tr>
<tr>
<td></td>
<td>Good solid and reliable code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Poor testing (0.50)</td>
</tr>
<tr>
<td></td>
<td>Change backlog or holding changes (0.50)</td>
</tr>
<tr>
<td></td>
<td>Low complexity (0.75)</td>
</tr>
<tr>
<td></td>
<td>Computer problems, inaccessibility or environment constraints (0.25)</td>
</tr>
<tr>
<td></td>
<td>Tight management plan or good configuration control (0.75)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-29</th>
<th>IF (Reported Changes per Line of Code are Below Normal) and (Project is in system test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Influx of transported code (0.25)</td>
</tr>
<tr>
<td></td>
<td>Near build or milestone date (0.25)</td>
</tr>
<tr>
<td></td>
<td>Good solid and reliable code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Poor testing (0.25)</td>
</tr>
<tr>
<td></td>
<td>Change backlog or holding changes (0.25)</td>
</tr>
<tr>
<td></td>
<td>Low complexity (0.75)</td>
</tr>
<tr>
<td></td>
<td>Computer problems, inaccessibility or environment constraints (0.25)</td>
</tr>
<tr>
<td></td>
<td>Tight management plan or good configuration control (0.50)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-30</th>
<th>IF (Reported Changes per Line of Code are Below Normal) and (Project is in acceptance test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Influx of transported code (0.25)</td>
</tr>
<tr>
<td></td>
<td>Near build or milestone date (0.25)</td>
</tr>
<tr>
<td></td>
<td>Good solid and reliable code (0.75)</td>
</tr>
<tr>
<td></td>
<td>Poor testing (0.25)</td>
</tr>
<tr>
<td></td>
<td>Change backlog or holding changes (0.25)</td>
</tr>
<tr>
<td></td>
<td>Low complexity (0.75)</td>
</tr>
<tr>
<td></td>
<td>Computer problems, inaccessibility or environment constraints (0.25)</td>
</tr>
<tr>
<td></td>
<td>Tight management plan or good configuration control (0.25)</td>
</tr>
</tbody>
</table>

*Figure 2-83. Rules for Below Normal Reported Changes per Line of Code*
2.3.2.1.7  **Above Normal Total Staff Hours per Line of Code**

The SME considers five rules that address the case where the number of total staff hours per line of code for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

![Figure 2-84. Rules for Above Normal Total Staff Hours per Line of Code](image)
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2.3.2.1.8 **Below Normal Total Staff Hours per Line of Code**

The SME considers five rules that address the case where the number of total staff hours per line of code for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Condition</th>
<th>Then Interpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>RULE-36</td>
<td>(Total Staff Hours per Line of Code are Below Normal) and (Project is in early code &amp; unit test phase)</td>
<td>Influx of transported code (0.50) Near build or milestone date (0.25) Low complexity (0.75) High productivity (0.50) Lack of thorough testing (0.50)</td>
</tr>
<tr>
<td>RULE-37</td>
<td>(Total Staff Hours per Line of Code are Below Normal) and (Project is in middle code &amp; unit test phase)</td>
<td>Influx of transported code (0.50) Near build or milestone date (0.25) Low complexity (0.75) High productivity (0.75) Lack of thorough testing (0.50)</td>
</tr>
<tr>
<td>RULE-38</td>
<td>(Total Staff Hours per Line of Code are Below Normal) and (Project is in late code &amp; unit test phase)</td>
<td>Influx of transported code (0.25) Near build or milestone date (0.25) Low complexity (0.75) High productivity (0.75) Lack of thorough testing (0.50)</td>
</tr>
<tr>
<td>RULE-39</td>
<td>(Total Staff Hours per Line of Code are Below Normal) and (Project is in system test phase)</td>
<td>Influx of transported code (0.25) Near build or milestone date (0.25) Low complexity (0.50) High productivity (0.75) Lack of thorough testing (0.25)</td>
</tr>
<tr>
<td>RULE-40</td>
<td>(Total Staff Hours per Line of Code are Below Normal) and (Project is in acceptance test phase)</td>
<td>Influx of transported code (0.25) Near build or milestone date (0.25) Low complexity (0.25) High productivity (0.75) Lack of thorough testing (0.25)</td>
</tr>
</tbody>
</table>

*Figure 2-85. Rules for Below Normal Total Staff Hours per Line of Code*
2.3.2.1.9  **Above Normal Computer Hours per Computer Run**

The SME considers five rules that address the case where the number of computer hours per computer run for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>Rule</th>
<th>IF</th>
<th>THEN</th>
</tr>
</thead>
</table>
| RULE-41 | (Computer Hours per Computer Run are Above Normal) and (Project is in early code & unit test phase) | System and integration testing started early (0.50)  
Error prone code (0.25)  
Computation bound algorithms run or tested (0.50)  
Large reuse or early and larger test (0.50) |
| RULE-42 | (Computer Hours per Computer Run are Above Normal) and (Project is in middle code & unit test phase) | System and integration testing started early (0.75)  
Error prone code (0.25)  
Computation bound algorithms run or tested (0.50)  
Large reuse or early and larger test (0.50) |
| RULE-43 | (Computer Hours per Computer Run are Above Normal) and (Project is in late code & unit test phase) | System and integration testing started early (0.50)  
Error prone code (0.25)  
Computation bound algorithms run or tested (0.75)  
Large reuse or early and larger test (0.25) |
| RULE-44 | (Computer Hours per Computer Run are Above Normal) and (Project is in system test phase) | System and integration testing started early (0.25)  
Error prone code (0.25)  
Computation bound algorithms run or tested (0.50)  
Large reuse or early and larger test (0.25) |
| RULE-45 | (Computer Hours per Computer Run are Above Normal) and (Project is in acceptance test phase) | System and integration testing started early (0.25)  
Error prone code (0.25)  
Computation bound algorithms run or tested (0.50)  
Large reuse or early and larger test (0.25) |

**Figure 2-86. Rules for Above Normal Computer Hours per Computer Run**
2.3.2.1.10  Below Normal Computer Hours per Computer Run

The SME considers five rules that address the case where the number of computer hours per computer run for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

| RULE-46 | IF (Computer Hours per Computer Run are Below Normal) and (Project is in early code & unit test phase) THEN interpretations are: Unit testing being done (0.25), Easy errors or changes being found or fixed (0.25), Simple system (0.25), New or late development (0.25) |
| RULE-47 | IF (Computer Hours per Computer Run are Below Normal) and (Project is in middle code & unit test phase) THEN interpretations are: Unit testing being done (0.50), Easy errors or changes being found or fixed (0.25), Simple system (0.50), New or late development (0.50) |
| RULE-48 | IF (Computer Hours per Computer Run are Below Normal) and (Project is in late code & unit test phase) THEN interpretations are: Unit testing being done (0.75), Easy errors or changes being found or fixed (0.25), Simple system (0.75), New or late development (0.75) |
| RULE-49 | IF (Computer Hours per Computer Run are Below Normal) and (Project is in system test phase) THEN interpretations are: Unit testing being done (0.75), Easy errors or changes being found or fixed (0.50), Simple system (0.75), New or late development (0.75) |
| RULE-50 | IF (Computer Hours per Computer Run are Below Normal) and (Project is in acceptance test phase) THEN interpretations are: Unit testing being done (0.25), Easy errors or changes being found or fixed (0.50), Simple system (0.75), New or late development (0.75) |

Figure 2-87. Rules for Below Normal Computer Hours per Computer Run
2.3.2.1.11 Above Normal Reported Changes per Computer Run

The SME considers five rules that address the case where the number of reported changes per computer run for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

RULE-51 IF (Reported Changes per Computer Run are Above Normal) and (Project is in early code & unit test phase) THEN interpretations are:
- Good testing or test plan (0.25)
- System and integration testing started early (0.25)
- Error prone code (0.50)
- Near build or milestone date (0.50)
- Loose configuration management or unstructured development (0.50)
- Unstable specifications (0.25)

RULE-52 IF (Reported Changes per Computer Run are Above Normal) and (Project is in middle code & unit test phase) THEN interpretations are:
- Good testing or test plan (0.25)
- System and integration testing started early (0.50)
- Error prone code (0.75)
- Near build or milestone date (0.50)
- Loose configuration management or unstructured development (0.75)
- Unstable specifications (0.50)

RULE-53 IF (Reported Changes per Computer Run are Above Normal) and (Project is in late code & unit test phase) THEN interpretations are:
- Good testing or test plan (0.25)
- System and integration testing started early (0.25)
- Error prone code (0.75)
- Near build or milestone date (0.50)
- Loose configuration management or unstructured development (0.75)
- Unstable specifications (0.50)

RULE-54 IF (Reported Changes per Computer Run are Above Normal) and (Project is in system test phase) THEN interpretations are:
- Good testing or test plan (0.25)
- System and integration testing started early (0.25)
- Error prone code (0.75)
- Near build or milestone date (0.25)
- Loose configuration management or unstructured development (0.75)
- Unstable specifications (0.75)

RULE-55 IF (Reported Changes per Computer Run are Above Normal) and (Project is in acceptance test phase) THEN interpretations are:
- Good testing or test plan (0.25)
- System and integration testing started early (0.25)
- Error prone code (0.75)
- Near build or milestone date (0.25)
- Loose configuration management or unstructured development (0.50)
- Unstable specifications (0.75)

Figure 2-88. Rules for Above Normal Reported Changes per Computer Run
2.3.2.1.12 **Below Normal Reported Changes per Computer Run**

The SME considers five rules that address the case where the number of reported changes per computer run for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>Rule</th>
<th>Condition</th>
<th>Interpretations</th>
<th>Probability</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rule 56</td>
<td>If (Reported Changes per Computer Run are Below Normal) and (Project is in early code &amp; unit test phase)</td>
<td>Good solid and reliable code</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A lot of testing</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change backlog or holding code</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tight management plan or good configuration control</td>
<td>0.50</td>
</tr>
<tr>
<td>Rule 57</td>
<td>If (Reported Changes per Computer Run are Below Normal) and (Project is in middle code &amp; unit test phase)</td>
<td>Good solid and reliable code</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A lot of testing</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change backlog or holding code</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tight management plan or good configuration control</td>
<td>0.75</td>
</tr>
<tr>
<td>Rule 58</td>
<td>If (Reported Changes per Computer Run are Below Normal) and (Project is in late code &amp; unit test phase)</td>
<td>Good solid and reliable code</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A lot of testing</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change backlog or holding code</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tight management plan or good configuration control</td>
<td>0.75</td>
</tr>
<tr>
<td>Rule 59</td>
<td>If (Reported Changes per Computer Run are Below Normal) and (Project is in system test phase)</td>
<td>Good solid and reliable code</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A lot of testing</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change backlog or holding code</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tight management plan or good configuration control</td>
<td>0.75</td>
</tr>
<tr>
<td>Rule 60</td>
<td>If (Reported Changes per Computer Run are Below Normal) and (Project is in acceptance test phase)</td>
<td>Good solid and reliable code</td>
<td>0.75</td>
</tr>
<tr>
<td></td>
<td></td>
<td>A lot of testing</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing</td>
<td>0.50</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Change backlog or holding code</td>
<td>0.25</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Tight management plan or good configuration control</td>
<td>0.50</td>
</tr>
</tbody>
</table>

**Figure 2-89. Rules for Below Normal Reported Changes per Computer Run**
The SME considers five rules that address the case where the number of total staff hours per computer run for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

### Figure 2-90. Rules for Above Normal Total Staff Hours per Computer Run

| RULE-61 | IF (Total Staff Hours per Computer Run are Above Normal) and (Project is in early code & unit test phase) THEN interpretations are High complexity (0.50) Modifications being made to recently transported code (0.25) Changes hard to isolate (0.25) Changes hard to make (0.25) Late design (0.75) Good solid and reliable code (0.50) Unstable specifications (0.25) |
| RULE-62 | IF (Total Staff Hours per Computer Run are Above Normal) and (Project is in middle code & unit test phase) THEN interpretations are High complexity (0.75) Modifications being made to recently transported code (0.25) Changes hard to isolate (0.25) Changes hard to make (0.25) Late design (0.75) Good solid and reliable code (0.75) Unstable specifications (0.25) |
| RULE-63 | IF (Total Staff Hours per Computer Run are Above Normal) and (Project is in late code & unit test phase) THEN interpretations are High complexity (0.75) Modifications being made to recently transported code (0.25) Changes hard to isolate (0.50) Changes hard to make (0.50) Late design (0.25) Good solid and reliable code (0.75) Unstable specifications (0.50) |
| RULE-64 | IF (Total Staff Hours per Computer Run are Above Normal) and (Project is in system test phase) THEN interpretations are High complexity (0.25) Modifications being made to recently transported code (0.25) Changes hard to isolate (0.50) Changes hard to make (0.50) Late design (0.25) Good solid and reliable code (0.25) Unstable specifications (0.75) |
| RULE-65 | IF (Total Staff Hours per Computer Run are Above Normal) and (Project is in acceptance test phase) THEN interpretations are High complexity (0.25) Modifications being made to recently transported code (0.25) Changes hard to isolate (0.25) Changes hard to make (0.25) Late design (0.25) Good solid and reliable code (0.25) Unstable specifications (0.75) |
2.3.2.1.14 Below Normal Total Staff Hours per Computer Run

The SME considers five rules that address the case where the number of total staff hours per computer run for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

**Figure 2-91. Rules for Below Normal Total Staff Hours per Computer Run**
The SME considers five rules that address the case where the number of computer hours per reported change for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

**Figure 2-92. Rules for Above Normal Computer Hours per Reported Change**
2.3.2.1.16  Below Normal Computer Hours per Reported Change

The SME considers five rules that address the case where the number of computer hours per reported change for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>RULE-76</th>
<th>IF (Computer Hours per Reported Change are Below Normal) and (Project is in early code &amp; unit test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Near build or milestone date (0.25) Good testing or test plan (0.50) Error prone code (0.25) Tight management plan or good configuration control (0.50)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-77</th>
<th>IF (Computer Hours per Reported Change are Below Normal) and (Project is in middle code &amp; unit test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Near build or milestone date (0.25) Good testing or test plan (0.75) Error prone code (0.50) Tight management plan or good configuration control (0.75)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-78</th>
<th>IF (Computer Hours per Reported Change are Below Normal) and (Project is in late code &amp; unit test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Near build or milestone date (0.50) Good testing or test plan (0.75) Error prone code (0.75) Tight management plan or good configuration control (0.75)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-79</th>
<th>IF (Computer Hours per Reported Change are Below Normal) and (Project is in system test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Near build or milestone date (0.50) Good testing or test plan (0.50) Error prone code (0.50) Tight management plan or good configuration control (0.50)</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>RULE-80</th>
<th>IF (Computer Hours per Reported Change are Below Normal) and (Project is in acceptance test phase) THEN interpretations are</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Near build or milestone date (0.25) Good testing or test plan (0.25) Error prone code (0.25) Tight management plan or good configuration control (0.25)</td>
</tr>
</tbody>
</table>

Figure 2-93. Rules for Below Normal Computer Hours per Reported Change
2.3.2.1.17 **Above Normal Total Staff Hours per Reported Change**

The SME considers five rules that address the case where the number of total staff hours per reported change for a project is above normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

<table>
<thead>
<tr>
<th>RULE</th>
<th>Conditions</th>
<th>Interpretations</th>
</tr>
</thead>
<tbody>
<tr>
<td>RULE-81</td>
<td>(Total Staff Hours per Reported Change are Above Normal) and (Project is in early code &amp; unit test phase)</td>
<td>Good solid and reliable code (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to isolate (0.25)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to make (0.25)</td>
</tr>
<tr>
<td>RULE-82</td>
<td>(Total Staff Hours per Reported Change are Above Normal) and (Project is in middle code &amp; unit test phase)</td>
<td>Good solid and reliable code (0.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing (0.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to isolate (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to make (0.50)</td>
</tr>
<tr>
<td>RULE-83</td>
<td>(Total Staff Hours per Reported Change are Above Normal) and (Project is in late code &amp; unit test phase)</td>
<td>Good solid and reliable code (0.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing (0.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to isolate (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to make (0.50)</td>
</tr>
<tr>
<td>RULE-84</td>
<td>(Total Staff Hours per Reported Change are Above Normal) and (Project is in system test phase)</td>
<td>Good solid and reliable code (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to isolate (0.75)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to make (0.75)</td>
</tr>
<tr>
<td>RULE-85</td>
<td>(Total Staff Hours per Reported Change are Above Normal) and (Project is in acceptance test phase)</td>
<td>Good solid and reliable code (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Poor testing (0.50)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to isolate (0.60)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>Changes hard to make (0.50)</td>
</tr>
</tbody>
</table>

*Figure 2-94. Rules for Above Normal Total Staff Hours per Reported Change*
2.3.2.1.18 Below Normal Total Staff Hours per Reported Change

The SME considers five rules that address the case where the number of total staff hours per reported change for a project is below normal. Conditional evaluation of the rules depends upon the current life-cycle phase of the project and results in a set of possible interpretations for the observed deviation in the specified ratio of measures.

**RULE-86**

IF (Total Staff Hours per Reported Change are Below Normal) and (Project is in early code & unit test phase)

THEN interpretations are

- Good testing or test plan (0.25)
- Near build or milestone date (0.50)
- Easy errors or changes being found or fixed (0.50)
- Modifications being made to recently transported code (0.50)
- Error prone code (0.50)

**RULE-87**

IF (Total Staff Hours per Reported Change are Below Normal) and (Project is in middle code & unit test phase)

THEN interpretations are

- Good testing or test plan (0.25)
- Near build or milestone date (0.50)
- Easy errors or changes being found or fixed (0.75)
- Modifications being made to recently transported code (0.25)
- Error prone code (0.75)

**RULE-88**

IF (Total Staff Hours per Reported Change are Below Normal) and (Project is in late code & unit test phase)

THEN interpretations are

- Good testing or test plan (0.25)
- Near build or milestone date (0.50)
- Easy errors or changes being found or fixed (0.75)
- Modifications being made to recently transported code (0.25)
- Error prone code (0.75)

**RULE-89**

IF (Total Staff Hours per Reported Change are Below Normal) and (Project is in system test phase)

THEN interpretations are

- Good testing or test plan (0.25)
- Near build or milestone date (0.25)
- Easy errors or changes being found or fixed (0.25)
- Modifications being made to recently transported code (0.25)
- Error prone code (0.50)

**RULE-90**

IF (Total Staff Hours per Reported Change are Below Normal) and (Project is in acceptance test phase)

THEN interpretations are

- Good testing or test plan (0.25)
- Near build or milestone date (0.25)
- Easy errors or changes being found or fixed (0.25)
- Modifications being made to recently transported code (0.25)
- Error prone code (0.50)

Figure 2-95. Rules for Below Normal Total Staff Hours per Reported Change
2.3.2.2 General-Purpose Use of the Rule Base

The SME incorporates a set of general-purpose services commonly used with the rule base. The services are referenced by SME functions to provide needed services associated with the rule base. These services include:

- Determine Phase for Rules
- Determine Rate for Rules
- Evaluate Rule

The following sections discuss each of these services and detail the algorithms behind the actions they perform.
2.3.2.2.1 Determine Phase for Rules

Purpose
Identifies the present life-cycle phase of the current project. The result is stored in a list as an assertion, consisting of an associated key and value pair, for subsequent use in evaluating rules.

Required Data
- Current date
- Schedule data
- Schedule model
- Assertion list

Steps
1. Use Get Project Dates to obtain the planned project start and end dates from the current schedule data.

2. On the basis of the project start and end dates, use Convert Date to Phase to translate the current date to the phase and elapsed fraction of phase that normally should be reached on that date. (Phase NameCurrent and Fraction of PhaseCurrent)

3. Set the assertion key and value to identify the present life-cycle phase as follows:

   Assertion Key = 'TIME'

   if (Phase NameCurrent = 'DESGN')
   if (Phase NameCurrent = 'CODET') then
   if (Fraction of PhaseCurrent <= 0.33)
   else if (Fraction of PhaseCurrent <= 0.66)
   else if (Fraction of PhaseCurrent > 0.66)
   if (Phase NameCurrent = 'SYSTE')
   if (Phase NameCurrent = 'ACCTE')

   Assertion Value = 'Design phase'
   Assertion Value = 'Early code & unit test phase'
   Assertion Value = 'Middle code & unit test phase'
   Assertion Value = 'Late code & unit test phase'
   Assertion Value = 'System test phase'
   Assertion Value = 'Acceptance test phase'

4. Store the assertion in the rule base's assertion list.
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Figure 2-96. Determining the Present Phase for the Rule Base

**Steps**

1. The project start and end dates are 10/4/91 and 12/25/93, respectively.

2. The current date of 10/01/92, based on the schedule model, maps to a point 40% into the code and test phase.

3. Since 40% through code and test falls into the middle third of the phase, set an assertion indicating that the present phase of the project is "Middle code & unit test phase."
2.3.2.2 Determine Rate for Rules

Purpose

Compares the actual cumulative ratio of two specified measures to expected model values to determine if the rate is above, below, or within the range of values normally expected for the current date. The result is stored in a list as an assertion, consisting of an associated key and value pair, for subsequent use in evaluating rules.

Required Data

- Measure name for numerator (input value)
- Measure name for denominator (input value)
- Measure data (for the two specified measures)
- Schedule data
- Schedule model
- Measure model (for two specified measures)
- Estimate set model
- Assertion list

Steps

1. Obtain the actual data values of the two specified measures as of the current date from the measure data. Set the actual value for the rate to the ratio of the two actual measure values as follows:

   \[ \text{Actual Value} = \frac{\text{Actual Measure Value}_{\text{Numerator}}}{\text{Actual Measure Value}_{\text{Denominator}}} \]

2. Use Get Project Dates to obtain the planned project start and end dates from the current schedule data.

3. On the basis of the project start and end dates, use Convert Date to Phase to translate the current date of the measure data to the phase and elapsed fraction of phase that normally should be reached on that date.

4. Use Generate Rate Model to create a rate model for the two input measures from the corresponding measure models.

5. Use Get Ratio of Estimates to obtain the normal ratio of completion values for the two input measures from the estimate set model. (Normal Completion Ratio)

6. Use Convert Phase to Measure on the rate model to obtain the normal ratio of expected measure values for the two referenced measures at the desired phase and fraction of phase, given the normal ratio of completion values. (Expected ValueNormal)

7. Compute the upper and lower normal bounds on the expected ratio of values obtained by adding and subtracting, respectively, the scaled value of the normal deviation stored in the rate model to or from the expected ratio as follows:

   \[ \text{Expected Value}_{\text{High}} = \text{Expected Value}_{\text{Normal}} + (\text{Normal Deviation} \times \text{Normal Completion Ratio}) \]

   \[ \text{Expected Value}_{\text{Low}} = \text{Expected Value}_{\text{Normal}} - (\text{Normal Deviation} \times \text{Normal Completion Ratio}) \]
8. Set the assertion key and value to identify the results of evaluating the ratio of the specified measures as follows:

Assertion Key = 'Measure NameNumerator' + '/' + 'Measure NameDenominator'

if (Actual Value > Expected Value_{High}) Assertion Value = 'Above Normal'
if (Actual Value < Expected Value_{Low}) Assertion Value = 'Below Normal'
otherwise Assertion Value = 'Normal'

9. Store the assertion in the rule base's assertion list.
2.3.2.2.3  Evaluate Rule

Purpose
Evaluates a single rule in the rule base to conditionally determine the applicability of the rule's interpretations to the current project. If the rule's condition evaluates to true, each associated interpretation is stored for subsequent use in a list as an assertion, consisting of an associated key and value pair. If the rule's condition evaluates to false, no action is taken.

Required Data
- Rule (input value)
- Assertion list

Steps
1. For each expression in the rule's condition, capture the expression as an assertion consisting of an associated key and value pair. Locate the entry $k$ with a matching key in the assertion list and evaluate the individual expressions, for $i$ equals 1 through $N$, as follows:

   \[
   \text{if } (\text{Expression Value}[i] = \text{Assertion Value}[k]) \quad \text{Expression}[i] = \text{TRUE} \\
   \text{otherwise} \quad \text{Expression}[i] = \text{FALSE}
   \]

2. Evaluate the rule's condition, using boolean logic and the results obtained from evaluating the individual expressions.

3. If the rule's condition is true, express each of the rule's interpretations as assertions and determine if that interpretation already exists in the assertion list by searching for a matching key.

4. For each interpretation associated with a rule whose condition is true, store the interpretation as an assertion as follows. If the interpretation does not already exist in the list, simply add the interpretation's key and value to the assertion list. If the interpretation exists in the list as the $k^{th}$ entry, update the assertion value to reflect a new weighted certainty for the interpretation using

   \[
   \text{Assertion Value}[k] = (1 - \text{New Certainty}) \times \text{Old Certainty} + \text{New Certainty}
   \]

   where New Certainty is the weighted interpretation's certainty used as an Assertion Value and Old Certainty is the original certainty existing in the list for that entry as Assertion Value[k]
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Rule 90

If (EFF/RCH is Below Normal) and (TIME is Acceptance Test Phase)

Then

GTEST 0.25
NRM 0.25
EASY 0.25
RTCM 0.25
EPC 0.50

Figure 2-98. Evaluating a Rule in the Rule Base

**Steps**

1. Each expression in the rule's condition is located in the assertion list and evaluated.

2. The rule's condition is evaluated using boolean logic and the evaluation of the individual expressions.

3. If the rule is true, each of the rule's interpretations is expressed as an assertion and searched for in the assertion list.

4. If that assertion is already in the list, the assertion's associated weight is updated. Otherwise, it is added to the assertion list.
2.4 MANAGEMENT DATA

At times, the SME must rely on the manager using the system for additional information needed to perform a given function. This situation arises in three specific instances where the SME permits the user to interactively specify the required data. The first case involves permitting the manager to modify the project's plan by changing the current schedule and estimates for use in analyzing what-if scenarios. The second case lets a manager specify an estimate of the current phase (presumably based on information that is unavailable to the SME) for use in making predictions. Lastly, the third case solicits subjective information about a project from the manager to augment the known objective data contained in the knowledge base on the project. In each of these cases, the SME can store the information for future reference.

Table 2-5 summarizes the major components referenced by the SME as management data. Each component maps to a particular type of information obtained from SME users and is identified with a specific purpose.

<table>
<thead>
<tr>
<th>COMPONENT</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Alternative Plans</td>
<td>Identifies sets of project schedules and estimates supplied by the user to support what-if scenarios</td>
</tr>
<tr>
<td>Phase Estimates</td>
<td>Identifies where a project is in the development life cycle on a given date as a basis for making predictions</td>
</tr>
<tr>
<td>Subjective Data</td>
<td>Identifies the manager's ratings of a set of subjective factors that supply additional knowledge about a project</td>
</tr>
</tbody>
</table>

The following sections provide additional detailed information on each of these components.
2.4.1 Alternative Plans

Purpose

Enables the user to investigate the effects of changing project plans.

Description

Alternative plans are created by the manager interactively during sessions with the SME planning function. An alternative plan consists of a schedule and a set of completion estimates that have been modified by the user in some way. The schedule has the same format as the project's current schedule, but the user might have modified one or all of the development life-cycle phase dates. Similarly, the set of completion estimates has the same format as the current completion estimates, but the user might have modified one or all of the estimated completion values. The SME provides the user with two distinct methods for creating an alternative plan, as detailed in Section 3 under planning services. Once created, the plan may be used in subsequent monitoring and overall assessment functions to investigate the effects of modifying scheduled phase dates or completion estimates.

Source

Created interactively by the manager using one of two methods. May be input interactively by the user, or derived from the schedule and estimate set models.

Assumptions

- The alternative schedule and estimate set will conform to the standard SME formats for schedules and estimates
- A change to either a project's schedule or its estimates constitutes an alternative plan

Instances

Multiple alternative plans can exist for any given project.

Structure

A schedule table with three columns—phase name, phase start date, and phase end date; an estimates table with two columns—measure code and estimated completion value.
2.4.2 Phase Estimates

Purpose

Indicates where a project is in its life cycle on a given date.

Description

Phase estimates are created by the manager interactively during sessions with the SME prediction function. A phase estimate reflects an assessment of exactly where a project is in the development life cycle on a specific date. A phase estimate contains the current date, the current phase, and the completed fraction of that phase. The SME uses a phase estimate for a given project as the basis for predicting the expected completion date and value of the measure of interest for the current project. The SME provides three distinct methods of obtaining a phase estimate, as detailed in Section 3 under the prediction function. The user may select which method should be used for the prediction.

Source

Selected interactively by the manager from three choices. The phase estimate may be calculated by the SME, derived from the current schedule, or input interactively by the user.

Assumptions

- The date specified in the phase estimate must be between the project start date and the current project date

Instances

Multiple phase estimates can exist for any given project. Each phase estimate belongs to the manager who originally created and used the estimate as the basis for a prediction.

Structure

Table with three columns—date, phase name, and fraction of phase complete.
2.4.3 Subjective Data

Purpose

Represents the manager's ratings of software development factors for a given project.

Description

Subjective data currently is collected from the manager interactively during sessions with the SME trend analysis function. The data consists of ratings associated with specific factors that potentially affect the software development process, such as development team experience, problem complexity, and tool usage. The SME uses these ratings in the expert system software.

Source

Collected interactively from the manager

Assumptions

- Each project's manager is responsible for providing subjective data on their own project that can be referenced by all SME users

Instances

One set of subjective data may exist for each project.

Structure

Table with two columns—factor name and rating. Each row in the table describes one subjective factor that exists in the knowledge base. The rating is a value that translates to either high, normal, low, or unknown.

Figure 2-101. Subjective Data for Three Projects
SECTION 3—FUNCTIONALITY

The SME supports a key set of experience-based functions intended to assist software development managers in actively tracking and evaluating the status of their projects. These functions rely on the components described in the previous section for information on an ongoing project as well as for the collective experience from past development efforts that can be used to understand and manage the project. When organized by the type of service they provide for the user, these functions fall into four categories. The first relates to executive services. These functions include general high-level features that permit a user to choose a project to examine and optionally to go back in time to an earlier point in that project's life cycle. In short, these services establish the scope and context in which all subsequent SME functions will be performed. The second encompasses various monitoring services that focus on a specific measure selected by the user. These functions permit a user to observe, compare, predict, and analyze the behavior of the measure of interest. The third covers assessment services pertaining to the overall quality of the project. These functions allow a user to objectively evaluate and examine high-level quality attributes, such as correctability and maintainability, with respect to a normal project in the environment. The fourth category contains planning services that support the creation and use of alternative schedules and estimates. These functions are used for performing "what if" scenarios to explore the effects of changing a project's plan.

Table 3-1 summarizes the major functions provided by the SME, organized into four basic service categories.

<table>
<thead>
<tr>
<th>SERVICE</th>
<th>FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Executive</td>
<td>Project Selection</td>
</tr>
<tr>
<td></td>
<td>Specification of Current Project Date</td>
</tr>
<tr>
<td>Monitoring</td>
<td>Measure Selection</td>
</tr>
<tr>
<td></td>
<td>Simple Observation</td>
</tr>
<tr>
<td></td>
<td>Comparison to a Normal Project</td>
</tr>
<tr>
<td></td>
<td>Comparison to Manager's Plan</td>
</tr>
<tr>
<td></td>
<td>Comparison to Other Projects</td>
</tr>
<tr>
<td></td>
<td>Prediction</td>
</tr>
<tr>
<td></td>
<td>Trend Analysis</td>
</tr>
<tr>
<td></td>
<td>Profile Analysis</td>
</tr>
<tr>
<td>Overall Assessment</td>
<td>Attribute Evaluation</td>
</tr>
<tr>
<td></td>
<td>Attribute Factor Examination</td>
</tr>
<tr>
<td>Planning</td>
<td>Use of Alternative Schedules</td>
</tr>
<tr>
<td></td>
<td>Use of Alternative Estimates</td>
</tr>
</tbody>
</table>
3.1 EXECUTIVE

The executive services provided by the SME serve to establish the context in which all subsequent functions will be performed. Primarily, this involves permitting the manager to identify a project to examine by choosing one from a list of all available projects. Once the manager specifies a project of interest, any SME functions requested will reference that project.

To the user, selecting the project of interest is a simple case of choosing the name of the desired project from a list. This action, however, causes the SME to initialize a contextual environment for performing SME functions that incorporates a wide range of information related to the project of interest. This initialization includes locating and obtaining all data captured for the project, choosing the manager's current plan from the list of all submitted schedules and estimates based on the current project date, and identifying an appropriate set of models to use with the project given its known characteristics. The manager may switch to a different project at any time by choosing a new project of interest.

A second key service permits the manager to change the current date of the project of interest to view the project as it appeared at some earlier time. By default, when a project is first selected as the project of interest, the current project date is set to the latest date for which measure data exists. This lets the manager obtain the latest picture of the project from the most current information available. At times, however, the manager may wish to view the project as it appeared at an earlier point in the software development life cycle. To accommodate this, the SME allows the manager to override the default current value to effect going back in time to an earlier project date. Specifying a different project date causes the SME to update the current plan to reflect the manager's schedule and estimates in effect on that date. All subsequent SME functions requested by the manager reference that plan and artificially truncate the project's measure and profile data. The resultant picture of the project reflects what the SME would have shown on the specified date.

Table 3-2 summarizes the major functions supported by the SME under executive services.

<table>
<thead>
<tr>
<th>FUNCTION</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project Selection</td>
<td>Lets user select a project as the current project of interest for performing all subsequent SME functions</td>
</tr>
<tr>
<td>Specification of Current Project Date</td>
<td>Lets user change the current date of the project of interest to view the project as it appeared at some earlier time</td>
</tr>
</tbody>
</table>

The following sections provide additional detailed information on each of these functions.
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3.1.1 Project Selection

Purpose

Let the user select a single project as the project of interest for any subsequent SME functions.

Description

The project selection function displays a list of all available projects and permits the user to choose a project of interest. The SME performs its functions within the context of this particular project. Selecting a project of interest causes the SME to identify and locate for future reference all data captured for the project, the manager's current plan submitted for the project, and the appropriate models to apply to the project.

The figure illustrates the selection of a project of interest from the list of available projects. This example shows that if a user chooses PROJECt2 from the list, the SME identifies the project data associated with that project and references an appropriate set of models that match the key characteristics of the project.

Note that research data such as attribute definitions and management rules can apply to any project regardless of the project's characteristics.

Required Information

- List of available projects (project list)
- List of defined measures (measure list)
- List of defined profiles (profile list)
- List of available measures for projects (project/measure availability list)
- List of available profiles for projects (project/profile availability list)
- Planned schedule for the project (schedule data)
- Planned completion values for measures (estimates data)
- Actual data values for the available measures (measure data)
- Actual data values for the available profiles (profile data)
• Key characteristics of the project
• Model of the schedule for similar projects
• Model of completion estimates for similar projects
• Models of measure behavior for similar projects
• Models of profile behavior for similar projects

Key Steps
1. Select a project of interest and locate all available project data for the project.
2. Set the current plan to reflect the most recent schedule and estimates for the project.
3. Identify a set of appropriate models to use with the selected project.
3.1.1.1 Select a Project of Interest

**Purpose**

Allows the user to select a project from the list of all available projects. Identifies and locates all project data for the selected project.

**Required Data**

- Project list
- Project/measure availability list
- Project/profile availability list
- Schedule data (for project of interest)
- Estimates data (for project of interest)
- Measure data (for project of interest)
- Profile data (for project of interest)
- Project characteristics (for project of interest)

**Steps**

1. Display the list of available projects appearing in the project list and permit the user to select a project of interest.

2. Reference the project/measure availability list to identify the measures with data for the project. Locate the data for each available measure.

3. For each available measure, reference the project/profile availability list to identify the measure profiles with data for the project. Locate the profile data for each available profile.

4. Locate the schedule data, estimates data, and project characteristics for the project.

*Figure 3-2. Identifying Project Data for the Project*
3.1.1.2 Set Current Plan for Project

Purpose
Examines all schedules and estimates submitted by the manager for the project of interest over the development life cycle to obtain the ones that were in effect on a specified date. The identified schedule and set of completion estimates become, respectively, the current schedule and the current estimates for the project. When considered together, the selected schedule and estimates constitute the current plan submitted by the manager.

Note: When a project of interest is first selected, this service causes the most recent plan submitted by the manager to be chosen as a default. If the user subsequently changes the current project date to effect going back in time to an earlier date, that date is specified to choose a "current" plan from the past.

Required Data
- Current project date  (input value)
- Schedule data (for project of interest)
- Estimates data (for project of interest)

Steps
1. Use Get Schedule with the input project date to obtain the most recent schedule submitted on or prior to the specified date.
2. Use Get Estimates with the input project date to obtain the most recent set of completion estimates submitted on or prior to the specified date.
3. Remember the resultant schedule and set of estimates, respectively, as the current schedule and current estimates for the project of interest.

Figure 3-3. Setting the Current Plan for a Project
3.1.1.3 Identify Models to Use for Project

Purpose
Identifies and locates an appropriate set of models to use with the project of interest.

Required Data
- Project characteristics (for project of interest)
- Measure list
- Profile list
- Schedule model (suitable for the type of project)
- Measure models (suitable for the type of project)
- Profile models (suitable for the type of project)
- Estimate set model (suitable for the type of project)

Steps
1. Obtain the characteristics of the selected project of interest from its project characteristics data.
2. Concatenate the characteristics to produce a project type that identifies the appropriate models to use for the project.
3. Identify and locate the schedule model and the estimate set model that match the project type of the project of interest. (Use default models if no match exists.)
4. For each measure defined in the measure list and each profile defined in the profile list, identify and locate the measure and profile models that match the project type of the project of interest. (Use default models if no match exists.)

Figure 3-4. Identifying Models for the Project of Interest
3.1.2 Specification of Current Project Date

Purpose

| Let the user change the current date of the project of interest to view the project as it appeared at some earlier time. |

Description

The function permits the user to change the current project date to effect going back in time to an earlier point in the development life cycle. The user-specified date must fall between the project start date and the last date for which measure data exists (i.e., the original project date considered current). Changing the current date of the project of interest causes the SME to update the current plan to reflect the manager's schedule and completion estimates that were in effect on the specified date. Until the date is reset or the project is changed, all subsequent SME functions requested by the user for the project will reference the adjusted current date to artificially truncate any measure or profile data.

The figure illustrates changing the current date of the project of interest to reflect an earlier point in time.

Note that since an historical record of the subjective ratings used with the knowledge base for a project are not maintained over time, any updates made to these ratings can not be restored to reflect a change in the current project date.

Figure 3-5. Changing the Current Date for a Project

Required Information

- Last date for which measure data exists (current project date)
- All planned schedules for the project (schedule data)
- All planned completion values for measures (estimates data)
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Key Steps

1. Obtain, validate, and remember the new date requested by the user.
2. Use *Set Current Plan for Project* (see project selection) to update the current schedule and current estimates to reflect the plan in effect on that date.
3.2 MONITORING

The monitoring services provided by the SME focus on a specific measure of interest chosen by the manager for the current project. This measure of interest may be an individual measure selected from the list of defined measures for which data exists or it may be the ratio of any two of those measures. Once the manager specifies the measure (or ratio of measures) to examine, any SME monitor functions requested will reference that measure. The manager may switch to a different measure at any time by choosing a new measure of interest.

At a basic level, the SME supports observation of the selected measure of interest by plotting its collected values as a function of time over the manager’s schedule. While useful in tracking the actual work accomplished to date, this feature gives no indication of whether the project is on schedule or what work should have been accomplished. To provide such a yardstick for monitoring progress, the SME incorporates three methods of graphically comparing the observed measure values to the likely behavior of the measure based on past experience in the environment. These methods are comparison to normal project guidelines derived from models of the measure’s past behavior on similar projects, comparison to a model of the measure adjusted to fit the manager’s current plan, and comparison to actual measure values observed on one or more past projects.

The SME also allows the manager to predict the future behavior of the measure of interest over the project life cycle. This prediction is performed by fitting models of normal project behavior to the actual data collected on the project, thereby forecasting the probable completion date and expected completion value of the measure.

Additional monitoring services help managers identify a project’s strengths and weaknesses by analyzing the current value of the measure of interest. The SME supports this monitoring function through trend analysis and profile analysis.

Trend analysis compares the current value of the selected measure to a model of the measure and uses expert systems techniques to reach conclusions that explain any deviations from the norm. This analysis uses two discrete approaches for interpreting the captured management experience and providing expert assistance to the manager. If the measure of interest is a single defined measure, the analysis relies on the knowledge base for the necessary management rules; if the measure of interest is a ratio of two measures, the analysis uses the rule base. In either case, the function examines not only the measure of interest, but a wide range of current data for the project, to reach its conclusions.

Profile analysis, on the other hand, lets managers examine and interpret the current value of the measure of interest in more detail to detect potential problems and identify improvement areas. This function displays a detailed distribution of the current measure value broken down into discrete, defined categories. Multiple profiles, or ways of categorizing the data, may be defined for each measure.

Table 3-3 summarizes the major functions supported by the SME under monitoring services.
### Table 3-3. Monitoring Services Functions

<table>
<thead>
<tr>
<th>FUNCTION</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Measure Selection</td>
<td>Lets the user select an available measure as the current measure of interest for performing SME monitor functions</td>
</tr>
<tr>
<td>Simple Observation</td>
<td>Displays the actual values observed for a measure of interest as a function of calendar time</td>
</tr>
<tr>
<td>Comparison to a Normal Project</td>
<td>Compares the actual values observed for a measure of interest to a model of the measure's normal behavior</td>
</tr>
<tr>
<td>Comparison to Manager's Plan</td>
<td>Compares the actual values observed for a measure of interest to its expected behavior given the manager's plan</td>
</tr>
<tr>
<td>Comparison to Other Projects</td>
<td>Compares the actual values observed for a measure of interest to the measure's behavior on other projects</td>
</tr>
<tr>
<td>Prediction</td>
<td>Forecasts the probable completion date and the expected completion value of the measure of interest</td>
</tr>
<tr>
<td>Trend Analysis</td>
<td>Displays a list of possible reasons to explain an observed deviation in the measure of interest</td>
</tr>
<tr>
<td>Profile Analysis</td>
<td>Displays a distribution of actual measure values within two or more discrete categories for detailed user examination</td>
</tr>
</tbody>
</table>

The SME provides the full range of monitoring services whenever the user selects a single measure as the measure of interest. When the user chooses to monitor a ratio of two measures, however, the SME limits the available monitoring services to observation, comparison, and trend analysis functions. This limitation arises because (1) the concept of profile analysis inherently applies only to individual measures and (2) the algorithms used in prediction currently do not accommodate the non-monotonically increasing behavior exhibited by ratios of measures.

The following sections provide additional detailed information on each of these functions.
3.2.1 Measure Selection

**Purpose**

Lets the user select a single measure, or a ratio of two measures, as the measure of interest for any subsequent SME monitor functions.

**Description**

The measure selection function displays a list of all available measures and permits the user to choose a measure of interest for the current project. This measure of interest may be either a single measure for which data exists or a ratio of two such measures from the list. The SME performs all monitor functions for the current project within the context of this measure of interest. Selecting a single measure as the measure of interest simply causes the SME to identify the appropriate measure data and measure model to use in the future. Selecting two measures to serve as a ratio for the measure of interest, however, causes the SME to construct a set of measure data and a measure model for future reference that reflects the ratio of the identified measures. In this case, the SME creates the needed set of measure data from the cumulative ratios of the values recorded for the individual measures. Similarly, the SME generates a measure model to use with the ratio by combining the two models that correspond to the selected measures.

The figure depicts the selection of a measure of interest from the list of available measures. This example shows that if a user chooses "Total Staff Hours" from the list, the SME identifies the corresponding effort data and appropriate effort model for use in subsequent monitor functions.

Note that choosing two measures results in the SME combining the data and models of the individual measures to generate a composite set of data and a model for use with the ratio.

![Figure 3-6. Selecting a Measure of Interest](image-url)
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Required Information

- List of defined measures (measure list)
- List of available measures for the current project (project/measure availability list)
- Actual data values of measures (for ratios) (measure data)
- Models of measure behavior (for ratios) (measure models)

Key Steps

1. Display a list of available measures for the current project and allow the user to select a measure of interest.
2. If the user selects an individual measure, identify the corresponding measure data and measure model to use.
3. If the user chooses two measures, construct the measure data for the ratio and use Generate Rate Model on the two measure models to create an appropriate model.
3.2.2 Simple Observation

**Purpose**

Displays the actual cumulative values of a measure of interest, such as effort or lines of code, as a function of calendar time.

**Description**

The observation function displays the actual recorded behavior of the measure of interest for the current project. The results are depicted graphically as a plot of the current measure with actual data values shown from project start through the current date. The manager's estimated completion value also appears for reference as a targeted planning value.

Note that observation applies to a ratio of two measures, as well as to a single, individual measure. This lets managers view an extended set of measures such as LOC per hour (coding productivity) and reported errors per LOC (error density).

The upper plot in the figure shows a representative observation plot of reported errors for a sample project. This example indicates that the project has reported a total of 322 errors through the current date of 05/21/93. The manager expects to see a total of 525 errors at the end of the project.

The lower plot in the figure shows a representative plot of the ratio of two measures, LOC to effort, for a sample project. This plot indicates that the project has produced 4.26 lines of code per hour through the current date. The manager plans to generate 3.50 lines of code per hour over the entire project.
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Required Information

- Project start and end dates (current schedule)
- Actual data values for the measure of interest (measure data)
- Estimated completion value of the measure of interest (current estimates)

Key Steps

1. Scale and display the basic plotting area to use for observation.
2. Plot the actual measure values and the manager's planned completion value.
3.2.2.1 Scale and Display Plot Area for Observation

Purpose
Scales the plotting area to use for observation and generates the plot axes, labels, and title.

Required Data
- Current schedule
- Current estimates
- Measure data (for measure of interest)

Steps
1. Use Get Project Dates with the current schedule to obtain the project start and end date. Calculate the number of weeks planned between these dates \((\text{Planned Weeks}_{\text{Total}})\).
2. Scale the plot's x-axis to the number of weeks in the project's planned schedule
   \[
   \text{X-Axis Scale} = \frac{\text{Planned Weeks}_{\text{Total}}}{116}
   \]
3. Use Get Estimated Completion Value with the current estimates to obtain the manager's planned completion value for the measure \((\text{Planned Value}_{\text{Completion}})\).
4. Scale the plot's y-axis to the maximum of either the manager's planned completion value or the current measure value found in the measure data.
   \[
   \text{Y-Axis Scale} = \max(\text{Planned Value}_{\text{Completion}}, \text{Actual Value}_{\text{Current}})
   \]
5. Display the basic plotting area with appropriate axes, labels, and title.

Figure 3-8. Scaling the Observation Plotting Area
3.2.2.2 **Plot Actual Data for a Measure**

**Purpose**

Plots the actual data values of the measure of interest from project start through the current date. Adds a label to the plot for the actual measure value to date.

**Required Data**

- Current schedule
- Measure data (for measure of interest)

**Steps**

1. Initialize the starting point for plotting the actual measure data as a function of week number, to indicate the measure value is zero at week number zero using
   \[
   X-\text{Value}[0] = 0 \quad \text{and} \quad Y-\text{Value}[0] = 0
   \]
2. For each entry in the measure data through the current date, set the x and y values of the next point to plot to the week number of the sample date and its corresponding measure value as follows:
   \[
   X-\text{Value}[i] = \text{Week}(i) \quad \text{and} \quad Y-\text{Value}[i] = \text{Measure Value}[i]
   \]
   for the \(i\)th entry in the measure data, where \(\text{Week}(i)\) is the relative week number of the \(i\)th entry
3. Plot the data points computed for the actual measure data by week number, from 0 through the current week \(N\), as a step function (i.e., plot the rise and then the run)
4. Label the x-axis with the project start and end dates from the current schedule.
5. Label the actual measure value observed on the current date at its correct height on the right side of the plotting area. (Actual Value\(_{\text{Current}}\))

![Figure 3-9. Plotting Actual Values for a Measure](image)
3.2.3 Comparison to a Normal Project

**Purpose**

Compares the actual cumulative values of a measure of interest for the current project to guidelines derived from models of the measure's normal behavior.

**Description**

The comparison function can visually contrast the actual recorded behavior of a measure of interest for the current project with guidelines of the measure's expected behavior for a normal project. The comparison is depicted graphically by "superimposing" a reference plot representing a normal project on an observational plot containing actual measure values.

Derived from models, the guidelines on the plot show the normal range of expected measure values as a function of a normal schedule. The normal values are scaled to reflect the size and duration of the current project. Note that comparison applies to a ratio of two measures, as well as to a single measure.

The upper plot in the figure shows a representative comparison plot of reported errors for a sample project. This example indicates (1) the project's 168 reported errors are below what is normally expected for the current date and (2) typical projects of the same size normally have 450 errors at project completion.

The lower plot in the figure compares the ratio of two measures to normal. This plot shows (1) the project's coding productivity of 2.85 LOC per hour is below normal and (2) projects of the same size normally produce 3.75 LOC per hour overall.
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**Required Information**

- Project start and end dates (current schedule)
- Actual data values for the measure of interest (measure data)
- Estimated completion value of the measure of interest (current estimates)
- Model of the schedule for similar projects (schedule model)
- Model of the measure of interest for similar projects (measure model)
- Model of completion estimates for similar projects (estimate set model)

**Key Steps**

1. Scale and display the basic plotting area to use for comparisons with normal projects.
2. Plot the normal measure guidelines and schedule to expect for a similar project.
3. Use *Plot Actual Data for a Measure*, as in simple observation, to overlay the actual measure values and the manager's planned completion value on the plot.
3.2.3.1 Scale and Display Plot Area for Comparison to Normal

**Purpose**

Scales the plotting area to use for comparing a measure to normal project behavior and generates the plot axes, labels, and title.

**Required Data**

- Current schedule
- Current estimates
- Measure data (for measure of interest)
- Measure model
- Estimate set model

**Steps**

1. Use *Get Project Dates* with the current schedule to obtain the project start and end date. Calculate the number of weeks planned between these dates \((Planned \text{ Weeks}_{\text{Total}})\).

2. Scale the plot's x-axis to the number of weeks in the project's planned schedule.
   
   \[
   X-\text{Axis Scale} = \frac{\text{Planned Week}_{\text{Total}}}{\text{Planned Week}}
   \]

3. Use *Get Estimated Completion Value* with the current estimates to obtain the manager's planned completion value for the measure \((Planned \text{ Value}_{\text{Completion}})\).

4. Use *Get Project Magnitude* with the current estimates to obtain the measure and estimated completion value for that measure which is most indicative of the project's magnitude.

5. On the basis of that magnitude, use *Determine Normal Estimate Set* with the estimate set model to create a normal set of estimates for the project.

6. Use *Get Estimated Completion Value* with the normal estimates to obtain the normal completion value for the measure \((Normal \text{ Value}_{\text{Completion}})\).

7. Examine the measure model for the measure of interest and obtain the maximum fractional value expected for the measure at any point in the life cycle \((Maximum \text{ Value}_{\text{Model}})\).

8. Compute the maximum value that the upper bound of the normal measure guidelines would attain over the life cycle as

   \[
   Maximum \text{ Upper Range} = Normal \text{ Value}_{\text{Completion}} \cdot (Maximum \text{ Value}_{\text{Model}} + \text{Normal Deviation})
   \]

9. Scale the plot's y-axis to the maximum of either the manager's planned completion value or the current measure value found in the measure data or maximum upper bound value of the normal measure guidelines.

   \[
   Y-\text{Axis Scale} = \text{Maximum} (Planned \text{ Value}_{\text{Completion}}, \text{Actual Value}_{\text{Current}}, \text{Maximum Upper Range})
   \]

10. Display the basic plotting area with appropriate axes, labels, and title.
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1. The plot’s x-axis is scaled to the project duration of 116 weeks.

2. Based on the project’s magnitude, a set of normal estimates is generated. From this set of estimates, a completion estimate of 450 errors is obtained.

3. The y-axis plot is scaled to either the maximum model value, the manager’s planned completion estimate, or the current measure value, whichever is greatest.

4. The plot is displayed with appropriate labels and titles.

Figure 3-11. Scaling the Comparison to Normal Plotting Area
3.2.3.2 Plot Normal Project Data for a Measure

Purpose
Plots the normal measure and schedule values to expect over the development life cycle as guidelines for the measure of interest. Adds labels to the plot for calendar dates associated with the normal schedule and for the normal measure value to expect at completion.

Required Data
- Project start and end dates (input value)
- Normal measure value at completion date (input value)
- Schedule model
- Measure model (for measure of interest)

Steps
1. Use Determine Normal Schedule with the input project start and end dates to scale the schedule model to match the project’s duration and generate a normal schedule for the current project.

2. For each phase in the normal schedule, draw a vertical line through the plotting area representing the end date of each phase. Label the names of the phases in the normal schedule across the top of the plotting area. Label relevant calendar dates under the x-axis of the plot to identify the project start date, the project end date, and the end date of each phase.

3. Use Determine Normal Measure Guidelines with the input normal completion value to scale the measure model and generate expected measure values, with upper and lower normal bounds on those values, as a function of schedule for the current project.

4. Plot the values computed for the normal measure guidelines over the life cycle as a shaded area consisting of three related curves—the upper bound expected for the measure, the normal measure value expected, and the lower bound expected for the measure.

4. Label the normal completion value for the measure at its correct height on the right side of the plotting area. (Normal Value Completion)
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<table>
<thead>
<tr>
<th>Stephens' Errors for Project 1</th>
</tr>
</thead>
</table>

**Steps**

1. The project's start and end dates are used to scale the schedule model and generate a normal schedule.

2. The phase names and end dates are added to the display. A vertical line is also drawn corresponding to each phase's end date.

3. The measure model is scaled by the normal completion value for the measure, with upper and lower bounds added.

4. The normal measure guidelines are plotted as three curves shaded in between.

*Figure 3-12. Plotting Normal Project Values for a Measure*
3.2.4 Comparison to Manager's Plan

**Purpose**

Counts the actual cumulative values of a measure of interest for the current project to the measure's expected behavior given the manager's current plan.

**Description**

The comparison function can visually contrast the actual recorded behavior of a measure of interest for the current project with the measure's expected behavior given the manager's current schedule and estimates. The comparison is depicted graphically by "superimposing" a reference plot representing the planned project behavior on an observational plot containing the actual measure values. Derived from the current schedule and a measure model, the reference plot shows the expected measure values as a function of planned schedule. The measure and schedule values reflect the planned size and duration of the project.

Note that the comparison also applies to the ratio of any two such measures. This permits examining an extended set of measures such as LOC per hour (coding productivity).

The figure shows a representative comparison plot of reported errors for a sample project. This example indicates (1) the project's 168 reported errors are below what can be expected as of 10/12/92 given the manager's current plan and (2) the manager plans to see 525 errors at project completion.

**Figure 3-13. Comparing a Measure to the Manager's Plan**

**Required Information**

- Planned start and end dates of each phase (current schedule)
- Actual data values for the measure of interest (measure data)
- Estimated completion value of the measure of interest (current estimates)
- Model of the measure of interest for similar projects (measure model)
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**Key Steps**

1. Scale and display the basic plotting area to use for comparisons with the manager's plan.
2. Plot the expected measure values and current schedule given the manager's plan for the project.
3. Use *Plot Actual Data for a Measure*, as in simple observation, to overlay the actual measure values and the manager's planned completion value on the plot.
3.2.4.1 Scale and Display Plot Area for Comparison to Plan

Purpose
Scales the plotting area to use for comparing a measure to planned project behavior and generates the plot axes, labels, and title.

Required Data
- Current schedule
- Current estimates
- Measure data (for measure of interest)
- Measure model

Steps
1. Use *Get Project Dates* with the current schedule to obtain the project start and end date. Calculate the number of weeks planned between these dates (*Planned Weeks*\(_{Total}\)).

2. Scale the plot's x-axis to the number of weeks in the project's planned schedule

\[
X\text{-Axis Scale} = \text{Planned Weeks}_{Total}
\]

3. Use *Get Estimated Completion Value* with the current estimates to obtain the manager's planned completion value for the measure (*Planned Value*\(_{Completion}\)).

4. Examine the measure model for the measure of interest and obtain the maximum fractional value expected for the measure at any point in the life cycle (*Maximum Value*\(_{Model}\)).

5. Compute the maximum value that the planned measure would attain over the life cycle as

\[
\text{Maximum Expected Value} = \text{Planned Value}_{Completion} \times \text{Maximum Value}_{Model}
\]

6. Scale the plot's y-axis to the maximum of either the maximum expected measure value given the manager's planned completion value or the current measure value found in the measure data.

\[
Y\text{-Axis Scale} = \text{Maximum} (\text{Maximum Expected Value}, \text{Actual Value}_{Current})
\]

7. Display the basic plotting area with appropriate axes, labels, and title.
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Figure 3-14. Scaling the Comparison to Plan Plotting Area

**STEPS**

1. The plot’s x-axis is scaled to the project duration of 116 weeks.
2. The manager’s planned completion estimate, of 525 reported errors, is obtained.
3. The maximum value of the model over the life cycle is obtained. Using this value, the maximum value to expect for the planned measure is calculated.
4. The y-axis of the plot is scaled to the maximum planned measure value, the manager’s planned completion value, or the actual measure value, whichever is greatest.
5. The plot is displayed with labels and titles.
3.2.4.2 Plot Planned Project Data for a Measure

**Purpose**
Plots the planned measure and schedule values to expect over the development life cycle for the measure of interest. Adds labels to the plot for calendar dates associated with the current schedule and for the planned measure value at project completion.

**Required Data**
- Current schedule
- Estimated measure value at completion (input value)
- Measure model (for measure of interest)

**Steps**
1. Using the dates in the current schedule, label the top of the plotting area to identify the project start date, the project end date, and the end date of each phase.
2. Calculate the planned number of weeks between the project start and end dates found in the current schedule (Planned Weeks\(_{Total}\)).
3. For each life-cycle phase in the current schedule, calculate the number of weeks planned between the start and end dates of the phase (Planned Weeks\(_{Phase \[i\]}\)).
4. For each life-cycle phase, normalize the amount of time planned for the phase by the total project duration to compute the fraction of duration planned for that phase as Fraction of Duration\(_{Phase \[i\]}\) = Planned Weeks\(_{Phase \[i\]}\) / Planned Weeks\(_{Total}\).
5. Using these fractional values, create a schedule model that models the current project's schedule as planned by the manager.
6. Use Convert Phase to Date on this model of the planned schedule, specifying as input the project start and end dates, to determine the calendar dates associated with each phase and phase segment defined in the measure model (Expected Calendar Date \([i]\)).
7. For each calendar date calculated, compute the date's relative week number as the number of weeks between the project start date and the date itself (Expected Week \([i]\)).
8. Also for each phase and phase segment, use Convert Phase to Measure on the measure model, specifying as input the estimated completion value as planned by the manager, to determine the expected measure values that correspond to the computed dates (Expected Measure Value \([i]\)).
9. Show the planned behavior of the measure of interest over the life cycle as a curve through the points just computed for each phase and phase segment by plotting expected measure value as a function of expected week.
10. Label the planned completion value for the measure at its correct height on the right side of the plotting area. (Planned Value\(_{Completion}\))
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1. The manager’s schedule is modeled based on the fraction of the total project duration to be spent in each phase. For this project, the fractions are DESGN 0.26, CODET 0.34, SYST 0.16, and ACCTE 0.22.

2. The start and end dates for each phase are determined and their relative week numbers are calculated.

3. Expected measure values at each phase segment are calculated, relative to the final completion estimate.

4. The planned behavior of the measure is plotted and labeled.

Figure 3-15. Plotting Planned Project Values for a Measure
3.2.5 Comparison to Other Projects

Purpose

Compares the actual cumulative values of a measure of interest for the current project to the measure's behavior on another project.

Description

The comparison function can visually contrast the actual recorded behavior of a measure of interest for the current project with the measure's behavior as observed on other projects. The comparison is depicted graphically by overlaying reference plots of measure data from one or more selected comparison projects on an observational plot containing actual measure values for the current project. To eliminate the effects of project size, the measure values plotted for the current project and any selected comparison projects are scaled to reflect a percentage of that project's normal completion value expected for the measure. Similarly, the schedules of all comparison projects are scaled to match the duration of the current project. A comparison project may be either a completed project that reflects an earlier development effort or an ongoing project.

Note that the comparison also applies to the ratio of any two such measures. In this case, however, the measure values are plotted as absolute values and need not be scaled to reflect a percentage of the normal completion value.

The figure shows a sample plot of reported errors for Project1 and a comparison project, Project2. This example indicates (1) errors for Project1 are 37% of the total number normally expected at completion and (2) relatively more errors were reported on Project2.

Figure 3-16. Comparing a Measure to Other Projects

Required Information

- Project start and end dates (current schedule)
- Actual data values for the measure of interest (measure data)
- Estimated completion values for all measures (current estimates)
- Model of the measure of interest for similar projects (measure model)
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- Model of completion estimates for similar projects (estimate set model)
- List of projects with data available for the measure (project/measure availability list)
- Characteristics data for the comparison project (project characteristics)
- Project start and end dates for comparison project (current schedule)
- Actual data values of measure for comparison project (measure data)
- Estimated completion values for comparison project (current estimates)
- Model of the measure of interest for comparison project (measure model)
- Model of completion estimates for comparison project (estimate set model)

**Key Steps**

1. Scale and display the basic plotting area to use for comparisons with other projects.
2. Scale and plot the actual measure values for the current project.
3. Select a comparison project with data available for the measure of interest.
4. Scale and plot the actual measure values for the comparison project.
3.2.5.1 Scale and Display Plot Area for Comparison to Other Project

**Purpose**

Scales the plotting area to use for comparing a measure to actual data from other projects and generates the plot axes, labels, and title.

**Required Data**

- Current schedule
- Current estimates
- Measure data (for measure of interest)
- Estimate set model

**Steps**

1. Use *Get Project Dates* with the current schedule to obtain the project start and end date. Calculate the number of weeks planned between these dates ($Planned\ Weeks_{Total}$).

2. Scale the plot's x-axis to the number of weeks in the current project's schedule.

   \[ X-Axis\ Scale = \frac{Planned\ Weeks_{Total}}{} \]

3. Use *Get Project Magnitude* with the current estimates to obtain the measure and estimated completion value for the measure that is most indicative of the current project's magnitude.

4. On the basis of that magnitude, use *Determine Normal Estimate Set* with the estimate set model to create a normal set of estimates for the project.

5. Use *Get Estimated Completion Value* with the normal estimates to obtain the normal completion value for the measure ($Normal\ Value_{Completion}$).

6. Use *Get Estimated Completion Value* with the current estimates to obtain the manager's planned completion value for the measure ($Planned\ Value_{Completion}$).

7. Divide the manager's planned completion value by the normal completion value computed for the measure to determine the planned value as a percentage of the normal value at completion using

   \[ Planned\ Percent_{Completion} = \left(\frac{Planned\ Value_{Completion}}{Normal\ Value_{Completion}}\right) \times 100 \]

8. Divide the current measure value found in the measure data by the normal completion value computed for the measure to determine the percentage of the normal completion value seen to date using

   \[ Actual\ Percent_{Current} = \left(\frac{Actual\ Value_{Current}}{Normal\ Value_{Completion}}\right) \times 100 \]

9. Scale the plot's y-axis to the maximum of either 100% of the normal completion value for the measure, the current measure value found in the measure data expressed as a percentage, or the planned completion percentage.

   \[ Y-Axis\ Scale = \text{Maximum} (100, Actual\ Percent_{Current}, Planned\ Percent_{Completion}) \]
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10. Display the basic plotting area with appropriate axes, labels, and title.

![Figure 3-17. Scaling the Comparison to Other Projects Plotting Area](image)

**Steps**

1. The x-axis is scaled to the project duration of 116 weeks.

2. Based on the project's magnitude, a normal set of estimates is generated. From these estimates, the normal completion estimate is obtained.

3. The manager's planned completion value and the current measure value are obtained and converted to a percentage of the normal completion value.

4. The y-axis is scaled to the maximum of: 100% of the normal completion value, the manager's planned completion percentage, or the current measure value.
3.2.5.2 **Plot Actual Data for Current Project**

**Purpose**
Plots the actual data values of the measure of interest from project start through the current date as a percentage of the normal completion value. Adds labels to the plot to identify the percentages for the actual measure value to date, the normal measure value at completion, and the planned completion value.

**Required Data**
- Normal completion value  
- Current schedule  
- Current estimates  
- Measure data (for measure of interest)

**Steps**
1. Initialize the starting point for plotting the actual measure data as a function of week number to indicate the measure value is zero at week number zero using
   \[ X-Value[0] = 0 \quad \text{and} \quad Y-Value[0] = 0 \]
2. For each entry in the measure data through the current date, set the x and y values of the next point to plot to the week number of the sample date and its corresponding measure value as follows:
   \[ X-Value[i] = \text{Week}(i) \quad \text{and} \quad Y-Value[i] = \text{Measure Value}[i] \]
   for the \( i \)-th entry in the measure data, where Week(\( i \)) is the relative week number of the \( i \)-th entry
3. Scale each y value to reflect the actual measure value expressed as a percentage of the normal completion value for the measure using
   \[ Y-Value[i] = (Y-Value[i] / \text{Normal Value Completion}) \times 100 \]
4. Plot the percentages computed for the actual measure data by week number, from 0 through the current week N, as a step function (i.e., between any two points plot the rise and then the run)
5. Label the x-axis with the project start and end dates from the current schedule.
6. Use *Get Estimated Completion Value* with the current estimates to obtain the manager’s planned completion value for the measure (\( \text{Planned Value Completion} \)). Scale the planned completion value to express it as a percentage of the normal value at completion using
   \[ \text{Planned Percent Completion} = (\text{Planned Value Completion} / \text{Normal Value Completion}) \times 100 \]
7. Label the manager’s planned completion value for the measure as a percentage at its correct height on the right side of the plotting area. (\( \text{Planned Percent Completion} \))
Section 3—Functionality

8. Label the actual measure value observed on the current date as a percentage of the normal completion value at its correct height on the right side of the plotting area. (Y-Value[N])

![Diagram: Plotting Actual Values as a Percentage of the Normal Completion Value](image)

Figure 3-18. Plotting Actual Values as a Percentage of the Normal Completion Value

---

**Steps**

1. The x-values are set to successive week numbers, while the y-values are set to each week's corresponding measure value.
2. The y-values are scaled to reflect the actual measure value expressed as a percentage of the normal completion value.
3. The points are plotted as a step function.
4. The manager's planned completion value is scaled to a percentage of the normal completion value for the measure and displayed.
3.2.5.3 Select a Comparison Project

Purpose
Allows the user to select a project from a list of comparison projects that have data for the measure of interest. Identifies appropriate models, as needed, for the selected comparison project whenever the project has different project characteristics from the current project of interest.

Required Data
- Project/measure availability list
- Project characteristics (for selected comparison project)
- Project characteristics (for current project of interest)

Steps
1. Examine the project/measure availability list to obtain a list of all projects that have measure data for the measure of interest.
2. Display the list of potential comparison projects and permit the user to select a project from the list.
3. Obtain the characteristics of the selected project from its project characteristics data.
4. Concatenate the characteristics to produce a project type that identifies the appropriate models for the comparison project.
5. If the project type of the comparison project differs from that of the current project, identify and locate suitable models for temporary use with the comparison project.

Figure 3-19. Selecting a Comparison Project

<table>
<thead>
<tr>
<th>Name</th>
<th>CPU</th>
<th>EFF</th>
<th>RER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Project1</td>
<td>T</td>
<td>T</td>
<td></td>
</tr>
<tr>
<td>Project2</td>
<td>F</td>
<td>F</td>
<td></td>
</tr>
<tr>
<td>Project3</td>
<td>T</td>
<td>F</td>
<td></td>
</tr>
<tr>
<td>Project4</td>
<td>F</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project5</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Project6</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Projectn</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
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3.2.5.4 Plot a Comparison Project for a Measure

Purpose
Plots the actual data values for a comparison project of the measure of interest as a percentage of its normal completion value. Scales the duration of the comparison project to match the planned duration of the current project of interest.

Required Data
- Planned duration in weeks (for current project of interest) (input value)
- Current schedule (for selected comparison project)
- Current estimates (for selected comparison project)
- Measure data (for selected comparison project)
- Estimate set model (for selected comparison project)

Steps
1. Initialize the starting point for plotting the actual measure data of the comparison project as a function of week number to indicate the measure value is zero at week number zero using
   \[ X_{\text{Value}[0]} = 0 \quad \text{and} \quad Y_{\text{Value}[0]} = 0 \]
2. For each entry in the measure data of the comparison project, set the x and y values of the next point to plot to the week number of the sample date and its corresponding measure value as follows:
   \[ X_{\text{Value}[i]} = \text{Week}(i) \quad \text{and} \quad Y_{\text{Value}[i]} = \text{Measure Value}[i] \]
   for the \( i \)th entry in the measure data, where \( \text{Week}(i) \) is the relative week number of the \( i \)th entry
3. Calculate the number of weeks between the project start and end dates found in the current schedule for the comparison project (\( \text{Number Of Weeks}_{\text{Total}} \)).
4. Scale each x value to force the duration of the comparison project to match the input planned duration of the current project of interest using
   \[ X_{\text{Value}[i]} = X_{\text{Value}[i]} \times \left( \frac{\text{Planned Duration}_{\text{Project Of Interest}}}{\text{Number of Weeks}_{\text{Total}}} \right) \]
5. Use Get Project Magnitude with the current estimates to obtain the measure and estimated completion value for that measure which is most indicative of the comparison project's magnitude.
6. On the basis of that magnitude, use Determine Normal Estimate Set with the estimate set model to create a normal set of estimates for the comparison project.
7. Use Get Estimated Completion Value with the normal estimates to obtain the comparison project's normal completion value for the measure (\( \text{Normal Value}_{\text{Completion}} \)).
8. Scale each y value to reflect the actual measure value expressed as a percentage of its normal completion value for the measure using
   \[ Y_{\text{Value}[i]} = \left( \frac{Y_{\text{Value}[i]}}{\text{Normal Value}_{\text{Completion}}} \right) \times 100 \]
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9. Plot the percentages computed for the actual measure data by its scaled week number, for each data point 0 through N.

![Figure 3-20. Plotting Comparison Project Values for a Measure](image)

**FIGURE 3-20. Plotting Comparison Project Values for a Measure**

**STEPS**

1. The x-values are set to successive week numbers, while the y-values are set to each week's measure value.

2. The duration of the comparison project is scaled to match the current project.

3. Based on the comparison project's magnitude, a normal set of estimates is created for it.

4. The normal completion value for the comparison project's measure is obtained from the estimates.

5. The y-values are scaled to a percentage of the comparison project's normal value and plotted.
3.2.6 Prediction

Purpose

Forecasts the probable completion date and the expected completion value of a fundamental software development measure for a given project.

Description

The prediction function forecasts the probable future behavior of the measure of interest for the current project. To accomplish this, the SME fits schedule and measure models of typical project behavior to the actual data collected for the project. The results are depicted as an extension to the observational plot for the current measure with predicted data values shown through a predicted completion date.

Note that predictions may be made for any measure of interest defined by the SME provided actual data has been collected for that measure.

The figure shows a representative prediction of reported errors for a sample project. This example indicates that the SME expects the project to finish 3 weeks behind schedule with approximately 83 fewer errors than currently planned.

Required Information

- Project start date (current schedule)
- Actual data values for the measure of interest (measure data)
- Model of the schedule for similar projects (schedule model)
- Model of the measure of interest for similar projects (measure model)
- Estimate of the life-cycle phase on a given date (phase estimate)

Key Steps

1. Obtain a phase estimate to serve as the basis for making the prediction.
2. Predict the probable completion date of the project.
3. Predict the expected measure value at project completion.
4. Predict the future measure values expected through project completion.
3.2.6.1 **Obtain a Phase Estimate**

**Purpose**
Obtains a phase estimate, based on any one of three discrete methods, that identifies where the project was in the development life cycle on a specific date.

**Required Data**
- Current schedule (Methods 1 and 2)
- Current estimates (Method 1 only)
- Measure data (for each measure) (Method 1 only)
- Schedule model (Method 1 only)
- Measure model (for each measure) (Method 1 only)

**Steps**
1. Use Method 1 to analyze all available measures and calculate an overall average phase estimate for the current date.
2. Use Method 2 to examine the current schedule and derive a phase estimate from the most recently completed phase prior to the current date.
3. Allow the user to select the phase estimate resulting from either Method 1 or Method 2, or let the user interactively specify the values for the phase estimate (Method 3).

**Note:** To serve as a valid basis for a prediction, a phase estimate must satisfy two requirements. First, the date specified in the phase estimate must be between the project start date and the current date. Second, the value of the measure of interest as of the date specified in the phase estimate must be non-zero. These requirements ensure the existence of an objective measurement that can be extrapolated into the future.

**Figure 3-22. Sample Phase Estimate**

The figure depicts a sample phase estimate for an ongoing project. The phase estimate consists of a specific date, the life-cycle phase on that date, and the completed percentage of that phase. Non-zero measure data should exist on the specified date before the phase estimate can be used in a prediction.

Notice that the date specified does not fall exactly in the middle (at 50%) of the CODET phase, but instead indicates that the project is slightly behind schedule.
Method 1—Calculated by the SME Using Phase Analysis

For each available measure, calculate the week number corresponding to the phase at which the measure normally attains its current value as follows:

1. Determine the current value for the measure from the project's measure data.
2. Determine the expected completion value for the measure from the project's estimates data.
3. Use Convert Measure to Phase with these values to obtain the phase and fraction of phase that is characteristic of the measure's current value from the measure model.
4. Given the project start and end dates from the current schedule, use Convert Phase to Date on the schedule model to determine the calendar date that matches the calculated phase and fraction of phase.
5. Compute the relative week number of this date as the number of weeks between the project start date and the calendar date (Week Number[i]).

Note: A measure must meet three conditions to be considered an available measure for this algorithm. These conditions are (1) data must exist for the measure as indicated by the project/measure availability list, (2) the expected completion value for the measure contained in the current estimates must be non-zero, and (3) the current value of the measure must show a positive trend by exceeding 10% of its estimated completion value.

Figure 3-23. Phase Analysis for One Measure

Steps

1. The current value for the measure is 168.
2. The expected completion value for the measure is 525.
3. The measure model indicates that this value, relative to the expected completion value, is characteristic of 25% through CODET.
4. The schedule model indicates that, relative to the project start and end dates, 25% through CODET would be 8/27/92, or 40 weeks from the project start date.
Using the intermediate results calculated for each available measure above, obtain an overall averaged phase estimate for the current date as follows:

1. Average the week numbers computed for each available measure as indicative of the project's phase using

   \[
   \text{Average Week} = \left( \frac{\sum_{i=1}^{K} \text{Week Number}[i]}{K} \right)
   \]

   where \( i \) refers to the available measures 1 through \( K \)

2. Obtain the calendar date corresponding to the averaged week number by adding it to the project start date.

3. Given the project start and end dates from the current schedule, use Convert Date to Phase on the schedule model to determine the average phase and fraction of phase that matches this calculated calendar date.

4. Set the phase estimate to reflect the averaged phase and fraction of phase as of the current date.

---

**Figure 3-24. Averaging Phases from All Available Measures**
**Method 2—Derived from the Current Schedule**

Assuming that the project's schedule is accurate and up-to-date, obtain the phase estimate from the current schedule as follows:

1. Identify the most recently completed phase prior to the current date by iteratively using *Get Scheduled Phase Dates* on each phase in the current schedule to locate the last phase whose end date satisfies the following:

   \[ \text{Phase End Date } [k] \leq \text{Current Date} \]

2. Set the phase estimate to reflect that the identified phase was 100% complete on its scheduled end date.

**Figure 3-25. Deriving a Phase Estimate from the Current Schedule**
Predict Completion Date of Project

Purpose
Predicts the probable completion date of a project on the basis of the amount of time actually expended through a known point in the project's life cycle.

Required Data
- Phase estimate
- Current schedule
- Schedule model

Steps
1. Calculate the actual number of weeks from the project start date in the current schedule through the reference date in the phase estimate \( \text{Actual Weeks}_{\text{ToDate}} \).

2. Using the schedule model, calculate the fraction of the total project duration normally expended through the reference phase and fraction of phase in the phase estimate as

\[
\text{Normal Fraction of Duration}_{\text{ToDate}} = \sum_{i=1}^{k-1} \frac{\text{Fraction of Duration}_{\text{In Phase}[i]}}{k} + F \times \text{Fraction of Duration}_{\text{In Phase}[k]}
\]

for the \( k \)th phase and an elapsed fraction of phase equal to \( F \).

3. Linearly extrapolate the total number of weeks expected to be required to complete the project as

\[
\text{Predicted Weeks}_{\text{Total}} = \frac{\text{Actual Weeks}_{\text{ToDate}}}{\text{Normal Fraction of Duration}_{\text{ToDate}}}
\]

4. Obtain the predicted completion date by adding the total number of weeks predicted to the project start date.

Figure 3-26. Predicting a Completion Date
3.2.6.3 Predict Measure Value at Completion

Purpose
Predicts the expected measure value at project completion on the basis of the value of the measure actually observed at a known point in the project’s life cycle.

Required Data
- Phase estimate
- Measure data
- Measure model

Steps
1. Obtain the actual cumulative value for the measure on the reference date in the phase estimate from the measure data ($Actual\ Measure_{To\ Date}$).

2. Use Convert Phase to Measure to determine the fraction of the total measure tabulated in the measure model as normally observed through the reference phase and fraction of phase in the phase estimate ($Normal\ Fraction\ of\ Measure_{To\ Date}$).

Note: Specify an expected completion value of 1.0 for Convert Phase to Measure to obtain fractional, as opposed to absolute, measure values for the phase.

3. Linearly extrapolate the measure value to be expected at project completion as:

$$Predicted\ Measure_{Total} = \frac{Actual\ Measure_{To\ Date}}{Normal\ Fraction\ of\ Measure_{To\ Date}}$$

Figure 3-27. Predicting a Measure’s Completion Value
3.2.6.4 Predict Intermediate Values Through Completion

Purpose
Calculates predicted data values for the measure between the date specified in the phase estimate and the predicted completion date.

Required Data
- Phase estimate (input value)
- Predicted completion date (input value)
- Predicted measure value at completion (input value)
- Current schedule
- Schedule model
- Measure model

Steps
For each data point to be predicted between the date specified in the phase estimate and the predicted completion date, the SME performs the following computation:

1. Given the project start date and the predicted completion date, use Convert Date to Phase with the schedule model to translate the date of the desired data point into a phase and fraction of phase.

2. Given the phase and fraction of phase matching the desired date and the predicted measure value at completion, use Convert Phase to Measure with the measure model to determine the predicted measure value to expect at that point in the life cycle.

Note: Conceptually, this algorithm would be used to predict values for each week. In reality, however, one need only address points matching the granularity of the models.

Figure 3-28. Predicting a Measure's Intermediate Values
3.2.7 Trend Analysis

**Purpose**

Displays a list of possible reasons to explain an observed deviation in the measure of interest for the current project.

**Description**

The trend analysis function uses expert systems techniques to identify the probable causes of a deviation in the measure of interest. The analysis compares the current value of the measure to a model of the measure and determines if the measure's value is within an acceptable range of its expected value. If the measure falls outside of the acceptable range, the function uses captured management experience to evaluate various known information about the project and to reach conclusions to explain the deviation. The SME supports two discrete approaches for performing the analysis, a knowledge base used with individual measures and a rule base used with ratios of measures.

The figure illustrates trend analysis of a measure of interest. This example shows a list of probable causes of a lower than normal value for reported errors. Since the measure of interest is a single measure, the knowledge base is used to consider not only the current measure, but also other measure values and subjective data, in reaching these conclusions.

If the measure of interest is a ratio of two measures, the rule base is used instead of the knowledge base.

**Figure 3-29. Analyzing Trends in a Measure of Interest**

**Required Information**

- Management experience for interpreting trends (knowledge base, rule base)
- Actual data values for the available measures (measure data)
- Planned schedule for the project (schedule data)
- Planned completion values for measures (estimates data)
- Models of measure behavior for similar projects (measure models)
- Model of the schedule for similar projects (schedule model)
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- Model of completion estimates for similar projects (estimate set model)
- Subjective information about the project (subjective data)

**Key Steps**

1. Use the knowledge base to analyze trends if the measure of interest is one measure.
2. Use the rule base to analyze trends if the measure of interest is a ratio of measures.
3.2.7.1 Analyze Trends for a Single Measure of Interest

Purpose
Uses the management experience captured in the knowledge base to identify and display the probable causes of an observed deviation in a measure from its expected value.

Required Data
- Knowledge base
- Measure data (for all measures)
- Current schedule
- Current estimates
- Measure models (for all measures)
- Schedule model
- Estimate set model
- Subjective data

Steps
1. Use Rate Objective Factor to rate the current value of the measure of interest as either high, low, or normal with respect to its expected model guidelines. (Treat the measure of interest as an objective factor defined in the knowledge base.)

2. If the resultant rating is normal, indicate that trend analysis cannot be performed when the measure of interest is within the acceptable range of normal values and quit.

3. For each reason in the knowledge base that applies to the observed deviation in the measure of interest (either lower or higher than normal), use Evaluate Reason to assess the probable validity and relative merit of the reason.

4. Sort the applicable reasons for the deviation by their computed relative ranking.

   Note: As computed by Evaluate Reason, a positive value for actual rank indicates the reason is a likely cause of the deviation in the measure. A zero value for actual rank indicates the reason is a potential cause of the deviation, but the evaluation was inconclusive. A negative value indicates the reason is not a likely cause.

5. Translate the encoded reasons into descriptive text, using the knowledge base's list of explanations, and display the sorted list of reasons and rankings for the user.
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Knowledge Base

<table>
<thead>
<tr>
<th>Deviation</th>
<th>Rank</th>
<th>Causal Rating and Factor</th>
<th>Actual Rating</th>
<th>Actual Rank</th>
</tr>
</thead>
<tbody>
<tr>
<td>CPU</td>
<td>5</td>
<td>low problem/difficulty</td>
<td>High</td>
<td>5.0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>high solution/module_mass/amount</td>
<td>Normal</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>10</td>
<td>high software/reliability</td>
<td>High</td>
<td>10.5</td>
</tr>
<tr>
<td></td>
<td>15</td>
<td>low development/amount</td>
<td>Low</td>
<td>20.0</td>
</tr>
<tr>
<td></td>
<td>20</td>
<td>high system_testing/amount</td>
<td>Unknown</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>30</td>
<td>low unit_testing/quality</td>
<td>Unknown</td>
<td>0.0</td>
</tr>
<tr>
<td></td>
<td>40</td>
<td>low dev_team/amount</td>
<td>Unknown</td>
<td>0.0</td>
</tr>
</tbody>
</table>

Figure 3-30. Analyzing Trends Using the Knowledge Base

Steps

1. If reported errors (RER) are observed to be "Low," a total of seven reasons can be found in the knowledge base to match that deviation.

2. Each possible reason, identified as a causal rating and factor pair, is evaluated to produce the reason's actual rating and rank (e.g., low system testing/amount is indeed "Low" with a rank of 20.0).

3. The explanations that correspond to reasons with the highest actual rank are displayed for the user in descending rank order as likely or possible causes.
3.2.7.2 Analyze Trends for a Ratio of Two Measures

Purpose
Uses the management experience captured in the rule base to identify and display the probable causes of an observed deviation from the expected value in a ratio of two measures.

Required Data
- Rule base
- Measure data (for all measures)
- Current schedule
- Measure models (for all measures)
- Schedule model
- Estimate set model

Steps
1. Use Determine Rate for Rules to rate the current value of the measure of interest (the ratio of the two measures) as either high, low, or normal with respect to its expected model guidelines.
2. If the resultant rating is normal, indicate that trend analysis can not be performed when the measure of interest is within the acceptable range of normal values and quit.
3. Use Determine Phase for Rules to identify the life-cycle phase that should correspond to the current date. (The result will be stored as the first assertion in a list for subsequent use in evaluating rules.)
4. For each of the nine specific ratios of measures referenced by the rule base, use Determine Rate for Rules to determine if the ratio is above, below, or within the range of values normally expected on the current date. (The results will be stored in the assertion list for later use.)

Note: The nine ratios of measures referenced are RUN/LOC, CPU/LOC, RCH/LOC, EFF/LOC, CPU/RUN, RCH/RUN, EFF/RUN, CPU/RCH, and EFF/RCH.
5. Use Evaluate Rule to evaluate each rule captured in the rule base and conditionally determine the applicability of the rule's interpretations. (Each rule that evaluates to true will have its interpretations stored in the assertion list.)
6. Sort the interpretations contained in the assertion list by their calculated certainties.
7. Translate the encoded interpretations into descriptive text, using the rule base's list of explanations, and display the sorted list of interpretations and certainties for the user.
Figure 3-31. Analyzing Trends Using the Rule Base

**Steps**

1. If the current ratio of measures is deviating from normal, the rule base is evaluated.

2. Evaluating the rule base (i.e., getting the current phase, evaluating nine given ratios of measures, and evaluating each rule in the rule base) results in a set of assertions.

3. In the assertions, each interpretation (e.g., a code of EPC and a certainty of 0.875) is the result of one or more rules that were true.

4. These encoded interpretations are translated, ordered by decreasing certainty, and displayed as conclusions to explain the deviation.
3.2.8 Profile Analysis

**Purpose**

Displays a distribution of the actual values recorded to date for the measure of interest within two or more discrete categories that constitute a defined profile.

**Description**

The profile analysis function lets users examine profile data associated with the measure of interest for the current project. Each set of profile data serves to break down the actual values of the measure into discrete categories. In effect, each profile constitutes one way of categorizing and viewing the measure's values in additional detail. Furthermore, multiple defined profiles may exist for a given measure. (The number of reported changes, for example, could be categorized based on the amount of effort required to implement the change, as well as based on the reason for the change.) The user may select any profile associated with the current measure for which profile data exists. Once a profile of interest is selected, the function obtains the current measure values in each category, the expected profile values on the current date, and the estimated profile values at project completion. The results are depicted graphically as a bar chart showing the distribution of values over the profile's defined categories.

The figure illustrates profile analysis of a measure of interest. This example shows a profile of the number of reported errors categorized into five bins by the amount of effort required to correct the error. For errors taking less than 1 hour to correct, the display indicates that (1) as of the current date 60 errors have been reported in this category while 55 errors are normally expected and (2) at project completion one should expect 84 errors in this category or 63% of the total.

**Figure 3-32. Analyzing Profile Data for a Measure**

**Required Information**

- List of available profiles for the project
- Actual data values for the available profiles
- Planned schedule for the project
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- Planned completion values for measures (estimates data)
- Models of profile behavior for similar projects (profile models)
- Model of the schedule for similar projects (schedule model)
- Model of completion estimates for similar projects (estimate set model)

Key Steps

1. Let the user select a profile defined for the current measure of interest.
2. Obtain the selected profile's actual and expected values for the current date and its estimated values at completion.
3. Display the distribution of values in each of the profile's defined categories.
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3.2.8.1 Select a Profile of Interest

Purpose
Allows the user to select a profile of interest from the list of all available profiles associated with the current measure.

Required Data
- Project/profile availability list

Steps
1. Examine the project/profile availability list to identify all profiles associated with the measure of interest that have data for the current project.
2. Display the list of available profiles and permit the user to select a profile of interest for subsequent examination.
3. Locate the selected profile data and profile models for the project.

Figure 3-33. Selecting an Available Profile
3.2.8.2 Obtain Actual and Normal Profile Values

**Purpose**
Obtains a profile's actual and expected values for the current date and its estimated values at project completion.

**Required Data**
- Current project date
- Profile data (for profile of interest)
- Current schedule
- Current estimates
- Profile model (for profile of interest)
- Schedule model
- Estimate set model

**Steps**
1. Obtain the actual values observed through the current project date for the profile of interest in each of its defined categories (Actual ProfileTo Date[i]).
2. Use Get Project Magnitude with the current estimates to obtain the measure and estimated completion value for that measure which is most indicative of the project's magnitude.
3. On the basis of that magnitude, use Determine Normal Estimate Set with the estimate set model to create a normal set of estimates for the project.
4. Use Get Estimated Completion Value with the normal estimates to obtain the normal completion value for the profile's measure (Normal Measure ValueCompletion).
5. Use Get Project Dates with the current schedule to obtain the project start and end date.
6. Given the project start and end dates, use Convert Date to Phase with the schedule model to translate the current project date into a phase and fraction of phase.
7. For this phase and fraction of phase, use Convert Phase to Profile Measure with the profile model, specifying the normal measure value at completion as an input scaling factor, to determine the expected profile values for the current date (Expected ProfileTo Date[i]).
8. Given the project start and end dates, use Convert Date to Phase with the schedule model to translate the project end date into a phase and fraction of phase.
9. For this phase and fraction of phase, use Convert Phase to Profile Measure with the profile model, specifying the normal measure value at completion as an input scaling factor, to determine the estimated profile values at project completion (Estimated ProfileCompletion[i]).
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### STEPS

1. Based on the project's magnitude, a normal set of estimates is generated. From this set of estimates, the completion estimate of 135 errors is obtained.

2. The current project date, 3/20/93, is converted to a phase and fraction of phase.

3. The expected value for each profile component on the current project date is calculated.

4. Using the phase and fraction of phase of the project's end date, the expected completion value of each profile component is calculated.

---

**Figure 3-34. Obtaining Actual and Normal Profile Values**

<table>
<thead>
<tr>
<th>Effort to Correct Error</th>
<th>1 Hour or Less</th>
<th>1 Day to 1 Hour</th>
<th>3 Days or More</th>
<th>More than 3 Days</th>
<th>Unknown</th>
</tr>
</thead>
<tbody>
<tr>
<td>1/0/91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/10/91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1/20/91</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

| Actual to Date          | 60             | 15             | 0              | 0               | 0       |
| Expected to Date        | 55             | 22             | 4              | 1               | 0       |
| Estimates at Completion | 84             | 36             | 9              | 3               | 0       |
| Total                   | 135            |                |                |                 |         |

Profile Data

Profile Model

Normal Estimates

Normal MPR at end = 135
3.3 OVERALL ASSESSMENT

The SME enables the user to view the results of an overall project assessment of high-level quality attributes such as correctability, maintainability, and reliability. The function uses current project data along with algorithms to compute a rating for each quality attribute. The SME compares a project's objective data with models and, based on the comparisons, assigns a relative value to each one in a series of factors. Combinations of these factors are in turn evaluated to produce the attributes' overall relative quality indexes.

Table 3-4 summarizes the major functions supported by overall assessment and identifies each function's purpose.

<table>
<thead>
<tr>
<th>FUNCTION</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attribute Evaluation</td>
<td>Lets user perform an overall assessment of project quality attributes</td>
</tr>
<tr>
<td>Attribute Factor Examination</td>
<td>Lets user investigate the reasons the SME computed a particular attribute rating</td>
</tr>
</tbody>
</table>

The following sections provide additional detailed information on each of these functions.
3.3.1 Attribute Evaluation

Purpose

Assigns and displays ratings of quality attributes using objective measurement data collected for the project.

Description

The attribute evaluation function uses current project data along with models and an evaluation algorithm to compute a relative value for each attribute. The values can range from negative to positive, with zero being the normal relative index. The results of the evaluation are depicted graphically as a series of vertical bars, with one bar representing each attribute. Each bar is labeled with the result of the associated attribute's evaluation.

The figure shows a representative project attribute evaluation graph. This example depicts the evaluation of two attributes, correctability and maintainability. The correctability and maintainability attributes have been evaluated at 8.5 and 8.9, respectively.

Note that the scale in the figure ranges from a low rating of -10 to a high rating of +10, with zero considered normal.

**Figure 3-35. Evaluating Project Attributes**

Required Information

- List of attribute and factor definitions
- Actual data values for the available measures
- Actual data values for the available profiles
- Models for the available measures
- Models for the available profiles

Key Steps

1. Compute the relative values for each attribute.
2. Scale, display, and label the vertical bar graph in the plotting area.
3.3.1.1 Compute Relative Attribute Values

Purpose
Evaluates all defined attributes and computes their relative values.

Required Data
- Attribute definitions
- Measure data
- Profile data
- Measure models
- Profile models

Steps
For each attribute defined in the attribute definitions:

1. Use Assess Attribute to calculate a relative rating for the specified project quality attribute.

Note: The algorithm in Assess Attribute relies (1) on Evaluate Actual Factor Value to evaluate the function defined for any underlying factors using actual project data values and (2) on Evaluate Expected Factor Values to evaluate the function defined for any underlying factors using normal model values. The results of these evaluations are combined and scaled to produce a relative rating for each attribute.

Figure 3-36. Computing Attribute Values
Section 3—Functionality

3.3.1.2 Scale and Display Attribute Bar Graph

Purpose
Scales and displays project attribute values and generates the plot axes, labels, and title.

Required Data
- Attribute definitions
- Attribute values

Steps
1. Scale the plot's x-axis to the number of attributes, represented by vertical bars, to be displayed for the project.
   \[ X\text{-Axis Scale} = \text{Number of Bars Total} \]
2. Set the plot's y-axis on a scale based on the minimum and maximum attribute values, with the average y value considered normal.
   \[ \begin{align*}
   Y\text{-Minimum} &= \text{Bar Value Minimum} \\
   Y\text{-Maximum} &= \text{Bar Value Maximum} \\
   Y\text{-Axis Range} &= \text{Bar Value Maximum} - \text{Bar Value Minimum} \\
   \text{Normal Y-value} &= (\text{Bar Value Maximum} + \text{Bar Value Minimum}) / 2
   \end{align*} \]
3. Display the basic plotting area with appropriate axes, labels, and title.
4. Display and label vertical bars, and display respective attribute values.

Figure 3-37. Displaying a Bar Graph of Attribute Values
3.3.2 Attribute Factor Examination

Purpose

Displays ratings for factors that contribute to a particular attribute evaluation.

Description

The attribute factor examination function generates a vertical bar graph displaying the factors that were analyzed in arriving at the relative index of a given attribute.

The figure shows a representative project attribute factor graph. This example depicts the display of two factors, percentage of errors isolated in less than 1 day, and percentage of errors corrected in less than 1 day. The factors have been rated at 5.83 and 11.09, respectively.

Note that the scale in the figure ranges from a low rating of -10 to a high rating of +10, with zero considered normal.

Required Information

- List of attribute and factor definitions
- Actual data values for the available profiles
- Models for the available profiles

Key Steps

1. Scale, display, and label vertical bar graph in plotting area.
Section 3—Functionality

3.3.2.1 Scale and Display Factor Bar Graph

Purpose
Scales and displays attribute factor values and generates the plot axes, labels, and title.

Required Data
- Attribute definitions
- Attribute factor values

Steps
1. Scale the plot’s x-axis to the number of factors, represented by vertical bars, to be displayed for the project.
   \[ X\text{-Axis Scale} = \frac{\text{Number of Bars}}{\text{Total}} \]

2. Set the plot’s y-axis on a scale based on the minimum and maximum factor values, with the average y value considered normal.
   \[ Y\text{-Minimum} = \text{Bar Value}\text{Minimum} \]
   \[ Y\text{-Maximum} = \text{Bar Value}\text{Maximum} \]
   \[ Y\text{-Axis Range} = \text{Bar Value}\text{Maximum} - \text{Bar Value}\text{Minimum} \]
   \[ \text{Normal Y-value} = \frac{\text{Bar Value}\text{Maximum} + \text{Bar Value}\text{Minimum}}{2} \]

3. Display the basic plotting area with appropriate axes, labels, and title.
4. Display and label vertical bars, and display respective factor values.

---

**Figure 3-39. Displaying a Bar Graph of Factor Values**
3.4 PLANNING

The SME enables the user to select, create, and modify alternative plans. An alternative plan consists of a schedule and a set of completion estimates. Alternative plans are created and modified by the user to investigate the effects of changing schedules and estimates. Project plans are used by the monitoring and assessment functions. The user can see the results of using an alternative plan by reexecuting these functions.

Table 3-5 summarizes the major functions supported by the planning feature and identifies each function's purpose.

<table>
<thead>
<tr>
<th>FUNCTION</th>
<th>PURPOSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Use of Alternative Schedules</td>
<td>Lets user modify phase start and end dates</td>
</tr>
<tr>
<td>Use of Alternative Estimates</td>
<td>Lets user modify estimated completion values</td>
</tr>
</tbody>
</table>

The following sections provide additional detailed information on each of these functions.
3.4.1 Use of Alternative Schedules

Purpose

Lets the user modify the phase start and end dates specified in the current schedule for use in "what-if" scenarios.

Description

A schedule is a list of serial, non-overlapping phases and their start and end dates. An alternative schedule has the same format and usage, but is created interactively by the user. Creating an alternative schedule enables the user to see the possible effects of changing some aspect of a project's schedule. Once selected, the alternative schedule becomes the current schedule for the project of interest and will be used in subsequent monitor and assessment functions. The SME provides two independent methods for creating these schedules.

The figure depicts updating a project schedule to create an alternative schedule. This example illustrates a case where the end dates of two phases, CODET and SYSTE, have slipped approximately 2 months, and the end of the ACCTE phase has been extended by 1 month.

Such a situation could arise due to problems or to periodic reassessments of the plan. Creating an alternative schedule helps the user investigate the effects of adjusting the schedule.

Required Information

- Planned start and end dates of each phase (current schedule)
- Model of the schedule for similar projects (schedule model)

Key Steps

1. Use Method 1 to allow the user to interactively specify end dates for each phase.
2. Use Method 2 to generate dates for each phase based on the schedule model.

Note: To serve as a valid alternative schedule, phase dates must be in chronological order by phase, and the project end date may not fall before the current date of the project. Additionally, the project start date is considered fixed and may not be altered.
**Method 1—Entered by the User Interactively**

Obtain any new phase end dates interactively from the user and create an alternative schedule as follows:

1. Display the project start date and the end dates of all development life-cycle phases in the current schedule.

2. Allow the user to update the end dates of one or more phases. After the user enters a revised end date, validate and remember the entry.

3. When the user finishes updating the schedule, check all the entries to ensure that the phase dates are in chronological order and that the end date of the last phase does not precede the current project date.

**Method 2—Derived from the Schedule Model**

Obtain a new project end date for the project from the user and create an alternative schedule as follows:

1. Display the project start date and end date from the current schedule.

2. Allow the user to revise the end date of the project. After the user enters a new completion date, validate the entry and ensure that the date entered does not precede the current project date.

3. Using the original project start date and the new project completion date, use *Determine Normal Schedule* with the schedule model to calculate new phase dates for each life-cycle phase.

---

**Steps**

1. The current end date of the project is 12/25/93.
2. The user enters 03/05/94 as a revised completion date for the project.
3. The schedule model is scaled based on the revised project duration to produce a new schedule.
4. The new end dates for the DESGN, CODET, SYSTE, and ACCTE phases are 6/27/92, 4/09/93, 8/20/93, and 3/05/94, respectively.

---

*Figure 3-41. Creating a Schedule Based on a Model*
3.4.2 Use of Alternative Estimates

**Purpose**

Lets the user modify the estimated completion values of one or more measures for use in "what-if" scenarios.

**Description**

Completion estimates are a set of expected measure data values at project completion. Alternative estimates have the same format and usage, but are created interactively by the user. Creating a set of alternative estimates enables the user to see the possible results of changing any of the project completion estimates. Once selected, the alternative estimates become the current estimates and will be used in subsequent monitor and assessment functions. The SME provides two independent methods for creating these estimates.

The figure depicts updating a set of project estimates to create alternative estimates. This example illustrates a case where all estimated completion values have been revised upward by a factor of about 10% over their original values.

Such a situation could arise due to growth or to periodic reestimation of targeted completion values. Creating alternative estimates helps the user investigate the effects of changing one or more project completion estimate(s).

**Figure 3-42. Sample Alternative Estimates**

**Required Information**

- Planned completion value for each project measure (current estimates)
- Model of estimates for similar projects (estimate set model)

**Key Steps**

1. Use Method 1 to allow the user to interactively specify estimated completion values for each measure.
2. Use Method 2 to generate completion estimates for each measure based on the estimate set model.
Note: To serve as a valid set of alternative estimates, each estimated completion value must be a non-negative numeric value.

**Method 1—Entered by the User Interactively**

Obtain any new estimated completion values from the user and create a set of alternative estimates as follows:

1. Display the estimated completion values of all measures in the set of current estimates.
2. Allow the user to update the estimates for one or more measures. After the user enters a revised completion estimate, validate the entry to ensure that the value is numeric and non-negative.

**Method 2—Derived from the Estimate Set Model**

Obtain a new estimated completion value for one of the measures from the user and create an alternative estimate set as follows:

1. Display the estimated completion values of all measures in the set of current estimates.
2. Allow the user to choose one of the measures and to supply a new estimated completion value for that measure. After the user enters a new estimate, ensure that the value is numeric and non-negative.
3. For the chosen measure and new estimated completion value, use *Determine Normal Estimate Set* to scale the estimate set model and calculate new estimated completion values for each project measure.

![Estimate Set Model](image)

**Figure 3-43. Creating an Estimate Set Based on a Model**
This appendix provides an alphabetic listing (Table A-1) of all general-purpose and function-specific services defined and referenced in the document. The list can facilitate locating where a specific service is described in this document when only its name is known.

### Table A-1. Cross Reference of Defined Services

<table>
<thead>
<tr>
<th>NAME OF SERVICE</th>
<th>SECTION</th>
<th>COMPONENT/FUNCTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Analyze Trends for a Ratio of Two Measures</td>
<td>3.2.7</td>
<td>Trend Analysis</td>
</tr>
<tr>
<td>Analyze Trends for a Single Measure of Interest</td>
<td>3.2.7</td>
<td>Trend Analysis</td>
</tr>
<tr>
<td>Assess Attribute</td>
<td>2.2.5</td>
<td>Attribute Definitions</td>
</tr>
<tr>
<td>Compute Relative Attribute Values</td>
<td>3.3.1</td>
<td>Attribute Evaluation</td>
</tr>
<tr>
<td>Convert Date to Phase</td>
<td>2.1.1</td>
<td>Schedule Models</td>
</tr>
<tr>
<td>Convert Measure to Phase</td>
<td>2.2.2</td>
<td>Measure Models</td>
</tr>
<tr>
<td>Convert Phase to Date</td>
<td>2.2.1</td>
<td>Schedule Models</td>
</tr>
<tr>
<td>Convert Phase to Measure</td>
<td>2.2.2</td>
<td>Measure Models</td>
</tr>
<tr>
<td>Convert Phase to Profile Measure</td>
<td>2.2.4</td>
<td>Estimate Set Models</td>
</tr>
<tr>
<td>Determine Normal Estimate Set</td>
<td>2.2.2</td>
<td>Measure Models</td>
</tr>
<tr>
<td>Determine Normal Measure Guidelines</td>
<td>2.2.1</td>
<td>Schedule Models</td>
</tr>
<tr>
<td>Determine Normal Schedule</td>
<td>2.2.1</td>
<td>Schedule Models</td>
</tr>
<tr>
<td>Determine Phase for Rules</td>
<td>2.2.2</td>
<td>Measure Models</td>
</tr>
<tr>
<td>Determine Rate for Rules</td>
<td>2.3.2</td>
<td>Rule Base</td>
</tr>
<tr>
<td>Evaluate Actual Factor Value</td>
<td>2.2.5</td>
<td>Attribute Definitions</td>
</tr>
<tr>
<td>Evaluate Expected Factor Values</td>
<td>2.2.5</td>
<td>Attribute Definitions</td>
</tr>
<tr>
<td>Evaluate Reason</td>
<td>2.3.1</td>
<td>Knowledge Base</td>
</tr>
<tr>
<td>Evaluate Rule</td>
<td>2.3.2</td>
<td>Rule Base</td>
</tr>
<tr>
<td>Generate Rate Model</td>
<td>2.2.2</td>
<td>Measure Models</td>
</tr>
<tr>
<td>Get Estimated Completion Value</td>
<td>2.1.9</td>
<td>Estimates Data</td>
</tr>
<tr>
<td>Get Estimates</td>
<td>2.1.9</td>
<td>Estimates Data</td>
</tr>
<tr>
<td>Get Project Dates</td>
<td>2.1.6</td>
<td>Schedule Data</td>
</tr>
<tr>
<td>Get Project Magnitude</td>
<td>2.2.4</td>
<td>Estimate Set Models</td>
</tr>
<tr>
<td>Get Schedule</td>
<td>2.1.6</td>
<td>Schedule Data</td>
</tr>
<tr>
<td>Get Scheduled Phase Dates</td>
<td>2.1.6</td>
<td>Schedule Data</td>
</tr>
<tr>
<td>Get Ratio of Estimates</td>
<td>2.2.4</td>
<td>Estimate Set Models</td>
</tr>
<tr>
<td>Identify Models to Use for Project</td>
<td>3.1.1</td>
<td>Project Selection</td>
</tr>
<tr>
<td>Obtain Actual and Normal Profile Values</td>
<td>3.2.8</td>
<td>Profile Analysis</td>
</tr>
<tr>
<td>Obtain a Phase Estimate</td>
<td>3.2.6</td>
<td>Prediction</td>
</tr>
<tr>
<td>Predict Completion Date of Project</td>
<td>3.2.6</td>
<td>Prediction</td>
</tr>
<tr>
<td>Predict Measure Value at Completion</td>
<td>3.2.6</td>
<td>Prediction</td>
</tr>
<tr>
<td>Predict Intermediate Values Through Completion</td>
<td>3.2.6</td>
<td>Prediction</td>
</tr>
<tr>
<td>Plot a Comparison Project for a Measure</td>
<td>3.2.5</td>
<td>Comparison to Other Projects</td>
</tr>
<tr>
<td>Plot Actual Data for a Measure</td>
<td>3.2.2</td>
<td>Simple Observation</td>
</tr>
<tr>
<td>Plot Actual Data for Current Project</td>
<td>3.2.5</td>
<td>Comparison to Other Projects</td>
</tr>
<tr>
<td>Plot Normal Project Data for a Measure</td>
<td>3.2.3</td>
<td>Comparison to a Normal Project</td>
</tr>
<tr>
<td>Plot Planned Project Data for a Measure</td>
<td>3.2.4</td>
<td>Comparison to Manager's Plan</td>
</tr>
<tr>
<td>Rate Dependent Factor</td>
<td>2.3.1</td>
<td>Knowledge Base</td>
</tr>
<tr>
<td>Rate Objective Factor</td>
<td>2.3.1</td>
<td>Knowledge Base</td>
</tr>
<tr>
<td>Rate Subjective Factor</td>
<td>2.3.1</td>
<td>Knowledge Base</td>
</tr>
<tr>
<td>Scale and Display Plot Area for Observation</td>
<td>3.2.2</td>
<td>Simple Observation</td>
</tr>
<tr>
<td>Scale and Display Plot Area for Comparison to Normal</td>
<td>3.2.3</td>
<td>Comparison to a Normal Project</td>
</tr>
<tr>
<td>Scale and Display Plot Area for Comparison to Other Project</td>
<td>3.2.5</td>
<td>Comparison to Other Projects</td>
</tr>
<tr>
<td>Scale and Display Plot Area for Comparison to Plan</td>
<td>3.2.4</td>
<td>Comparison to Manager's Plan</td>
</tr>
<tr>
<td>Scale and Display Attribute Bar Graph</td>
<td>3.3.1</td>
<td>Attribute Evaluation</td>
</tr>
<tr>
<td>Scale and Display Factor Bar Graph</td>
<td>3.3.2</td>
<td>Attribute Examination</td>
</tr>
<tr>
<td>Select a Comparison Project</td>
<td>3.2.5</td>
<td>Comparison to Other Projects</td>
</tr>
<tr>
<td>Select a Profile of Interest</td>
<td>3.2.8</td>
<td>Profile Analysis</td>
</tr>
<tr>
<td>Select a Project of Interest</td>
<td>3.1.1</td>
<td>Project Selection</td>
</tr>
<tr>
<td>Set Current Plan for Project</td>
<td>3.1.1</td>
<td>Project Selection</td>
</tr>
<tr>
<td>Abbreviation</td>
<td>Description</td>
<td></td>
</tr>
<tr>
<td>--------------</td>
<td>-------------</td>
<td></td>
</tr>
<tr>
<td>AGSS</td>
<td>attitude ground support system</td>
<td></td>
</tr>
<tr>
<td>CDR</td>
<td>critical design review</td>
<td></td>
</tr>
<tr>
<td>CPU</td>
<td>computer hours</td>
<td></td>
</tr>
<tr>
<td>CRF</td>
<td>change report form</td>
<td></td>
</tr>
<tr>
<td>EFF</td>
<td>total staff hours</td>
<td></td>
</tr>
<tr>
<td>FDD</td>
<td>Flight Dynamics Division</td>
<td></td>
</tr>
<tr>
<td>GSFC</td>
<td>Goddard Space Flight Center</td>
<td></td>
</tr>
<tr>
<td>LOC</td>
<td>lines of code</td>
<td></td>
</tr>
<tr>
<td>MCH</td>
<td>modules changed</td>
<td></td>
</tr>
<tr>
<td>MOD</td>
<td>module count</td>
<td></td>
</tr>
<tr>
<td>NASA</td>
<td>National Aeronautics and Space Administration</td>
<td></td>
</tr>
<tr>
<td>PEF</td>
<td>project estimates form</td>
<td></td>
</tr>
<tr>
<td>PRF</td>
<td>personnel resources form</td>
<td></td>
</tr>
<tr>
<td>RCH</td>
<td>reported changes</td>
<td></td>
</tr>
<tr>
<td>RER</td>
<td>reported errors</td>
<td></td>
</tr>
<tr>
<td>RID</td>
<td>review item disposition</td>
<td></td>
</tr>
<tr>
<td>RUN</td>
<td>computer runs</td>
<td></td>
</tr>
<tr>
<td>SEL</td>
<td>Software Engineering Laboratory</td>
<td></td>
</tr>
<tr>
<td>SLOC</td>
<td>source lines of code</td>
<td></td>
</tr>
<tr>
<td>SME</td>
<td>Software Management Environment</td>
<td></td>
</tr>
<tr>
<td>SPF</td>
<td>services/products form</td>
<td></td>
</tr>
<tr>
<td>TBD</td>
<td>to be determined</td>
<td></td>
</tr>
</tbody>
</table>
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