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ABSTRACT

Measurements were made of the radiating gas cap of a blunt body in an NASA-Ames 20 MW arc-jet wind tunnel. The test gas was air. Spectra of the flux incident on a small aperture centered at the stagnation region were obtained. A helium-cooled, magnesium fluoride window transmitted flux into an evacuated collimating system that focused the aperture onto the entrance slit of a spectrometer. Data were obtained with films and by photomultipliers. The range covered was 120 nm to 1000 nm and the resolution was 0.05 nm to 0.5 nm. This paper presents preliminary results from the experiment. Representative spectral records from 200 nm to 1000 nm are shown. The spectra show the atomic lines from oxygen and nitrogen in the IR, as well as the molecular systems of NO, N2, N2+, and CN. Copper, as a contaminant, and carbon are tentatively identified. Planned subsequent laboratory work will result in calibration of spectral sensitivity and refined wavelength determinations.
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INTRODUCTION

Arc-jet wind tunnels, simulating conditions of high speed flight, are likely to be more and more important for aerospace research in the future. Computational modelling — replacing the work of low speed wind tunnels, wherein real gas effects do not dominate, is becoming a reality. However, high speed flights, such as earth entry from a space mission (low earth orbit, LEO, or further), involves flowfield gases which are not in thermochemical equilibrium (references 1 and 2). This can include important levels of transport of radiative energy (reference 3). At present we cannot accurately predict the environmental conditions surrounding these spacecraft. Figure 1 shows flight regimes experienced for the entries of the Shuttle, Apollo and a proposed Aeroassisted Space Transfer Vehicle (ASTV). An ASTV is a conceptual vehicle which utilizes aerodynamic forces to decelerate and alter orbit parameters to rendezvous with the Shuttle or a space station (reference 1). The design of future, highly efficient heat-shields (i.e., not overdesigned) for these vehicles, and others, requires the capability of making accurate heating predictions. This fact is acknowledged by the inception of the Aeroassist Flight Experiment (reference 4). This experiment utilized a vehicle designed to be deployed and recovered by the Shuttle. It was to fly a trajectory which simulated an ASTV maneuver from geosynchronous earth orbit (GEO) to LEO for rendezvous with the Shuttle or a space station. The objective was to gather a data base for development of the ASTV and other advanced space transportation systems. The program was recently canceled due to funding limitations. Although the activity was cancelled the technical requirement remains.

Real gas computational models are being developed (reference 5) but validating data are lacking. Various models predict widely different radiative heating levels. For example, predictions of ASTV radiative heating from only the VUV atomic lines range from insignificant amounts to levels dominating the overall heating (references 6, 7 and 8).

Arc-jet wind tunnels can produce the enthalpy and pressure conditions simulating these high speed entries. These facilities generally consist of an arc heater, a supersonic nozzle, a test box, a model holder and the necessary equipment to deal with the extreme heat transfer and the exhaust. Reference 9 describes arc-jet wind tunnels in some detail. In the past their main use has been for heat shield development. Future uses will include aerothermodynamic testing for spacecraft flight. Also these facilities can be used to conduct experiments to validate computational codes. Even though the size scale cannot be simulated, a flow-field rich in non-equilibrated, radiating gas can be
generated. Computational models can be exercised on arc-jet test conditions for comparison with experimental results. There are some major difficulties in this approach, however. The free stream plasma flow conditions (enthalpy, species distribution, energy states distribution, etc.) in an arc-jet are not well understood. Initial conditions for shock layer computational models can only be estimated. At present there are efforts to calculate the model test environments using computational models starting with the arc column, continuing with the conical or contoured expansion nozzle, and culminating in the flow field of a model located in the exit flow from the nozzle (reference 10). Experimental results are needed to support the theoretical work. A review of techniques used to study arc-jet wind tunnel flow is given in reference 11.

This paper reports on initial results of an arc-jet wind tunnel experiment. The experiment measured the spectral radiative flux emanating from the shock layer and incident on a blunt model placed in the supersonic stream. Data was taken from 120 nm to 900 nm. This paper presents results of the longer wavelength results from 200 nm. The VUV results will be reported on elsewhere. The purpose was to gather data to help characterize the stagnation region shock layer flow. Understanding this flow would be valuable for development and validation of advanced arc-jet wind tunnel design codes and help extend the capability of this class of facility to advanced aerothermodynamic testing.

The data shown in this paper are preliminary and do not benefit from final calibrations. The flux was spectrally resolved and over a wide range. The data will be analyzed and used to identify important radiating species and help determine the state of the gas and the operating characteristics of arc-jet wind tunnels.

EXPERIMENTAL SETUP

The experimental setup is as described in reference 12 except that the model diameter was increased to 6 inches. Figures 2 and 3 are from this reference and are included here. Figure 2 is a schematic plan view of the experiment. Supersonic flow from the arc is produced in the nozzle and the model is placed in the free stream. The standing shock layer over the model is indicated. Figure 3 is a schematic view of the model. The model face is a 6" diameter flat disk and the entire model is water cooled. A small aperture centered on the forward face admits the surface radiative flux. A helium cooled window, shown immersed in a cavity below the aperture, transmits the surface flux into the optical system. The optical system consists of a flat mirror, directing the optical path to a concave mirror, which in turn collimates the beam to another concave mirror shown at the top of figure 2. This mirror focuses the aperture,
via a flat turning mirror, onto the slit of the spectrograph. The spectrograph was a 0.5 meter instrument using a modified Czerny-Turner optical layout with the provision for operating either as a scanning monochromator or a film spectrograph. The portions of the system exposed to the plasma were all water cooled. Figure 4 shows the model arrangement in the test box. The nozzle exit can be seen at the left, and the aperture can be seen centered on the model face. The optical axis in front of the model was canted 15° from the centerline to reject radiation from the arc column.

TEST CONDITIONS

The test was conducted in the Ames 20 Megawatt Aerodynamic Heating Facility. The facility was operated with a supersonic nozzle with a 1.5 inch diameter throat and an 18" exit diameter. The facility operating parameters were as follows:

- Test gas mixture: 80% air* and 20% Argon by mass,
- arc current: 1000 amperes,
- arc column pressure: 15 psia,
- nozzle pressure: 7.5 psia,
- test box pressure: 0.2 to 0.3 mm Hg, and
- stagnation pressure: 9 mm Hg.

The resulting free stream conditions for the present experiment is approximate as indicated in by the circle in figure 1. The velocity is deduced from an estimate of the free stream enthalpy which was, in turn, derived from the heating rate of a small sphere placed in the stream. It should be noted that the arc-jet free stream enthalpy, although repeatable, is not well characterized. Indeed, one of the objectives of this experiment is to help quantify this and other arc-jet wind tunnel performance characteristics.

Figure 5 is a photograph taken during a test. The shock is seen well formed over the flat model face. The intense radiation from the high temperature shock layer gases is clearly evident.

The experiment consisted of a series of 10 minute runs during each of which a specific spectral region was examined. The length of a run was limited by the heating loads on the test box. Data were obtained using film and photomultiplier tubes. The photomultiplier signal was processed with

* Dried and filtered ambient air
synchronous amplification. Readout was on a chart recorder and digitally recorded.

The instrument configurations used in the tests are summarized in Table 1.

**DIGITAL DATA ACQUISITION**

Four signals were recorded digitally during the experiment tests: stagnation pressure on the model face, optical system vacuum pressure, photomultiplier high voltage, and photomultiplier output signal. The stagnation pressure, vacuum pressure, and the high voltage were recorded at one hertz with an analog mixer. The photomultiplier output signal was recorded at forty hertz.

Figure 6 shows the configuration of the data recording system for the time history of the pressure, vacuum, and high voltage signals. The system used a multiplexer and a controller configured with a portable personal computer. Twisted and shielded grounded cables were used to transmit the signals. The data acquisition and instrument control software were configured to record the data during each run at one hertz and concurrently display it on the monitor.

Figure 7 shows the configuration of the data recording system for the photomultiplier records. The system consisted of a controller, a scanning A/D converter, and a 16 channel isolated input rack connected to an NB-DMA board contained within the personal computer system. The data acquisition and control software was set to record at 40 Hertz.

The photomultiplier data presented here were manipulated for display purposes using graphic and analysis software.

**RESULTS AND DISCUSSION**

**Computed Spectral Details.**

The development of computational codes to predict the shock layer radiation, such as that measured by this experiment, is a parallel, ongoing activity at the Ames Research Center. These codes are based on calculations of the arc process, the expansion in the nozzle and the shock layer processes. The radiating shock region is very non-homogeneous and involves many kinetically controlled processes. Substantial radiation emanates from the nonequilibrated regions immediately behind the shock. Here the kinetic temperature is extremely high, approaching 50,000K. The spectral line radiation is strongly Doppler broadened by this high temperature. The cooler parts of the shock will
partially absorb the strong features directed toward the surface, but absorption will occur only at around the line centers because the absorption lines are narrow due to the low kinetic temperature. The surface radiative heating flux is thus seen to be the aggregate radiation from regions of very different conditions and estimates from computational codes involve consideration of complex interactive and kinetic processes. At present these codes exist as separate codes but the goal is to couple them together and validate the result as a reliable code for predicting arc-jet wind tunnel conditions. Figure 8 is a calculated spectrum. NO bands are seen from 190 nm to 300 nm. N2(2+) bands contribute energy from 280 nm on and merge with the stronger N2+(1-) and N2(1+) bands which dominate the molecular systems from 300 nm to the infrared. Rich and diagnostically important atomic line radiation is predicted from oxygen and nitrogen in the infrared.

Test Results

As indicated above the data were taken with film and with photomultiplier tubes. The data presented herein are not corrected for instrument spectral response. This correction will be done with future work. The photomultiplier data was digitized in-situ. The film spectra density will be subsequently digitized.

Ultraviolet-visible results.

Data was acquired in the spectral region from 200 nm to 500 nm by both film and photomultiplier tube. Figure 9 is a print from a film record taken on 8/10/92. The spectral range is from 330 nm to 450 nm. The uppermost spectrum is from the shock layer radiation and includes N2+(1-) B2Σ\textsuperscript{u}+ - X2Σ\textsuperscript{g}+ and CNv B2Σ - X2Σ band systems and atomic lines from nitrogen and oxygen. The other spectra are mercury line calibrations. Figure 10 is a densitometer scan of the 360 nm to 395 nm region of figure M in which details of a portion of the N2+(1-) system are shown. The vib-rot structure can be seen in detail. This and the other film records will be digitally analyzed for subsequent use.

Photomultiplier data were obtained in this region also. Figure 11 shows photomultiplier data of the spectral details from 200 nm to 300 nm. This spectral region is dominated by the NOγ A2Σ\textsuperscript{+} - X2Π bands. Figure 12 is the photomultiplier data from 250 nm to 500 nm. These data were recorded digitally in-situ as well as with chart recorder backup. As with the VUV data, there is no correction to these figures to account for instrument spectral response. This correction awaits further laboratory work.
Visible-infrared results.

While limitations prohibited use of photomultiplier tubes beyond 700 nm. Film spectra, however, were obtained with great detail. Figure 13 is a print of the film taken from the 7/23/92 test. It covers the spectral range from 450 nm to 950 nm with a resolution of approximately 0.1 nm. Figure 14 is a densitometer trace of this record. The details which overlap with the photomultiplier record can be seen. The important atomic oxygen and nitrogen emission lines are well resolved. Figure 15 is a densitometer trace of an expanded portion of this film indicating the resolution of the atomic lines. Several features await identification. Calibrations of the non-linearities of the film system will result in a data base allowing comparison of the intensities of these features with theoretical results. Their relative intensities will help understand the electron density of the plasma.

CONCLUSIONS

The spectra have been obtained from the flux incident on the stagnation surface of a flat model placed in the supersonic stream in an arc-jet wind tunnel. The preliminary data set shown is detailed at high resolution from 200 nm to 1000 nm. Important radiators are evident. The data set will be further developed and used to help refine and calibrate computational models of the aerothermodynamics of entry and of arc-jet wind tunnels.

ACKNOWLEDGMENTS

The authors wish to acknowledge the invaluable assistance of Brian Mifsud for Test Engineering support, Larry Hemstreet for integration and operation, Wendel Love for engineering support, Chul Park and Ellis Whiting for assisting development of the scientific aspects of the program, and Jaswinder Taunk for his help in developing the data acquisition system.
### TABLE 1

**I-TESTS USING FILM**

<table>
<thead>
<tr>
<th>Date</th>
<th>Grating Ruling, l/mm</th>
<th>Blaze Wavelength, nm</th>
<th>Slit microns,</th>
<th>Exposure, seconds</th>
<th>λ range nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>7/8/92</td>
<td>60</td>
<td>300</td>
<td>20</td>
<td>100</td>
<td>200 to 500</td>
</tr>
<tr>
<td>7/15/92</td>
<td>180</td>
<td>150</td>
<td>20</td>
<td>60, 300</td>
<td>200 to 500</td>
</tr>
<tr>
<td>7/16/92</td>
<td>300</td>
<td>500</td>
<td>20</td>
<td>10, 50, 300</td>
<td>300 to 1000</td>
</tr>
<tr>
<td>7/23/92</td>
<td>300</td>
<td>500</td>
<td>20</td>
<td>100, 390</td>
<td>300 to 1000</td>
</tr>
<tr>
<td>7/24/92</td>
<td>1200</td>
<td>150</td>
<td>20</td>
<td>100, 600</td>
<td>200 to 400</td>
</tr>
<tr>
<td>8/10/92</td>
<td>1200</td>
<td>150</td>
<td>20</td>
<td>10, 100, 480</td>
<td>300 to 500</td>
</tr>
</tbody>
</table>

**II-TESTS USING PHOTOMULTIPLIER TUBE**

<table>
<thead>
<tr>
<th>Grating l/mm</th>
<th>Blaze nm</th>
<th>resolution, nm</th>
<th>spectral features</th>
<th>λ range nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>8/4/92</td>
<td>2400</td>
<td>150</td>
<td>0.4</td>
<td>N2+(1-)</td>
</tr>
<tr>
<td>8/4/92</td>
<td>2400</td>
<td>150</td>
<td>0.1</td>
<td>N2+(1-)</td>
</tr>
<tr>
<td>8/5/92</td>
<td>2400</td>
<td>150</td>
<td>0.4</td>
<td>NOγ</td>
</tr>
<tr>
<td>8/5/92</td>
<td>2400</td>
<td>150</td>
<td>0.1</td>
<td>NOγ</td>
</tr>
</tbody>
</table>
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FIGURES

Figure 1.
Flight regimes of mission returns for ASTV, Shuttle, and Apollo. The point indicated by the circle is an estimate of the altitude and velocity simulated by the arc-jet conditions used during the present tests.

Figure 2.
Schematic diagram of experimental setup. The arc column is to the left of the nozzle.

Figure 3.
Schematic diagram of model showing the aperture and window and orientation of the bow shock. Radiation incident onto the surface is reflected by the turning mirror to the concave mirror and thence to the spectrograph. Vacuum was maintained <0.01µ for the VUV tests.

Figure 4.
Photograph of model in test box. The optical system is protected by the water cooled coils shown as well as internal water cooling. The aperture can be seen in the face of the model. The nozzle exit can be seen at the left.

Figure 5.
Photograph of model during test. The stagnation shock is seen well formed over the model face and the intense radiation from the shock heated air is evident.

Figure 6.
Data acquisition system block diagram for recording the stagnation pressure on the model face, optical system vacuum pressure, photomultiplier high voltage.

Figure 7.
Data acquisition system block diagram for recording the photomultiplier output signal.

Figure 8.
Preliminary calculation of the spectral surface flux from the stagnation region of a model placed in an arc-jet wind tunnel.
Figure 9
Print from a film record taken on 8/10/92. The spectral range is from 330 nm to 450 nm. The uppermost spectrum is from the shock layer radiation and includes N$_2^+(1-)$ B$^2\Sigma_u^+-X^2\Sigma_g^-$ and CNv B$^2\Sigma-X^2\Sigma$ band systems and atomic lines from nitrogen and oxygen. The other spectra are mercury line calibrations.

Figure 10
Densitometer trace of the 360 nm to 395 nm region of the film record of figure M is shown. This region includes a portion of the N$_2^+(1-)$ B$^2\Sigma_u^+-X^2\Sigma_g^-$ band system. The vibration-rotation lines are seen to be well resolved. The atomic oxygen line at 394.8 nm is also shown.

Figure 11
Photomultiplier record of spectrum from 200 nm to 300 nm. This spectral region is dominated by the NO$_\gamma$ A$^2\Sigma^+-X^2\Pi$ bands.

Figure 12.
Photomultiplier record of spectrum from 250 nm to 500 nm. The molecular spectra from NO$_\gamma$ A$^2\Sigma^+-X^2\Pi$, N$_2^+(1-)$ B$^2\Sigma_u^+-X^2\Sigma_g^-$ and CNv B$^2\Sigma-X^2\Sigma$ are in this region as well as atomic lines from oxygen and nitrogen and copper (contamination from the arc electrodes).

Figure 13.
Photographic print of 7/23/92 film spectrum from 450 nm to 950 nm. Two different duration exposures of the shock layer emission were taken. Exposure A is a short exposure from the shock layer and an overlapping calibration exposure from a Hg lamp. Exposures B and D are Hg lamp calibration exposures. Exposure C is a long exposure without overlapping Hg lamp calibration. Selected Hg emission lines in the first, second and third orders, are indicated.

Figure 14.
Densitometer trace of 7/23/92 film spectrum from 500 nm to 1000 nm. The important atomic oxygen and nitrogen emission lines are well resolved. Also seen are the copper lines at 324.7 nm and 327.4 nm in the second and third orders.

Figure 15.
Expanded portion of the 7/23/92 film spectrum densitometer trace showing the atomic lines near between 800 nm and 880 nm. Several features await identification.
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ABSTRACT

The FL3D solver, a full three-dimensional Navier-Stokes solver, has been applied to a number of problems of interest to GE Aircraft Engines Co. This validation exercise had two purposes. The first goal was to evaluate the accuracy, ease of use and cost of computing the complex internal, external and coupled flow problems with the FL3D solver. The second move was to apply the solver in the preliminary mode and evaluate its adaptability to propulsion component design. A limited number of examples have been solved and the solutions are compared with available experimental data. The advantages and limitations with the FL3D solver are discussed. Experience gained with the solver and its use in the design environment are included.

INTRODUCTION

The propulsion system design involves component flows that are internal, external and regions where these two types of flows interact. In addition solutions are sought where complex configurations such as center-bodies, mixer chutes, primary and secondary flow interaction, plume interference, boundary layer and shear layer developments etc. are common elements. Often in the design process, a number of geometric and fluid dynamic parameters are varied to understand the design performance under design and off design conditions. With intuitive knowledge and understanding of the flow the designers may choose to introduce novel changes and this may require computations to be performed with rapid turn around yielding plausible directions to the design efforts. For example, film cooling with blowing on an airfoil at select locations. For a CFD solver to be used in a general design environment, one would like it to be robust, accurate, flexible and be able to handle not only complex configurations but also changes to the original geometry the design process may suggest in a timely fashion.

FL3D is a robust compressible flow Navier-Stokes solver developed at NASA Ames Research Center. The solver has been validated for external high-speed flows. GE Aircraft Engines recently acquired this solver. The solver has been undergoing validation and calibration tests on a number of internal, external and mixed flows of interest. Some of these problems have either experimental or other numerical solutions. These problems exhibit the real world complexities but are easier to model. Other problems are of design and exploration type and were chosen to explore the user friendly and stability aspects of the FL3D solver.

The primary objective of this paper is to catalogue the experiences and understanding gained with the FL3D solver. As such the qualitative aspects of the solution characteristics for each case are discussed. The successes as well as the shortcomings of the solver are outlined.

CFD SOLVER

All the CFD solutions to be presented in this paper were obtained with the FL3D* solver. This is an implicit, full Navier-Stokes solver and uses Roe upwind, TVD, flux-difference splitting technique to represent the inviscid fluxes and a central-difference approximation to represent the viscous fluxes. It is second-order accurate in space and first order accurate in time. With the use of local time step to converge faster to steady state, the time accuracy is not maintained. Though time accuracy is not maintained, the scheme is a time marching hyperbolic method wherein the steady state solution is obtained by marching from a prescribed solution. The solver is capable of handling single, zonal or multiple grids with and without hole regions. A single block version with blank region (iblanks) topology was used for all the present computations. A large number of boundary conditions are available and are specified through input by the user. These boundary conditions can accommodate many of the real world problems. The FL3D code is configured to require minimal memory and has been ported to Workstation platforms, such as HP workstation.

The convergence to steady state is problem dependent and for simple 3-D problems like nozzles, steady state solutions have been obtained within 1000 iterations. For com-
plex problems, more than 6000 iterations in time were required to reach a steady state solution. The limiting mechanism seems to be the evolution of separated flow domain and/or the shock structures in the computational domain. The convergence rates of the solver seems to be slow while solving the incompressible flows (Mach number less than 0.3 in the freestream) while maintaining good accuracy of the solution.

GRID GENERATION

A number of grid generation tools were used to generate the grids. These tools varied from simple algebraic grid generators to commercially available software packages like IDEAS and GRIDGEN3D. For complex problems grid generation has been the most time consuming of tasks. In addition to the initial grid generation, adaptive regridding has been utilized in a limited number of problems to improve solution accuracy. SAGE, an algebraic solution adaptive grid redistribution scheme, was used in the present work to generate adaptive grids.

TURBULENCE MODEL

The FL3D solver contained the original Baldwin-Lomax algebraic turbulence model. This model was augmented with a free shear-layer model. This is a simple mixing length model and it is similar to Prandtl's mixing length model for free shear layer flows. The model was developed with the aid of extensive data base on supersonic plumes measured at Florida State University. In particular

\[ \mu_t = C_1 (\rho) \cdot (L^2) \cdot (\omega) \]

where:

\[ C_1 = 5.9725 \]

\[ \rho = \text{density} \]

\[ \omega = \text{vorticity} \]

\[ L = 0.60 \cdot \left(1 + \frac{\rho}{\rho_{ref}}\right) \cdot X_{el} \]

and

\[ X_{eq} \approx C_2 \cdot r_{el} \cdot \tan^{-1} \left( \frac{1}{C_2} \cdot \left( \frac{1}{r} - \left( \frac{x_{cutoff}}{r} + \frac{1}{2} \right) \right) \right) \]

\[ C_2 = 6.3662 \]

It should be pointed out that \((x_{cutoff})\) is problem dependent. For the test cases that were studied in the present work \((x_{cutoff})\) was assumed to be 20.0. It appears to us that this needs to be investigated further to determine the validity of this model.

The function \(X_{eq}\) is defined in an analogous fashion similar to mixing lengths in boundary layer estimates. The constants and functional relationships are developed from the data base from Florida State University. This model was used to simulate the supersonic plume characteristics and yielded satisfactory agreement with measurements. The purpose of this simple model is to gain some understanding of mixing in high speed high temperature (1000 degrees F and up) plumes and determine dominant factors influencing the mixing. The desire is to provide data base for higher order turbulence models that can better describe the characteristics of supersonic jets. These algebraic models available in FL3D solver are considered ad hoc models at best. The limited number of turbulent solutions obtained with this model have proven to be cost effective and sufficiently accurate for design purposes.

RESULTS AND DISCUSSION

A number of internal and external flows and plume-interaction flow problems were computed. Summary of the results are given below. Computed results are compared with experimental data whenever available.

1. 3D - 29° Vectored Nozzle:

The objective is to validate the FL3D solver. In this 3-D internal flow problem the cross section of the nozzle transitions from circular cross section to rectangular section at the nozzle exit. Also, the nozzle design is such that the outflow is turned 29° to the incoming flow to vector the flow in a desirable direction. The flow is fully 3-D. The nozzle geometry, grid and mach number contours are presented in Figure 1. Comparison of wall pressure distribution between the computed solution and the experimental measurement, shown in Figure 2, is very good. The mach number contours along the symmetry plane shows the flow to be very three dimensional. The predictions were able to capture the shocks and their reflections in the aft section of the nozzle.

Detailed look at the solution near the exit section of the nozzle revealed the shock-boundary layer interaction and flow separation. In the design of nozzles, it is very useful to know the existence and extent of separated flow regions. The computed solution was able to predict a small recirculation zone at the throat of the top wall as expected. The good agreement of the measured data and the computations are presented in Figure 2. Several significant features of the solution predicted by FL3D solver are: 1) its ability to capture the shocks and their subsequent reflections off of the walls, 2) its ability to simulate shock boundary layer interaction and its ability to predict the separation and 3) reattachment of the flow under the influence of changing pressure gradients in the flow domain. This example is presented here as a validation of the code's predictive capabilities.

2. 3D Multi Stream S-Duct Flow:

The objective in computing this problem was to evaluate the code's capability to simulate, a) mixing of hot and cold streams, b) compression corner effects, and c) expansion corner and curvature effects. The geometry for this problem was selected carefully to include all the features to simulate the above mentioned complexities. At the inlet an axisymmetric cold-stream at 880° R and a hot core flow at 1995° R were introduced. These two flows are: separated at inlet
by a wall. The schematic of the flow features, the geometry and a representation of the grid used are shown in Figure 3. The grid is dense at the region where the cold and hot flows meet in the inlet region. Both the flows at entrance are subsonic. The mixed flow accelerates to Mach number 1.0 as it approaches the throat. Beyond the throat region the flow expands to supersonic as it passes through the nozzle. The cross sectional grid, total temperature distribution, Mach contours along the axial plane and at selected cross sections are presented in Figure 4. The Mach number distribution shows a large acceleration on the expansion corner and deceleration at the bottom corner. The total temperature distribution shows the development of the shearlayer and the mixing of the hot and cold flows in this region. The sharp curvature changes in the geometry gave rise to the formation of two vortices. These vortices in turn promoted further mixing of the two streams in the duct. The total temperature contours presented in Figure 4, clearly shows the dramatic effect of these vortices. Beyond the throat a divergent nozzle was attached to the geometry to further examine the capabilities of the code, FL3D, to simulate the supersonic flow. Details of the calculations showed the flow separation and reattachment at the top wall of the duct. The recirculation regions created by the compression corner at the bottom wall are also captured satisfactorily by the predictions.

In summary the qualitative results presented here demonstrate the ability of the FL3D code to predict the mixing of hot and cold flows coupled with the influence of the sharp curvature changes in the geometry. It shows further evidence of the code’s ability to satisfactorily simulate the influence of expansion corners in supersonic flow regimes.

3. 2-D Splitter Plate flow:

This problem was selected to demonstrate the influence of geometry changes on the solution. The geometry consists of channel formed by a 40 inch long top and bottom walls. A splitter plate of 8 inches long is introduced to split this channel in two separate channels at the entrance. In the top channel a cold subsonic stream was introduced. In the bottom channel a hot choked flow was introduced. The static temperature ratio of the two flows (Hot/Cold) is 1.1.

In this exercise two problems are considered. For both the problems the bottom wall and the splitter plate geometries are held at fixed positions. In the first problem the top wall is held parallel to the bottom wall. Whereas in the second problem the top wall was diverging to an overall increase of 5 per cent in the exit area starting at 20.0 inches from the inlet. The hot flow between the splitter and the bottom wall is expanded (transonic flow mach 1.2 at the end of splitter plate) and is interacting with the cold flow from the top channel. The development of the boundary layer on the top wall and the mixing layer from the end of the splitter plate are captured properly by the code.

The splitter plate thickness and small changes in the angle of the top wall had significant effect on the flow development. The computational grid and the temperature contours from the computed solutions are shown in the top of Figure 5. The bottom two figures compare the estimated temperature distribution on the top wall. The small changes in geometry had significant effect on the solution and this is demonstrated by changing the top channel (secondary flow) cross-section slightly. This in turn caused large changes in the predicted pressure. The primary (bottom channel) core flow can be allowed to reach either subsonic or supersonic conditions by the small changes introduced in the secondary (top channel) flow region. The differences in the computations and the measurements are due to the uncertainty in the geometric data provided by the experimental groups. Geometry for the first 20 inches are known accurately and the rest of the geometry was not. The disagreement of the computations with data for this example may be partly due to the turbulence model and its inability to simulate supersonic mixing satisfactorily.

4. Supersonic nozzle flow with center body:

The aim here is to introduce a contoured center body in a supersonic nozzle and evaluate the solution. The geometry considered is an axisymmetric nozzle with center body and the flow is choked at the throat and the flow is supersonic at the exit. Figure 6 shows the grid and the Mach number contours from the predicted solution. The choking of the flow at the throat and the compression produced along the compression region of the center body due to the change in curvature is clearly seen. A shock wave has developed at this region on the center-body (where the curvature of the geometry is changing) and is subsequently reflected off of the nozzle wall. The effects of the curvature on supersonic nozzle flows were captured well by the code with no surprises.

5. The effect of External Pressure:

The intent of this problem is to investigate the effect of the over-expansion of the supersonic nozzle flow under simulated freestream flow conditions. An external (outside wall) wall was added to the nozzle geometry shown in the previous problem. A high subsonic free stream flow of Mach number 0.9 is included in the problem definition. With this external flow condition the nozzle exit flow was overexpanded. The combined grid and the FL3D estimated mach number contours are shown in Figure 7. The interaction of these flows (nozzle flow and external flow) created an extremely complex flowfield as presented in the mach number distribution shown here. The external wall of the nozzle is contoured to accelerate the freestream flow on it. As a result of this flow acceleration on the nozzle external wall Mach number exceeds 1.0 on it, thus reducing the pressure on the wall. The subsequent recompression of the flow to regain the static pressure balance gives rise to the shock; a lambda shock; on the nozzle wall. The shock-boundary layer interaction, coupled with the over expanded flow led to the complicated shock pattern inside the nozzle as shown in the figure. These interactions separated the flow from the nozzle wall both inside as well as outside. A plot of the velocity vectors, Figure 8, at the trailing edge of the nozzle
clearly indicate the flow reversals, recirculations, and separation due to the shock boundary layer interactions in an over expanded supersonic flow under simulated high subsonic freestream flow.

6. Axisymmetric Turbulent Plumes:

Plumes are an integral part of propulsion system. They can occur either external or internal as in the case of single sided expansion ramp, one sided evolution of plumes determine the thrust efficiency. To validate the CFD solver for plumes axisymmetric under-expanded and ideally expanded plumes are considered. Detailed measurements of the flow characteristics from such supersonic jets are made at Florida State University (1991-1992 Mechanical Engineering Department/GE - FSU Cooperative program). A simple mixing length turbulence model was devised to simulate the turbulent jets. Calculations are made with this model to predict the characteristics of the under-expanded jets and fully expanded jets. The predicted temperature contours for these jets are shown in Figure 9. The shock patterns shown for the under-expanded jets are indicative of the plausibility of the solution. The shock free nature of the fully expanded jets is also presented in this figure. A comparison of Mach number distribution on the centerline of the jet with measured data is presented in Figure 10. The agreement between the measurements and predictions for the fully expanded (shock free conditions) jets shown in figure is very good. For underexpanded jets, the nozzle pressure is higher than the ambient pressure. As such the jet expands to reach a pressure balance with that of the ambient pressure; thus giving rise to higher Mach number downstream of the nozzle exit. In this process the jet over expands and tries to achieve pressure balance via compression (oblique shock formation) wave. This procession of expansion and compression, after the nozzle exit continues till the pressure in the jet reaches that of the ambient pressure. The ability of FL3D to predict such flow properties with proper frequency (the number of expansions and compression cells) and amplitude (magnitude changes) of the mach number is shown in the figure. Comparison of the predictions with experimental data presented in the figure shows satisfactory agreement.

These comparisons demonstrate the ability of the FL3D to accurately predict a variety of complex flow fields from propulsion systems.

Conclusions

The predictions and their comparisons with experimental data; whenever available; demonstrate that the code FL3D can capture the salient characteristics of supersonic/transonic nozzle flows. Curvature effects of the nozzle geometry on the flow fields are predicted accurately. Its ability to estimate the properties in a shearlayer is demonstrated in the splitter-plate problem. The computational experiments performed further show the capabilities of the code to predict separation, recirculation and flow reversals in a complex flow field. Its ability to capture shocks has been demonstrated amply through the exercises presented here. The application of code to predict the supersonic jet flow fields has been demonstrated in this work. Our experience shows that FL3D can simulate the flow fields for propulsion systems adequately.
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Figure 1. 29° vectored nozzle geometry, grid and mach number contours
Comparison of wall pressure distribution
Problem: Investigate mixing of subsonic primary (hot) flow with subsonic secondary (cold) flow exiting as supersonic

Nature of the Flow: Transonic, mixing of hot core and cold fan flow with sharp curvature

![Schematic of the S-Duct Flow Features](image)

**Figure 3.** S-Duct grid and flow features description
Figure 4. S-Duct Flow characteristics
Problem: Investigate the mixing of supersonic flow with a subsonic film at one wall

Grid for Geometry 2 (63*63)

<table>
<thead>
<tr>
<th></th>
<th>Primary</th>
<th>Secondary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ptotal</td>
<td>72.348</td>
<td>46.24</td>
</tr>
<tr>
<td>Ttotal °F</td>
<td>451.6</td>
<td>65.7</td>
</tr>
<tr>
<td>Flow Rate</td>
<td>10.056</td>
<td>1.471</td>
</tr>
<tr>
<td>Mach No.</td>
<td>1.0</td>
<td>0.661</td>
</tr>
</tbody>
</table>

Figure 5. Mixing characteristics of supersonic and subsonic flows
Problem: Supersonic flow solution with center body

Nature of the Flow: Transonic

Figure 6. Supersonic nozzle flow and geometry
Problem: Investigate the flow properties from an over-expanded supersonic nozzle

Nature of the Flow: Over expanded supersonic flow at 0.9 external mach

Figure 7. Over expanded nozzle flow
\[ M_{\text{exit}} = 2.0 \quad T_{\text{jet}} = 1260^\circ \text{R} \quad \text{Dia}_{\text{jet}} = 1.15\text{in} \]

\[ Npr = 8.0 \quad \text{Fully Expanded} \]

\[ Npr = 9.82 \quad \text{Under Expanded} \]

Figure 9: Supersonic plume characteristics
Problem: Estimate the plume characteristics of a supersonic jet

Nature of the Flow: Fully expanded and under expanded plumes

![Fully-Expanded Turbulent Jet Plume Flow](image1)

![Under-Expanded Turbulent Jet Plume Flow](image2)

Figure 10: Supersonic plumes - comparing centerline characteristics
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Abstract

A two-dimensional, convergent-divergent (2DCD) exhaust system has been analyzed with the FL3D Navier-Stokes flow solver. The nozzle incorporated a chute suppressor system at the exit of the core flowpath for noise abatement at takeoff. Results show an extremely three-dimensional flowfield with very complex flow structures. The computed solution was compared to limited experimental test data. In general, the predicted pressure distributions matched well with test data. The predicted flowfield captured the important flow-features observed during testing and from shadowgraph pictures. The computational results have enhanced the understanding of this type of complex nozzle flow and can be used in improving its design.

Introduction

Recent studies have predicted a 400 percent increase in commercial transpacific air travel and a doubling of transatlantic trips by the year 2000. These studies have shown a sizable market potential for a civil aircraft which would significantly reduce the time to fly these transcontinental routes. An aircraft that cruises at over twice the speed of sound will cut the time to fly from Los Angeles to Tokyo from 10 hours to about 4 hours. In a world that is truly becoming "globalized", this time savings is very attractive.

One of the challenges to high speed aircraft systems is designing an engine system which meets or exceeds civil noise requirements. During takeoff and climb, the dominant noise source emanates from the engines. Typical military engines for supersonic flight incorporate low bypass, high specific thrust turbofan systems. As such, these systems generate high exit velocities to meet thrust requirements. These high exit velocities in turn generate high levels of noise which are unacceptable in a civil aircraft. In order to lower the noise levels resulting from these engine systems, exhaust nozzles which entrain ambient air into the nozzle are a prime candidate for this aircraft.1-10. The entrainment and mixing of this ambient air with the engine core flow lowers the exit velocity while maintaining the thrust at required levels.

This paper presents a computational study performed to evaluate one of these mixer nozzle candidates. The FL3D flow solver from NASA Ames Research Center was used for this analysis. As will be described in more detail later in the paper, FL3D is a three-dimensional (3D) full Navier-Stokes computational fluid dynamics (CFD) solver. The main purpose of this study was to better understand the flow physics of this nozzle design while validating FL3D for these type of systems. The results of the analysis are compared to a limited amount of test data and several interesting characteristics of the nozzle flowfield are discussed.

2DCD nozzle geometry

The nozzle analyzed in this study is shown schematically in Figure 1. It is a two-dimensional (2D) wedge nozzle with a lobed mixer located in the primary stream. A similar nozzle was designed and tested by Harrington, et al.1 The unique feature of this nozzle is the addition of a secondary or bypass stream to further attenuate jet noise.

The mixer rack consists of five mixer chutes located at equal spanwise distances apart. As can be seen in Figure 1, the chute entrance angle is relatively steep (55 degrees). This was dictated by the need to slow these chutes inside the wedge at cruise conditions. The primary flow flowpath through the mixer is convergent, resulting in the primary stream throat being located at the mixer exit. At the exit of the mixer (i.e. the mixing plane) the secondary duct area is 1.5 times the primary duct area.

The nozzle has a straight wedge with a 15 degree half angle. The sidewalls for the secondary duct terminate at the secondary nozzle exit. The sidewalls for the primary duct...
terminate at the mixing plane. The secondary flowpath is a
convergent nozzle with the throat at the exit plane.

The spanwise computational domain for this analysis
(shown in Figure 2) consisted of a section of the total nozzle
geometry extending from the centerline of a primary chute
to the centerline of a secondary chute. The top-to-bottom
computational domain extended from a farfield freestream
boundary to the nozzle centerline.

GEOMETRY MODELING USING I-DEAS

Since the nozzle geometry is highly three-dimensional
an advanced CAE package called I-DEAS (Integrated De-
sign Engineering and Analysis Software) was used to create
the geometry model and the computational grid for the flow
analysis. The nozzle geometry is generated using a building
block approach provided in the I-DEAS solid modeling
environment. At first the chute geometry is built using the
cross sectional definition and invoking the 'sinking opera-
tion'. Then a thickness is added to the inner chute surface
to generate the actual chute geometry with variable thickness
from top to the bottom of the chute. Then the single chute
is replicated to give a series of chutes that represent the true
chute configuration in the nozzle.

The nozzle flow domain without the chutes being two
dimensional, was created using the outline of the inner and
outer boundaries only. The chute is then located in this
domain in its proper orientation and location to generate
the divided flow path for the core and the fan flow. The
most important information in this operation is the three
dimensional intersection of the plug boundary with the chute
boundary at its bottom. This information is automatically
obtained from I-DEAS when the chute is located on the
plug surface. The 3-D surface information and the outer
flow boundaries are then transferred directly to the grid gen-
erator for creating suitable grid for the flow analysis.

COMPUTATIONAL GRID

Since the geometry is complex with immersed bodies
and wall boundaries in the flow field, a suitable block struc-
ture was designed to accommodate these complexities in
the flow domain. The block structure is also designed such
that a better control of grid in terms of quality as well as
quantity could be achieved in the flow domain. A schematic
of the grid blocks generated is presented in Figure 3. The
blocks are generated using the block structure option avail-
able in I-DEAS grid generation module. This block struc-
ture algorithm through data base management system keeps
track of the block interface connectivity between two differ-
ent blocks as well as the surface interface connectivity of a
single block. This feature automatically allows the same
number of grid points and the function continuity along
the interface between the blocks. The grid is generated in
these individual blocks first and then merged to form a sin-
gle structured grid. Figure 4 shows the computational grid
in the chute-symmetry plane. A finer grid distribution is

provided where ever there is a solid boundary to resolve
the viscous layer near the wall. The grid was clustered in
the streamwise direction where ever large gradients are ex-
pected in the flow field such as the region close to the exit
plane of the primary nozzle.

RESULTS AND DISCUSSION

An algebraic turbulence model based on a Baldwin-
Lomax formulation has been used with the FL3D flow
solver for the results presented in this paper. The length
scales are deduced from the grid normal distances from the
wall, and the velocity scales are estimated from the vortici-

ty distribution in the flowfield. The results presented were
computed both with laminar as well as with turbulent vis-
cosity. The influence of turbulence on the pressure distribu-
tion on various surfaces of the geometry is explored. The
changes in the flowfield from the core center plane to the
chute center plane are presented. The interaction of the core
flow with the secondary flow and its impact on the separa-
tion characteristics of the flow on the centerbody is inves-
tigated. The estimated pressure distributions are compared
with measured data where available. Qualitative compar-
isons of computed flow characteristics with shadowgraph
measurements are also shown in this paper.

FLOW ORIENTATION

The flow orientation presented earlier in the paper is
briefly re-stated here. The computational domain consists
of three different flows. They are: (1) Primary flow, (2)
Secondary Flow and (3) Freestream flow. These flows are
separated by solid walls up to the nozzle exits. Downstream
of the nozzle exits, they are free to interact with each other.
The physical orientation of the 2DCD nozzle geometry and
the flow are shown in Figure 1. The flow conditions used
in this study are:

| Primary Pressure Ratio \(Pr_{\text{pri.}}/P_{\text{amb}}\) & \(3.2\) \\
| Secondary Pressure Ratio \(Pr_{\text{sec.}}/P_{\text{amb}}\) & \(2.2\) \\
| Freestream Mach number & \(0.2\) |

The primary flow accelerates to supersonic speeds as
it negotiates through the passage between the chutes. As
such, the pressure of the primary flow at the mixer chute
exit is dictated by the area ratio of the primary chute flow-
path. However, at the end of the mixer chute, the flow exits
to ambient conditions and must adjust accordingly.

The secondary flow exits the nozzle at supersonic speeds
just upstream of the mixer chute leading edge. The flow is
then split into two regimes. Some of the flow is free to flow
down the chutes and mix with the primary flow in the adja-
cent mixer chutes. The remaining flow continues over the
top of the primary chutes where it forms a stratified layer
over the primary flow. The freestream flow is able to in-
teract with the secondary and primary flows downstream of
the secondary nozzle exit.
led to a large scale flow separation on the wedge surface, and separation of the secondary flow in the mixer chutes. The turbulent flow results agreed well with available surface static pressure measurements and with shadowgraph pictures of the flowfield. The CFD results have provided a good understanding of the flow phenomenon in these type of nozzles and will aid in improving its design.
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Figure 2. Schematic of the computational domain at the mixer exit.

Figure 3. Block structure representation for the computational grid.
Figure 4. Computational grid in the chute-symmetry plane.

Figure 5. Computed Mach number contours - core-symmetry plane.
Figure 6. Computed Mach number contours - mid plane.

Figure 7. Computed Mach number contours - chute-symmetry plane.
Figure 8. Computed velocity vector direction - core-symmetry plane.

Figure 9. Computed velocity vector direction - chute-symmetry plane.
Figure 10. Particle traces from core and fan flow regions.

Figure 11. Particle traces from fan flow region alone.
Figure 12. Pressure distribution comparison along the wedge (ramp) wall - laminar computations.

Figure 13. Pressure distribution comparison along wedge wall - turbulent computations.
Figure 14. Pressure distribution comparison along the wedge (ramp) wall - laminar computations.

Figure 15. Pressure distribution comparison along wedge wall - turbulent computations.
Figure 16. Pressure distribution comparison along the chute trailing edge - turbulent computations.

Figure 17. Pressure distribution comparison along the chute center-line - turbulent computations.
Figure 18. Comparison of the computed Mach contours on the core-symmetry plane (left) and the experimental shadowgraph (right).

Figure 19. A composite view from the computations: surface pressure, particle traces and Mach contours on axial plane downstream of the chute exit.
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Abstract. An initial experimental/numerical investigation has been conducted to gain a better understanding of the multi-dimensional flow phenomena inside pulse facilities and the influence of these phenomena on test conditions and test times. Experimental data from the NASA Ames electric-arc driven shock tube facility (from cold driver shots) is compared to time-dependent axisymmetric numerical simulations of the complete facility. These comparisons help establish the numerical modelling requirements for simulating shock tube flow and help validate the computations. The numerical simulations are used to study the interaction between the reflected shock wave and the side wall boundary layer and the resulting shock bifurcation. Of particular interest is the effect of the bifurcated shock structure on the driver/driven gas interface. The simulations incorporate finite-rate chemistry, a moving mesh and laminar viscosity.
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1. Introduction

Knowing the length of the test time and the state of the test gas provided by shock tubes or shock tunnels is critical to interpreting data obtained from these facilities. Unfortunately, it is well established that the test time achieved in these facilities is usually significantly less than ideal theory predicts. Many investigations have been carried out to understand and quantify the physical mechanisms which cause shortened test times. These mechanisms include deformation of the contact discontinuity caused by the diaphragm rupture process, mass transfer of the driven gas into the boundary layer, contact discontinuity instabilities, and shock/boundary layer interaction after reflection of the incident shock off the end wall.

It is not clear which of the mechanisms mentioned above limits test times most and it may be that the dominant mechanism varies with the experimental facility or the run conditions. There is a large amount of evidence, however, that suggests that the reflected-shock/boundary layer interaction is often a major contributor to the contamination process. It is well established that under many conditions the reflected shock will interact with the boundary layer causing it to bifurcate near the wall (see Fig. 1). Mark (1958) developed a model to predict the characteristics of the bifurcation and the conditions under which it will occur. He showed that the flow in the energy deficient boundary layer has a stagnation pressure that is less than the stagnation pressure behind the normal reflected shock and is prevented from passing under the reflected shock. Instead, it separates and collects in a bubble of gas next to the wall. A consequence of the shock bifurcation is a jet of gas near the shock tube wall as depicted in Fig. 1. The jet is present because the gas which passes through the oblique shocks at the foot of the bifurcated shock retains a higher velocity than the gas which encounters the normal shock. Particularly clear experimental evidence of this phenomenon can be seen in the recent color schlieren photographs of Kleine et al. (1991) which include features such as the rolling up of the wall jet as it encounters the end wall. Davies (1966, 1967, 1969) used Mark's model to show that the wall jet provides a
mechanism for contamination of the stagnation region by propelling cold driver gas toward the end wall and into the driven gas. He and others such as Bull and Edwards (1968) have done experiments which measured the time of arrival of the cold driver gas through this mechanism.

The reflected-shock/boundary layer interaction described above can explain much of what is observed experimentally in shock tubes. However, more complicated flow structures such as a pseudo-shock (or shock train) can develop when the shock/boundary layer interaction is strong. Matsuo et al (1975), Strehlow and Cohen (1959), and Brossard and Charpentier (1985) all show schlieren photographs of the formation of multiple shocks after the reflection of the incident shock. The effect of these multiple shocks on driver gas contamination has not been studied.

In the absence of optical data, the presence of shock bifurcation can be inferred from side-wall pressure measurements. Figure 2 shows that the passage of the reflected shock is marked by a two-step pressure rise follow by a pressure overshoot as described by Sanderson (1969). It can also be deduced by noting the change of the reflected shock speed compared to inviscid theory (Mark 1958; Strehlow and Cohen 1959; Matsuo et al. 1975).

There have been several recent examples of computations of reflected-shock/boundary layer interaction at the end of a shock tube with the computational domain limited to the stagnation region (e.g. Kleine et al. 1991 and Yakano 1991). The present authors are unaware, however, of any computational which have looked at the contamination of the stagnation region with driver gas through the wall jet mechanism proposed by Davies. One way to accomplish this is to begin a simulation at the diaphragm rupture allowing the position of the contact discontinuity and boundary layer development to be computed. This, in turn, makes it possible for phenomena such as the reflected shock/boundary layer interaction and the reflected-shock/contact discontinuity interaction to be investigated numerically. This approach is adopted herein by computing the time-dependent flow inside the NASA Ames electric-arc driven shock tube (cold driver shots without the arc-driver). The simulations assume that the contact discontinuity is planar at diaphragm rupture and that boundary layer is laminar. Experimental data in the form of wall static pressure traces and heat transfer was gathered to help guide the numerical modelling and validate the simulations. The present work is a continuation of research reported in Wilson et al. (1993) and more details can be found there.
2. Experimental Facility

The NASA Ames electric-arc driven shock tube facility has several possible configurations and has a large hypervelocity operating range using its arc-driver (Sharma and Park 1990). However, this work only considers experiments using a cold helium driver with nitrogen in the driven section. These shots were made with a cylindrical driver of 0.86 m (2.8 ft) in length and 10 cm (3.93 inches) in diameter. The driven section was 4.22 m (13.85 ft) long with the same diameter as the driver. A single self-break diaphragm separated the driver and driven gases.

For the current experiments the instrumentation consisted of pressure transducers flush mounted at three fixed positions on the shock tube walls, at 2, 6, and 24 inch from the end wall. There were also two pressure transducers flush mounted on the end wall, one at the center and one 1/4 inch from the tube side wall. In addition, the end wall was modified so that it could be moved forward and backward at one inch increments. This made it possible to collect data at variable distances from the end wall (i.e. 1, 2, and 3 inches from the end wall for the first side wall gauge and, thus, 5, 6, and 7 inches from the end wall for the second gauge). The pressure transducers were PCB Piezotronics, Inc. Model 113A21 with a circular surface area .218 inches in diameter and a rise time of 1 microsecond. Heat-transfer data has also been collected at the same side wall locations at instrument locations opposite of the pressure transducers.

3. Numerical Method and Gas Model

The gas dynamic equations for the axisymmetric simulations are solved by using an explicit finite-volume form of the Harten-Yee upwind TVD scheme (Yee 1989). The gas model includes the three major species present in the shock tube for the present experiments (N₂, N, and He) and accounts for finite-rate chemical processes. A separate equation for vibrational energy is included so that vibrational nonequilibrium effects can be assessed. The present work, however, enforces thermal equilibrium. The numerical method is essentially an extension of the quasi-one-dimensional work in Wilson (1992). The full Navier-Stokes viscous terms are included.

Mesh points are clustered at the contact discontinuity to minimize numerical diffusion and are convected with the gas interface as it travels down the driven tube. This approach has the additional benefit of compressing all of the cells associated with the driven tube into the end wall region of the shock tube as the driven gas is compressed thereby providing a fine axial mesh during the shock reflection. The grid is also clustered around the incident shock so that the resolution is relatively high where the boundary layer is initially formed behind the shock. Points are also concentrated near the wall to resolve the boundary layer. Because the Euler terms are treated explicitly, the computations are advanced at a CFL number less than 1 based on the inviscid gas dynamics. To avoid the more limiting time step dictated by the viscous terms, the thin-layer viscous terms are treated implicitly (note that all the viscous terms are included explicitly). It is believed that the time accuracy of the solution is not significantly effected by this approach and without it the simulation becomes impractical. The source terms representing the finite-rate chemical kinetics and vibrational relaxation are also treated implicitly. This implicit formulation reduces the formal temporal accuracy to first order.

5. Results and Discussion

The results presented in this short paper represent a single test condition with a nominal driver pressure of 4.83 MPa (700 psi) and a driven pressure of 20 torr nitrogen with both sections at ambient temperature (295 K). Three shots are reported with the end wall position varied for each shot so that there is data 1, 2, and 3 inches from the end wall (these shall be referred to as the 1 inch position, the 2 inch position, etc.). Because of the self-break single diaphragm, a
precise repeatability of shock speed for the three shots was not possible. The shock speed for the 1, 2, and 3 inch positions were 1984 m/sec, 2005 m/sec, and 1953 m/sec, respectively. Figure 3 shows the pressure trace for the 2 inch position. Several of the major events are labeled. These include the passage of the incident and reflected shocks, the arrival of the rarefaction, and the presence of waves reflected off the contact discontinuity. The time axis is adjusted so that zero time corresponds to the shock arrival at the end wall. This allows a meaningful comparison of traces with the end wall in different positions.

The axisymmetric simulation used an initial driver pressure 11% higher than the experimentally reported value in order for the computed incident shock speed to match the experimental one. The reason for this discrepancy is not known. All other initial conditions matched the experimentally reported ones. A cold wall boundary condition of 295 K was enforced. The computational mesh contained 800 points along the length of the tube (400 each in the driver and driven sections) and 112 points between the tube centerline and an outer wall. The points were exponentially clustered near the wall with a minimum spacing of .150 mm at the wall for the first few meters of the driven tube and was ramped down to a constant .015 mm over the last .75 meters of the tube. This approach eased the computational cost by allowing a larger time step early in the solution. As mentioned before, the solutions assumed an initially planar contact discontinuity and laminar viscosity. Verification that the reflected shock/boundary layer interaction has all of the features depicted in Fig. 1 is presented by Wilson et al. (1993).

A composite of experimental and computed pressure traces in the end wall region for early times after the shock reflection is presented in Fig. 4. It is seen that the general features of the experimental and computed pressure traces are quite similar. Evidence of the shock/boundary layer interaction in the pressure traces, as depicted in Fig. 2, is clearly seen. The computation and experiment are in good agreement for the trace 1 inch from the end wall, fair agreement at 2 inch position, and by the 3 inch position it is clear that discrepancies are growing. Further deterioration of the agreement is seen in the traces farther back from the end wall (not shown here). While it appears that the growth of the bifurcated shock structure is being captured fairly well by the simulations, the computed speed of the bifurcated shock is too fast and the predicted pressures under the separated flow region differ. Even with the differences, the general features of the flow appear accurate enough that a qualitative investigation of the interaction of the reflected shock with the contact discontinuity is deemed worthwhile.
Figure 5 contains temperature contours showing reflected shock/contact discontinuity interaction. The figure shows that the bifurcated shock structure deforms the contact discontinuity near the wall. Hot driven gas in the separated region under the shock bifurcation is carried into the driver gas while the driver gas that passed through the oblique shocks of the bifurcation retains a higher flow velocity and penetrates into the driven gas (i.e., it is part of the wall jet). There is also the additional feature of a shock reflected off the contact discontinuity due to the overtailored conditions. There are many nonuniformities in the stagnation region because of the shock/boundary layer interaction. As waves such as the shock reflected off the contact discontinuity interact with these non-uniformities, even more complex features are formed. It is easy to see why pressure trace data can become quite noisy.

There are many possible reasons for the discrepancies seen between the experimental data and the present computations. Experimentally, the point of transition between laminar and turbulent flow is not known. It is believed that the flow near the end wall is laminar (heat transfer data seems to support this); however, the flow must eventually become turbulent. This may happen in the separated flow region under the bifurcated shock. Data interpretation is further complicated by arbitrary variations in the finer features. For example, the size of the pressure overshoot associated with the shock bifurcation can be notably different on the same shot for two transducers mounted at opposite sides of the tube. Numerically, the authors have found that it very difficult to resolve the shock/boundary layer interaction to the point where solutions become grid independent. Many grid refinement studies have shown that the wall spacing used here (0.015 mm) is nearly sufficient; however, these studies have also shown that the grid spacing along the tube is also important and that the current solutions would be helped by further grid refinement. Additionally, the starting assumption of an sharply defined, planar contact discontinuity causes waves which interact with the interface to be much more sharp (and often of higher magnitude) than those observed experimentally. An initially deformed interface will be tried in the future.

5. Conclusions

Axisymmetric simulations of the NASA Ames electric-arc driven shock tube have been done which include the wall boundary layer and the computations have been compared with experimental data. These simulations have allowed the wall jet created by the reflected shock/boundary layer interaction to be investigated numerically for the first time. These simulations support earlier analytical and experimental work which indicate that this mechanism can contribute to the reduction of the usable test time by allowing the driver gas to contaminate the stagnation region. Before any driver gas contamination, the wall jet creates nonuniformities in the stagnation region.
which create complex flow patterns, especially when waves due to non-tailored conditions interact with these non-uniformities.
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Extended Abstract

We have used laser induced fluorescence (LIF) to characterize the free stream of the 20 Megawatt Aerodynamic Heating Facility at NASA/Ames Research Center. Knowledge of the free stream properties is required for a detailed understanding of the interaction between the arc flow and test models. Until recently the properties of the free stream have been inferred from measurements of bulk properties such as heat loss to cooling water in the discharge and heat transfer to test models, combined with emission spectroscopy and computer modeling of the arc jet flow. Heat loss measurements in the discharge are too difficult to be carried out routinely, and model heat transfer measurements suffer from a lack of detailed knowledge of the chemical processes occurring on the surface. Because the most important species in the flow are in the ground electronic state, emission spectroscopy can provide no information about them. Our experimental program is designed to measure the velocities, translational temperatures, and radial distributions for two of the most important species, atomic oxygen and atomic nitrogen. Com-
parison of the experimental results with both theory and earlier experimental results will greatly increase our knowledge of the free stream properties.

The experimental approach for number density measurements is as follows. The photon source is a Nd:YAG-pumped, frequency doubled dye laser producing tunable radiation in ultraviolet. To detect atomic oxygen, we excite the $3p^3P_2\rightarrow 2p^3P$ two-photon transition at 226 nm and detect fluorescence from the $3p^3P_{2,1,0} \rightarrow 3s^3S_1$ transition at 845 nm. For atomic nitrogen detection, we plan to excite the $3p^4D \rightarrow 2p^4S$ two-photon transition at 211 nm and detect fluorescence from the $3p^4D \rightarrow 3s^4P$ transition at 870 nm. The fluorescence is imaged onto the surface of a red-sensitive photomultiplier tube. For number density measurements the intensity of the near-infrared laser-induced fluorescence (LIF) is monitored as a function of the wavelength of the ultraviolet laser. Using calibration procedures described previously [Phys. Rev. A 34, 185 (1986)] along with absolute values of the two-photon cross section [Phys. Rev. A 36, 3497 (1987)] the absolute number density is determined. This measurement is repeated at several different radial positions (with a spatial resolution of about 1 cm) to determine the radial dependence of the number density in the flow (which has cylindrical symmetry).

Flow velocities for atomic oxygen are determined from the Doppler shift of the $3p^3P_{2,1,0} \rightarrow 2p^3P_2$ transition relative to the fixed frequency of a nitric oxide LIF transition in a static room temperature gas cell. We first record the unshifted position by taking several simultaneous spectra of flowing O-atoms and static nitric oxide with the laser at 90 degrees to the flow, as shown in Figure 1. We then repeat the experiment with the laser at an angle $\theta$ degrees to the flow, as shown in Figure 2. The spacing between the $R_1(16)$ line of the $\gamma(0,0)$ band of $^{15}N^{16}O$ and the $3p^3P_{2,1,0} \rightarrow 2p^3P_2$ line of atomic oxygen is measured in both cases, and the difference between these spacings, $\Delta \lambda$, is determined. The velocity, $v$, is then calculated using the following equation:

$$v = (\Delta \lambda / \lambda) \times (c / \cos \theta),$$

where $c$ is the speed of light. The precision of the O-atom velocity measurements is ±1 km/sec. For atomic copper we use a similar approach, eliminating the need for a frequency standard by simultaneously exciting the flow with beams at $\theta = 90$ degrees and $\eta = 73$ degrees. Excitation occurs via the $2P_{3/2} \rightarrow 2S_{1/2}$ transition at 324.85 nm or the $2P_{1/2} \rightarrow 2S_{1/2}$ transition at 327.49

- 2 -
nm, and fluorescence is detected from either the $^{2}P_{3/2} \rightarrow ^{2}D_{5/2}$ transition at 510.70 nm or the $^{2}P_{1/2} \rightarrow ^{2}D_{3/2}$ transition at 578.37 nm. The precision of the Cu-atom velocity measurements is ±1.5 km/sec.

The relative O-atom number density as a function of radial position, for expansion through a 61 cm diameter nozzle, is shown in Table I.

### Table I. Relative number density of O($2p^2$) as a function of radial position.

<table>
<thead>
<tr>
<th>distance from centerline (cm)</th>
<th>relative [O] (arbitrary units)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.86</td>
</tr>
<tr>
<td>15</td>
<td>0.85</td>
</tr>
<tr>
<td>25</td>
<td>0.63</td>
</tr>
</tbody>
</table>

In future work we will measure the relative number density at several additional radial positions and place the number densities on an absolute scale.

The experimental velocities are given in Table II.

### Table II. Summary of experimental velocity measurements.

<table>
<thead>
<tr>
<th>Date</th>
<th>species</th>
<th>nozzle dia. (cm)</th>
<th>mass-avg. enthalpy (MJ/kg)</th>
<th>velocity (km/sec)</th>
</tr>
</thead>
<tbody>
<tr>
<td>9/16/92</td>
<td>Cu</td>
<td>30.5</td>
<td>15</td>
<td>3.0</td>
</tr>
<tr>
<td>9/17/92</td>
<td>Cu</td>
<td>30.5</td>
<td>15</td>
<td>2.6</td>
</tr>
<tr>
<td>9/21/92</td>
<td>Cu</td>
<td>30.5</td>
<td>13</td>
<td>3.2</td>
</tr>
<tr>
<td>9/21/92</td>
<td>Cu</td>
<td>30.5</td>
<td>13</td>
<td>3.9</td>
</tr>
<tr>
<td>12/17/92</td>
<td>O</td>
<td>30.5</td>
<td>17</td>
<td>2.7</td>
</tr>
<tr>
<td>2/19/93</td>
<td>O</td>
<td>61.0</td>
<td>15</td>
<td>4.2</td>
</tr>
<tr>
<td>2/19/93</td>
<td>O</td>
<td>61.0</td>
<td>15</td>
<td>4.0</td>
</tr>
<tr>
<td>3/9/93</td>
<td>O</td>
<td>61.0</td>
<td>15</td>
<td>4.2</td>
</tr>
<tr>
<td>3/10/93</td>
<td>O</td>
<td>61.0</td>
<td>12</td>
<td>5.3</td>
</tr>
<tr>
<td>3/31/93</td>
<td>O</td>
<td>61.0</td>
<td>10</td>
<td>4.1</td>
</tr>
<tr>
<td>3/31/93</td>
<td>O</td>
<td>61.0</td>
<td>9</td>
<td>4.4</td>
</tr>
</tbody>
</table>

All of these velocities except the last one were measured along the centerline of the flow. The last velocity was measured at a point 15 cm above the centerline of the flow to test for a spatial
dependence of the flow velocity. Within our error limits, there appears to be no spatial dependence. Because the velocities measured under (nominally) identical conditions are internally consistent, they can be used with confidence to test existing codes describing the arc jet flow. In the near future we will add another column to Table II containing the calculated velocities and briefly describe the procedure used to obtain them.

To measure absolute number densities of O(2p3P) we must measure the rate of collisional quenching (by electrons and neutral species) which removes population from the 3p3P state following laser excitation. Because the laser pulse is less than 5 ns long, we can measure this rate directly if the fluorescence lifetime is substantially longer than 5 ns. As Figure 3 shows, the fluorescence lifetime under typical arc jet conditions is about 28 ns. The ratio of this lifetime to the radiative lifetime (τ = 35 ns) is the fluorescence quantum yield, about 80%.

In summary, we have used laser induced fluorescence (LIF) to characterize the free stream of the 20 Megawatt Aerodynamic Heating Facility at NASA/Ames Research Center. The velocities of both a major flow component (atomic oxygen) and a minor component (atomic copper) have been measured under a variety of operating conditions. The relative number density of O-atoms in the 2p3P electronic state as a function of radial position has been determined under one set of conditions. The rate of collisional quenching for O(3p3P) has been measured. In the near future we plan several extensions of this work, including absolute number density measurements for O(2p3P), relative number density measurements for N(2p4S), rotational-translational temperature measurements using O(2p3P), and measurements of flow velocity as a function of radial position. A detailed comparison of the LIF results with both computer simulations of the arc jet flow and previous experimental measurements will be carried out.
Figure 1. LIF signals for nitric oxide (in a room temperature gas cell) and atomic oxygen (in the arc jet) as a function of laser wavelength, with the laser at 90 degrees to the flow direction. (The ultraviolet excitation wavelength is half the wavelength shown, which is the dye laser wavelength prior to frequency-doubling.)

![Graph 1](image1)

Figure 2. The same as Figure 1, but with the laser at 73 degrees to the flow direction. The O-atom resonance has moved further away from the NO resonance by an amount equal to the Doppler shift.

![Graph 2](image2)
Figure 3. Fluorescence intensity as a function of time following excitation of the $3p^3P_{2,1,0} \leftarrow 2p^3P_2$ transition in atomic oxygen with a short laser pulse.
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a Blunt Body Shock Layer in an Arc-Jet Wind Tunnel
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The shock layer spectral radiation incident on a blunt body placed in a NASA-Ames 20MW arc-jet wind tunnel is measured. The spectra show the atomic lines of oxygen, nitrogen, and copper, as well as the molecular band systems of $NO$, $N_2$, $N_2^+$, and $CN$.

The flow fields of the experiment is predicted in three separate steps. First, the equilibrium flow field of the arc column and the nozzle entrance are computed from the known operating conditions of the arc-jet wind tunnel using the arc heater flow field code ARCFLO. Second, the nonequilibrium flow field of the nozzle and the free stream are calculated using the multi-temperature, one dimensional code NOZNT. Third, the nonequilibrium flow field of the blunt body shock layer is calculated using the axisymmetric 2d2T code, which solves the two dimensional Navier Stokes equations for a two temperature reacting gas. Thirteen species; $N$, $O$, $NO$, $Ar$, $N_2$, $O_2$, $NO^+$, $N_2^+$, $O^+$, $O^+$, $N^+$, $Ar^+$, and $e^-$ are included in the chemistry model.

The spectra of the incident radiation in the range 200nm to 1000nm are calculated using the modified version of the nonequilibrium air radiation computer code NEQAIR. The computed and the measured spectra are compared.

Results of analysis of the vacuum ultra violet region from 120nm to 200nm will be reported elsewhere.

Experiment

The NASA Ames 20MW Aerodynamic Heating Facility is operated with a conical nozzle. The experimental set-up, test conditions, and digital data acquisition are described in detail in references [1] and [2]. Figure 1 shows a schematic sketch of the nozzle and the spectrographic set-up. Figure 2 is a schematic sketch of the 6.0 inch flat disk model and the helium cooled magnesium floride MgF$_2$ window that transmits the surface radiative flux into an evacuated optical system. The incident radiation is collimated via a set of mirrors and focused onto the entrance slit of a McPherson spectrometer. The spectrometer has a
focal length of 0.5 meter and operates either as a scanning monochromator or as film spectrograph. The radiation from the 120nm to 1000nm range incident on the $MgF_2$ window is measured. The data are obtained using films or photomultiplier tubes.

Figures 3 and 4 show samples of the experimental data obtained with the photo multiplier tube and the film. The photomultiplier record of spectrum from 200nm to 300nm is shown in Fig. 3. This region is dominated by the NO-$\gamma$ band system resulting from the $A^2\Sigma^+ \rightarrow X^2\Pi$ transition. Figure 4 is the densitometer trace of a film record from 500nm to 900nm. Atomic oxygen and nitrogen emission lines are well resolved. Copper lines are seen at 324.7nm and 327.4nm in the second and third orders.

Computation

The equilibrium flow field of the arc column and the nozzle entrance are calculated using the ARCFLO (Arc Heater Flowfield) computer program [3,4,5]. The inputs to the ARCFLO are the operating parameters of the 20MW Aerothermodynamic Heating facilities given in Ref. 2. The enthalpy at the entrance of the nozzle, an important parameter for solving the nozzle flow, is determined from the enthalpy distribution at the exit of the constrictor tube [6]. The nonequilibrium flow field of the nozzle and the upstream shock layer flow conditions are calculated using the multi-temperature nonequilibrium nozzle flow code NOZNT [7]. Figures 5 and 6 show temperature and mole fraction variation along the axis of the nozzle.

The two-dimensional code, 2d2T, is used to calculate the thermochemical nonequilibrium flowfield of the blunt body [8,9]. The full Navier-Stokes equations and 13-species chemical model with the latest reaction rates are incorporated. The electron excitation energy and the vibrational energy are assumed to be characterized by one temperature, $T_v$, as are the translational and rotational energies by one temperature, $T_t$. Figures 7 and 8 show the stagnation line temperature and mole fraction profiles respectively.

The spectrum of the radiative power that strikes the stagnation point of the flat disk model is calculated using the modified version of the NEQAIR code developed by Park [10,11]. The spectra shown in Figs. 9 and 10 are preliminary results and are obtained by spatially integrating the local radiative properties along the stagnation streamline. Figure 9 is the calculated spectrum from 200nm to 300nm corresponding to measurements shown in Fig. 3. Figure 10 shows the calculated spectrum from 500nm to 900nm that corresponding to measurements shown in Fig. 4.

This work is an initial effort to eventually obtain a computationally based, experimentally validated, description of the physical and chemical processes in an arc-jet wind tunnel. In the final paper, comparison of the calculations and the experimental data will be presented.
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Figure 1. Sketch of model showing location in arc-jet wind tunnel flow. The stagnation region flux incident on the model aperture is imaged onto the spectrometer through an evacuated optical system.

Figure 2. Sketch of the model face showing the helium cooled window. The view field is canted 15° from the tunnel centerline to exclude radiation from the arc column.
Figure 3. Stagnation region surface flux from 200 nm to 300 nm: Photomultiplier output with spectrometer used in scanning monochromator mode.

Figure 4. Stagnation region surface flux from 500 nm to 900 nm: Densitometer trace of photographic record with spectrometer used in film spectrograph mode.
Figure 5. Calculated temperature profiles along the nozzle.

Figure 6. Calculated mole fractions along the nozzle.
Figure 7. Calculated temperature profiles along the stagnation streamline.

Figure 8. Calculated mole fractions along the stagnation streamline.
Figure 9. Preliminary calculated spectrum from 200nm to 300nm.

Figure 10. Preliminary calculated spectrum from 5000nm to 10000nm.
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Spectroscopic Investigation of Thermochemical Processes in a Blunt Body Shock Layer in an Arc-Jet
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Abstract

The spectral radiation from the shock layer over a 150 mm diameter flat disk model in the test section of an arc-jet wind tunnel is measured and computed. Three prominent molecular band systems, the 440-470 nm spectral range of the $N_2^+$ First Negative ($B^2\Sigma^+_u \rightarrow X^2\Sigma^+_g$), the 700-780 nm spectral range of the $N_2$ First Positive ($B^3\Pi_u \rightarrow A^3\Sigma^+_g$), and the 250-260 nm spectral range of the $NO$ (A$^2\Sigma^+ \rightarrow X^2\Pi$) are identified and analyzed. In the case of $N_2^+$, transitions from $v' < 3$ are observed; for $NO\gamma$ band system, vibrational transitions from $v' \leq 2$ are observed. These spectra are used to extract rotational, vibrational, and electronic temperatures.

The experimental flow field is numerically simulated in three separate steps. First the equilibrium flow field of the arc column and the nozzle entrance are computed from the known operating conditions of the arc-jet, second the nonequilibrium flow field of the nozzle and the free stream are computed, and third the nonequilibrium flow field of the flat disk shock layer is calculated. The spectra are calculated using the computed flow field properties and the nonequilibrium radiation computer code NEQAIR. The computed and the measured spectra are compared.

Experiment

The NASA Ames 20 MW Aerodynamic Heating Facility is operated with a conical nozzle. Two arc conditions are tested, 600 amps and 0.68 atm column pressure, and 1200 amps and 1.7 atm. The spectral data are resolved spatially along the stagnation stream line yielding the spatial distributions of the emitting species. A McPherson spectrometer with a photomultiplier tube is used to obtain the data. Our optical setup with f/50 and collection geometry with a demagnification factor of 6 limits the field of view to a cylinder with main axis parallel to the model face, crossing the center of the face and the jet axis. The measurement averages the radiation intensity over a cylindrical volume of 5 mm diameter. The optical system forms a real image of the shock layer at the entrance slit of the monochromator. The spatial profiles are obtained by moving this image over the slit. Figure 1 shows the $NO\gamma$ in the 250-260 nm range at 12 mm from the model surface and at the high pressure test condition. Vibrational transitions from $v' \leq 2$ are observed in contrast with previous
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observations in the freestream. Figure 2 shows the $N_2^+$ First Negative in the 440-470 nm range, and Fig. 3 shows the $N_2$ First Positive in the 700-780 nm range. These spectra are also at the same spatial location and test condition. The resulting spectral resolution is 0.2 nm. These spectra should be adequate for extracting rotational, vibrational, and electronic state distribution from the appropriate species and comparing with the computations.

### Computation

The equilibrium flow field of the arc column and the nozzle entrance are calculated using the ARCFLO (Arc Heater Flowfield) computer program. The inputs to the ARCFLO are the operating parameters of the 20 MW Aerothermodynamic Heating facilities. The enthalpy at the entrance of the nozzle, an important parameter for solving the nozzle flow, is determined from the enthalpy distribution at the exit of the constrictor tube. The nonequilibrium flow field of the nozzle and the upstream shock layer flow conditions are calculated using the multi-temperature nonequilibrium nozzle flow code NOZNT.

The two-dimensional code, 2d2T, is used to compute the thermochemical nonequilibrium flowfield of the model. The full Navier-Stokes equations and 13-species chemical model with the latest reaction rates are incorporated in this code. The electron excitation energy and the vibrational energy are assumed to be characterized by one temperature, $T_e$. Similarly, translational and rotational energies are characterized by one temperature, $T_t$. Figures 4 and 5 show a typical such solution for the stagnation line temperature and mole fraction profiles respectively.

The spectrum of the emitted radiative power at a given spatial location away from the surface of the model is calculated using the modified version of the NEQAIR code developed by Park using the computed properties.

This work is an initial effort to eventually obtain a computationally based, experimentally validated, description of the physical and chemical processes in an arc-jet wind tunnel. In the final paper, comparison of the calculations and the experimental data will be presented.
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Fig. 1. Measured emission trace from the 250 nm to 260 nm spectral range of the NO $\gamma$ band system.

Fig. 2. Measured emission trace from the 440 nm to 470 nm spectral range of the N$_2^+$ First Negative band system.
Fig. 3. Measured emission trace from the 700 nm to 800 nm spectral range of the N\textsubscript{2} First Positive band system.

Fig. 4. Calculated temperature profiles along the stagnation streamline.
Fig. 5. Calculated mole fractions along the stagnation streamline.
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Abstract
Radiation from the nitric oxide band systems emitted by the flow in the test section of a 20 MW arc-jet wind tunnel was measured and computed. The settling chamber pressure and enthalpy were 2.4 atm and 28±10 MJ/kg, respectively. The measurements were made with a 0.3 meter McPherson spectrophotograph using photographic films in the wavelength region from 225 nm to 305 nm. Of the four band systems of NO (β, γ, δ, and γ), vibrational transitions were observed from only the upper ν'= 0 levels. Excitation temperatures were deduced by comparing the experimental spectrum with those calculated using the nonequilibrium radiation code NEQAIR. The rotational, vibrational, and electronic excitation temperatures deduced from the data were: T_r = 560 ± 50° K, T_v ≤ 950 ± 50° K, and T_e = 11500 ± 520° K, respectively. A multi-temperature nonequilibrium nozzle flow code NOZNT was used to calculate the nozzle flow. The calculated temperatures were T_r = 560° K, T_v = 950° K, and electron thermal temperature T_e = 6100° K, respectively at 30 MJ/kg. The sensitivity of the calculated temperatures to the uncertainty in the measured arc-jet enthalpy is examined.

Introduction
For the last three decades arc-jet wind tunnels have been used to simulate the high enthalpy environments encountered during hypervelocity atmospheric entry of space vehicles. The heat shields of all such vehicles, including those for the Apollo and the Space Shuttle vehicle, have been developed by testing in arc-jet wind tunnels. Testing of heat shield materials will become even more critical for the proposed Mars mission because the entry velocity will be higher than those for the past missions.

In spite of the importance of the arc-jet facilities, the aerothermodynamic states of the flows produced in them are not yet well understood. This is due to the complexity of the physical and chemical phenomena occurring in these facilities. The flow undergoes vibrational excitation, dissociation, and ionization. Because of the relatively low density environment produced in the facility, it is generally in nonequilibrium in both chemical composition and internal modes.

There have been some efforts to characterize the arc-jet flows by using the available experimental and computational techniques. Despite such efforts, many uncertainties still exist. In particular there has not been a measurement of vibrational or electronic temperatures of nitric oxide (NO). These temperatures of NO are important because NO plays an important role in the chemistry of the nozzle flows.

The objectives of the present work are to experimentally characterize the behavior of NO and to explore whether it can be numerically reproduced. Radiation from NO was measured in the test section stream of a 20 MW arc-jet wind tunnel at NASA Ames Research Center. From the data, we determined its rotational, vibrational, and electronic excitation temperatures that are consistent with the limited data. The results of the measurements were compared with the theoretical calculations. These calculations included the computation of arc constrictor flow, nozzle flow, and nonequilibrium radiation. Due to the complex nature of the flow in the settling chamber, accurate prediction of the flow properties in this chamber remains uncertain and is under investigation. The calculated temperatures and the synthetic radiation spectrum are generally in fair agreement with the measurements.

Experiment
Test Conditions and Experimental Setup
The arc heater of the 20 MW arc-jet wind tunnel at NASA Ames Research Center used in the present work consists of a constrictor tube that is 216 cm lon, with a 6 cm internal diameter. The constrictor is followed by a settling chamber 10.4 cm in diameter and 22.6 cm in length. From the settling chamber, the flow is expanded through a convergent-divergent nozzle of throat diameter 3.81 cm, to an exit diameter of 45.72 cm with an 8° half angle and an area ratio of 130.

The arc heater was operated with a settling chamber pressure of 2.4 atm, a flow rate of 0.0864 kg/sec, electric
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The test gas consisted of 87% air and 13% argon by mass. The average value of the flow enthalpy based on heat balance measurements, i.e. electrical energy input minus the energy lost in the cooling water divided by the mass flow rate, was 22 MJ/kg. The flow enthalpy at the nozzle centerline based on heat transfer rate measurements to a spherical blunt body was 28 MJ/kg.

Spectral measurements were made in the freestream flow 35.6 cm downstream of the nozzle exit. Because of the low density nature of the expanding flow, the radiation emitted by the gas was very weak. Therefore in order to obtain sufficient signal, a McPherson spectrograph model 218 with a small f-number and a short focal length was used to collect the data. The spectrograph has an f-number of 5.3 and a focal length of 0.3 meters. This spectrograph is known as a criss-crossed Czerny-Turner optical system. It is an unconventional mounting arrangement where the light beam from the two mirrors and the plane grating are crossed in order to obtain a low f-number. The signal was recorded on a film on this instrument by an exposure of 30 sec. A Joyce Loebel microdensitometer model MK III CS was used to measure the optical densities recorded on a High Speed Infrared Film (HIE). The microdensitometer traces were digitized and transferred to a computer to be calibrated, analyzed, and compared with the theoretical predictions.

Further description of the experimental setup, instrumentation, data collection, and data calibration, are presented in References 7 and 8. Figure 1 shows the schematic sketch of the experimental optical set-up.

Experimental Spectra

As can be seen from Fig. 1, the radiation observed by the spectrograph is an integration of the intensity along the optical path across the flowfield. However since radiation power is generally strongly dependent on the controlling temperatures, and since these temperatures are the highest along the centerline of the nozzle flow, it is likely that the observed spectra are representative of those in the centerline region of the nozzle flow.

The densitometer trace of the record taken in the spectral range 450 nm to 850 nm, in the first order, is shown in Fig. 2. According to the spectrum shown in Fig. 2, the only significant radiation emanates from NOγ and δ band systems (in second order).

Fig. 1. Schematic drawing of the experimental set-up.

Fig. 2. Densitometer trace of the 450 nm to 850 nm (first order) spectral range.

The measured intensity was corrected for the film response in two steps using a National Bureau of Standards-certified calibrated lamp. First the film was calibrated for the relative intensity at specific wavelengths using neutral density step-wedge filters. Second the film was calibrated for the film sensitivity, the spectrograph grating, and the entire optical set-up against wavelength. Figure 3 shows the corrected intensity trace of the NO band systems adjusted to the first order in the 225 nm to 305 nm wavelength range.

As indicated in Fig. 3, the spectral bands detected by the spectrograph were identified as the NOγ and NOδ band systems in second order. The NOγ band system corresponds to the A2Σ+ \( \rightarrow \) X2Π transition where A2Σ+ is an upper electronic state and X2Π is the ground electronic state of the NO molecule. The NOδ band system is produced by transitions from the C2Π \( \rightarrow \) X2Π electronic states. The NOδ band system (B2Π+ \( \rightarrow \) X2Π), which is in the same spectral region as the NOγ band system (see
Fig. 4), was not present in the recorded spectrum. For both the γ and δ systems only the vibrational transitions from the upper, \( \nu' = 0 \), level were present: i.e. \((0,1), (0,2), (0,3)\), etc.

Temperature Determination

The excitation temperatures of the flowfield were deduced by comparing the relative intensities in the recorded spectra with those calculated using the latest version of the nonequilibrium radiation code NEQAIR.\(^9,10\) The code was used to calculate the emission spectra in the 225 nm to 305 nm range. The thermochemical model used in the code has been well documented in Refs. 11-14 and therefore will not be described here. The nonequilibrium excitation portion of the code was bypassed by specifying Boltzmann distributions of electronic, vibrational, and rotational excitation modes. Also, the radiation was very weak and the gas was assumed to be optically thin.

The width of a vibrational band is dictated mostly by the rotational temperature of the molecule. In the present work, the rotational temperature was determined from the \((0,2)\) band of the γ system. The temperature was altered in the calculation until the calculated value of the band width at half its maximum intensity matched that of the experimental spectrum. The rotational temperature so determined was \(T_r = 560 \pm 50^\circ\) K. The source of the uncertainty \(\pm50^\circ\) K is attributed to the uncertainties about film characteristics.\(^7,8\) The ratio of the relative intensity of the δ system to that of the γ system depends on the electronic excitation temperature governing the two systems. Through a computational process similar to that used for the rotational temperature, an electronic excitation temperature of \(T_{ex} = 11500 \pm 520^\circ\) K was obtained. In Refs. 7 and 8, \(T_{ex}\) was erroneously stated to be \(7560 \pm 340^\circ\) K. This error was caused by the use of the old values of intensity parameters (transition moments). To determine the vibrational temperature of NO, radiation from two vibrational levels is needed. However, only bands from \(\nu' = 0\) state were observed in the data. From the fact that the radiation from \(\nu' = 1\) state of the upper electronic state of \(NO\) was absent in the observed spectrum, only the upper limit of the vibrational temperature of NO can be determined. In order for the radiation from the \(\nu' = 1\) state be equal to or less than the observed noise level, the vibrational temperature was determined to be bellow \(950 \pm 50^\circ\) K.

Figures 5a and 5b show the calculated spectra of the radiation emitted by the NO band systems. In Fig. 5a the emission spectrum from the γ and δ systems is shown. This spectrum is in good agreement with the experimental spectrum shown in Fig. 3. The emission spectrum from the β and ε systems is shown in Fig. 5b. Note that the radiation from these systems is an order of magnitude weaker than that from γ and δ. Also, the β and ε systems are not present in the recorded spectrum shown in Fig. 3. The absence of the β band system indicates that the \(B^2\Pi\) electronic state is not populated to a significant extent, although it is located at nearly the same energy level as the \(A^2\Sigma^+\) state from which the γ system emanates (see Fig. 4). The \(B^2\Pi\) state has a larger internuclear distance than the \(A^2\Sigma^+\) state. The electronic states of the NO molecule may be populated through a selective populating process.
according to internuclear distance under nonequilibrium.

The upper state of the NOe band system ($D^2\Sigma^+$) lies very close to the upper state of the NO7 band system as shown in the energy potential curves in Fig. 4. However, the strong bands of NOe lie in the vacuum ultraviolet and only a few of the weaker bands are in the spectral region of our experiment. These weak vibrational bands (0,5), (0,6), and (0,7) lie under the much stronger vibrational bands (0,0), (0,1), and (0,2) of the NO7 system and their contribution to the measured radiation is insignificant. To verify the existence of NOe in the free stream flow, further emission measurements are needed in the vacuum ultra-violet spectral region where NO7 band system does not exist.

Flowfield Calculations

Nozzle Inlet Conditions

In order to carry out the nozzle flow calculations, one must know the conditions at the nozzle entrance. The entrance condition is dictated by the flow processes in the settling chamber. Since the settling chamber receives its flow from the arc constrictor, one must first calculate the constrictor flowfield. The flow conditions at the exit of the constrictor were calculated using the arc heated flowfield code ARCFLO. The code assumes the flow to be in thermochemical equilibrium and uses real gas properties.
centerline values were 225 m/sec, 1220° K, and 60 MJ/kg respectively. The calculated mass averaged total enthalpy at the exit of the constrictor was 22 MJ/kg. The calculated averaged enthalpy value agrees with the value determined from heat balance. However, the calculated centerline enthalpy value is much greater than the value based on heat transfer rate.

The discrepancy between the two centerline enthalpy values is believed to be due to the circulation and mixing between the hot gas in the centerline region and the cold gas in the peripheral region. The resulting distribution of these properties in the settling chamber is difficult to analyze. Although an effort is presently being made to analyze it, it is expected that the distribution of temperature and enthalpy at its exit will be more uniform than that shown in Fig. 6. Therefore it is reasonable to assume the centerline enthalpy to be in the range of 28±10 MJ/kg.

In the present work, calculations were carried out for enthalpy values between 20 and 60 MJ/kg in an increment of 5 MJ/kg. The value of 30 MJ/kg, which is close to the 28 MJ/kg value deduced from heat transfer measurement, was used as the inlet enthalpy for the nozzle flow calculation.

The computer code NOZNT was used to calculate the flow along the centerline of the nozzle of the arc-jet wind tunnel. The code solves a one-dimensional steady flow through a convergent-divergent nozzle in the dissociated and ionized regime. In the nozzle flow calculations, the nozzle geometry was assumed to be hyperbolic, that is, conical with a smooth transition at the throat, of the form A/A*=1+cx^2. It assumes the entrance and the beginning section of the nozzle to be at equilibrium. The rest of the nozzle is solved assuming multi-temperature nonequilibrium flow. The equilibrium portion of the flow is solved with the pressure-specified method.

The nonequilibrium calculations of the flow are started in the converging portion of the nozzle upstream of the throat. The nonequilibrium calculation also uses the pressure-specified method up to the point where the frozen Mach number is 1.8. From this point the area-specified method is used. In this region of the flow the equations of conservation of species, vibrational energy, and electron-electronic energy are solved numerically.

Figure 7 shows the calculated pressure and velocity along the axis of the nozzle. The code assumes that the translational temperature T and rotational temperature T_r are the same. Likewise, the electron translation temperature T_e and electronic excitation temperature T_{ex} are taken to be the same. However, molecular species i are allowed to have different vibrational temperatures T_v_i.
certain by about an order of magnitude the changes are acceptable for the purpose of the present work.

Molecular oxygen was excluded from the calculations because it is almost entirely dissociated at the test conditions and its concentration is extremely small. Figures 8 and 9 show the temperature and mole fraction profiles along the nozzle axis. At the point where the experimental measurements were made, the calculated temperatures were $T_r = 560^\circ$ K, $T_v(NO)=950^\circ$ K, and $T_e = 6100^\circ$ K at the enthalpy value of 30 MJ/kg.

Discussion

The excitation temperatures deduced from the experimental spectrum are shown in Fig. 8 by the circle symbols with error bars and are compared with the NOZNT calculation. The figure shows that the calculated translational-rotational and the NO vibrational temperatures are in good agreement with the corresponding experimentally deduced values. The difference between the measured $T_{ex}$ and the calculated $T_e$ may be due to the breakdown of the assumption that the two temperatures are equal. However both these temperatures, $T_e$ and $T_{ex}$, are much higher than $T_v(NO)$, and thereby it underscores the need for a multi-temperature description of the flow. The vibrational temperature of $N_2$ was not measured in this experiment. However, the accuracy in the calculated value of $T_v(N_2)$ was verified in Ref. 2 by comparing it with experiments where $N_2$ vibrational temperature was measured.

In order to examine the sensitivity of calculated temperatures to the uncertainty in the measured arc-jet enthalpy, the foregoing calculations were repeated for different values of nozzle entrance enthalpies. The results are shown in Figure 10. It can be seen from the figure that, as the enthalpy increased from 20 MJ/kg to 60 MJ/kg, the translational-rotational temperature increased from 550$^\circ$ K to 1500$^\circ$ K. However, the electron temperature reached a maximum value of 6200$^\circ$ K at $H=35$ MJ/kg and decreased thereafter as the enthalpy increased further. At enthalpies greater than 45 MJ/kg the electronic temperature and all vibrational temperatures are in equilibrium, whereas at enthalpies below 25 MJ/kg the translational temperature and the NO vibrational temperature are in equilibrium.

The value of $T_v(NO)$ found in the present experiment
indicates that the enthalpy is below 35 MJ/kg. A previous work indicates that the enthalpy value deduced from the heat transfer measurement tends to underestimate the enthalpy in typical arc-jet conditions. Therefore, the enthalpy is most likely between 28 MJ/kg, the value determined from the heat transfer measurement, and 35 MJ/kg. It is to be noted that at the enthalpy of 60 MJ/kg, which is the value of the enthalpy at the constrictor centerline, the concentration of NO is very small and it is unlikely that its radiation could be observed experimentally.

As shown in Ref. 20, enthalpy can be best determined spectroscopically by observing radiation emitted from the shock layer formed in front of a blunt body. Such effort is currently in progress. Measurements of the spectral radiation (120 nm to 900 nm) incident on the stagnation region surface of a blunt body in the test section have been made and the analysis described in this paper is being extended to include the shock layer modeling. Preliminary predictions of the incident radiation spectrum have been made and are being compared with the experimental data. Results of this analysis will be used to define future arc-jet tests to continue development of arc-jet wind tunnel modeling. A validated model of these facilities will help design advanced arc-jet and extend their usefulness as aerothermodynamic testing facilities.

Conclusions

The presented results show that by using the centerline enthalpy value deduced from heat transfer measurement and the NOZNT code, one can predict the free stream conditions in an arc-jet wind tunnel flow fairly well. The translational-rotational temperature and the vibrational temperature of NO can be closely reproduced by NOZNT. The calculated electron-electronic temperature $T_e$ is appreciably lower than the measured electronic excitation temperature $T_{ex}$ of NO. Compared with the electron and electronic temperatures, the vibrational temperature of NO is significantly lower than that of $T_e$. The enthalpy deduced from the spectroscopic measurements agrees approximately with that deduced from heat transfer measurement.
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Abstract

Current and future calculations of nonequilibrium shock layers require the use of a very large number of equations, due to a multiplicity of chemical species, excited states, and internal energy modes. The computational cost associated with the use of standard implicit methods becomes prohibitive; it is, therefore, desirable to examine the potential of several methods and determine if any can be projected to be more efficient and accurate for large systems of equations. In this paper we examine the performance of several implicit schemes on some simple practical examples of reacting flows. The Euler equations are solved by three different implicit methods, and two methods of coupling between the fluid dynamics and the chemistry are studied. Several cases of stiffness are considered, and both one and two-dimensional examples are computed. We conclude on with some remarks on the accuracy, stability and efficiency of these various methods.

I. Introduction

The modern Computational Fluid Dynamics (CFD) tools are becoming increasingly useful in computing complex flow conditions, which generally include nonequilibrium phenomena. There is a general need for increasingly complex modeling of the thermo-chemical properties of the gas, and for the modeling of larger systems. For example, the modeling of shock layers around ablating bodies requires a very large set of chemical species and chemical reactions. Although some approximate formulations can be used in the preliminary design phase of space vehicles or experiments, the modeling of the complete kinetics is desirable or even required when the nonequilibrium effects become dominant: this happens for example as the flow expands around the shoulder of a vehicle, or when the object is reduced in size for insertion into an experimental facility. The situation can be further complicated due to the fact that most flows realized in ground-based experimental facilities are themselves not in chemical or thermal equilibrium. Another example concerns highly ionized and radiating flows, which are likely to be found at high re-entry velocities, or their equivalent. It may be required, for these cases of plasma conditions, to account for non-Boltzmann distribution of the excited states. This problem may also require us to model the plasma with a complete collisional-radiative model of the plasma, and convect all the excited states, forcing us to use a large number of equivalent species. In addition, the internal relaxation processes will be locally stiff and difficult to model. These upcoming challenges in CFD technology will require the development of efficient methods for a very large number of species, and for possibly stiff couplings to complex internal processes. Since we want a method that allows us to reach the steady state with minimal computational effort, it seems desirable to use an implicit method. On the other hand, since we may need to couple the hydrodynamics to several other physical processes (collisional-radiative processes, radiation transport, electro-magnetic couplings, etc.), we may favor the use of the Operator-Splitting (OS) method. The latter must be contrasted with the Fully-Coupled (FC) approach, which attempts to provide a more accurate and more stable way to couple the different processes. It is not clear a priori which method is more accurate, stable, efficient, or practical; the use of one method versus the other may depend on the type of flows being computed, the type of computer architecture used, or even the personal preferences of the modeler. During the course of the present work, we will compare the FC and OS methods (for chemistry) and therefore add fuel to the debate. Our search for an efficient numerical method, extendable to large systems, will also include the effect of required grid accuracy on the solution, and its impact on the efficiency of the numerical approaches used.
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II. Numerical Methods

II-A. The $N \times N$ Block-Tridiagonal method

The Euler equations describe the convective process, and are written (in 1D) as:

$$\frac{\partial}{\partial t} \begin{pmatrix} \rho_1 \\ \rho_n \\ \rho u \\ E \end{pmatrix} + \frac{\partial}{\partial x} \begin{pmatrix} u \rho_1 \\ \cdots \\ u \rho_n \\ P + \rho u^2 \\ uH \end{pmatrix} = 0$$

(1)

where $E, H$ are respectively the total energy and total enthalpy, per unit volume. The internal energy is $E_i = \int T C_v(T) dt$, and the gas mixture follows the ideal equation of state:

$$P = N k T = \left(\gamma - 1\right) E = \left(\gamma - 1\right) \left(\frac{1}{2} \rho u^2\right)$$

The individual species densities are denoted by $\rho_i$, and $\rho = \sum \rho_i$. This formulation is for a single fluid (one mass-averaged velocity), in thermal equilibrium (one temperature). This equation is discretized over a finite size mesh to yield the form:

$$\frac{\Delta Q_i}{\Delta t} = F_{i-\frac{1}{2}} - F_{i+\frac{1}{2}}$$

(2)

where

$$Q = \begin{pmatrix} \rho_1 \\ \cdots \\ \rho_n \\ \rho u \\ E \end{pmatrix}, \quad F = \begin{pmatrix} u \rho_1 \\ \cdots \\ u \rho_n \\ P + \rho u^2 \\ uH \end{pmatrix} \cdot \mathcal{S}$$

The subscripts $i,i \pm \frac{1}{2}$ indicate that the variables are evaluated at computational cells (center) $i$, and cell interfaces $i \pm \frac{1}{2}$. $\mathcal{V}$ and $\mathcal{S}$ are respectively the cell volumes and surfaces. This finite-volume formulation will be used throughout the paper. The equation has been discretized in time as well, and the expression $\Delta Q$ describes the difference between the flow variable evaluated at two time levels, $n$ and $n+1$. The expression on the RHS of equation (2) must be further specified: the fluxes are a function of $Q$, and can be evaluated at time level $n+\theta$ through the linearization approximation:

$$F_{i+\frac{1}{2}}^{(n+\theta)} \approx F_{i+\frac{1}{2}}^{(n)} + \theta A(Q) \Delta Q_{i+\frac{1}{2}}$$

(3)

where $A = \frac{\partial F}{\partial Q}$ is the Jacobian matrix. The explicit Euler system of equations is obtained for $\theta = 0$, the implicit system for $\theta = 1$, while second-order time accuracy is obtained for $\theta = 1/2$. Second-order spatial accuracy is achieved by evaluating the fluxes at the cell interfaces $i \pm \frac{1}{2}$:

$$F_{i \pm \frac{1}{2}} = \frac{1}{2} (F_i + F_{i \pm 1})$$

A final modification to the fluxes is made to assure monotonicity. The Euler system is an hyperbolic system, and has a set of real eigenvalues (characteristic speeds). The Jacobian can then be written in the form:

$$A = T^{-1} \cdot \mathcal{A} \cdot T$$

(4)

where the matrix of eigenvalues

$$\Lambda = \begin{pmatrix} u \\ \cdots \\ u + c \\ u - c \end{pmatrix}$$

is diagonal and real only, $\mathcal{T}, T^{-1}$ are transfer matrices between the space of primitive variables $Q$ and 'characteristic' variables, and $c$ is the speed of sound. The spectrum of eigenvalues can be split into positive and negative values, which indicate the direction of flow of the characteristic variables at the cell interface. The flux at an interface can now be written as:

$$F_{i+\frac{1}{2}}^{(n+\theta)} \approx F_{i+\frac{1}{2}}^{(n)} + \theta A^+(Q) \Delta Q_{i+\frac{1}{2}} + \theta A^-(Q) \Delta Q_{i-\frac{1}{2}}$$

(6)

where $\mathcal{A}^\pm = T^{-1} \cdot \mathcal{A}^\pm \cdot T$ and $\mathcal{A}^\pm$ is the set of eigenvalues which are respectively positive (negative), zero otherwise. Using this formulation, the discretized version of the Euler equations becomes:

$$[-\theta \Delta t A^+_i] \Delta Q_{i-\frac{1}{2}} + [1 + \theta \Delta t A^+_i - \theta \Delta t A^-_i] \Delta Q_i + [\theta \Delta t A^-_{i+\frac{1}{2}}] \Delta Q_{i+\frac{1}{2}} = F_i^{(n)} - F_{i+\frac{1}{2}}^{(n)}$$

(7)

The RHS of equation (7) can be modified for monotonicity, while conserving its second-order accuracy in space. The technique used throughout this work follows closely the TVD method of Harten [1]. Greater stability is generally obtained if the implicit LHS of equation (7) has its spatial accuracy reduced to first order. This consists in evaluating the Jacobian matrices at the cell centers, according to the
characteristic flow direction. The final version of the system is obtained for the fully implicit case ($\theta = 1$):

\[
-\mathbf{A}^+_{i-1} \Delta t \Delta Q_{i-1} + [1 + \mathbf{A}^+_{i} \Delta t - \mathbf{A}^-_{i} \Delta t] \Delta Q_i + [\mathbf{A}^+_{i} \Delta t] \Delta Q_{i+1} = \mathbf{R} \mathbf{H} \mathbf{S}_i(\mathbf{n})
\]

This is a tridiagonal system of $N \times N$ block matrices, where $N = N_s + D + 1$, $N_s$ is the number of species, $D$ is the spatial dimensionality. Solving this system can be done by the standard technique of gaussian elimination and back substitution, with LU decomposition of the block matrices (see for example [2]). This requires that the matrices that compose the diagonal band be inverted twice for each grid point. It turns out that the corresponding algorithm has a number of operations that scales as $N^3$. This technique is called the $N \times N$ Block-Tridiagonal solver, and will be used in this paper.

A similar approach can be used for 2-dimensional flow, leading to a pentadiagonal system of $N \times N$ block matrices. Another approach, which consumes less memory and has a lower number of operations, uses the technique of dimensional splitting [3]: we effectively solve the tridiagonal system twice, once for each direction\(^\dagger\). This is the approach used here.

II-B: The Scalar Tridiagonal method

It is clear that as the number of species grows, the $N^3$ dependence of the computational load will rapidly make this technique impractical. It is desirable then to search for a method that scales less rapidly with the number of species. One such method can be easily obtained by considerable simplification of the matrix structure. Note that the split Jacobians are bounded respectively from below and above:

\[
\mathbf{A}^+ = \mathbf{T}^{-1} \mathbf{A}^+. \mathbf{T} \leq \max(\lambda) \cdot 1
\]

\[
\mathbf{A}^- = \mathbf{T}^{-1} \mathbf{A}^-. \mathbf{T} \geq \min(\lambda) \cdot 1
\]

where we have used the (signed) maximum and minimum eigenvalue present in $\mathbf{A}$. The Jacobian matrices, thus replaced into equation (8) are proportional to the unit matrix. There is only a scalar operation to perform, instead of a full block matrix inversion. The number of operations now scales as $N$; this scheme is called the Scalar-Tridiagonal solver, and will be compared to the previous one.

\(^\dagger\)This splitting is a form of Operator-Splitting.

There are several disadvantages to the scalar technique: the first, loss of time accuracy, is not of immediate relevance, since we are mostly concerned with the achievement of steady-state. The second is a loss of accuracy: this is specially of concern in subsonic regions, where the spectrum of eigenvalues is originally very different from the maximum (minimum) value. In supersonic or hypersonic regions, this is not a problem, since $u \gg c$, and $\Lambda \approx \mathbf{1}$, i.e. the spectrum is nearly scalar. We may expect therefore some loss of accuracy, or even stability, when using the scalar method.

II-C: The $N_s$-Split Tridiagonal method

We will also investigate another method, based on the formulation of a multi-fluid system of equations. Let us consider the following system of equations:

\[
\frac{\partial}{\partial t} \begin{pmatrix} \rho_s \\ \rho_s u \\ E_s \end{pmatrix} + \frac{\partial}{\partial x} \begin{pmatrix} u p_s \\ p_s + \rho_s u^2 \\ u H_s \end{pmatrix} = 0
\]

and similar systems for other species. In this formulation, each species is attributed its own momentum density and energy density. In the limit of very strong coupling between the momentum and energy densities of each fluid component, we can enforce a unique velocity and unique temperature for this multi-fluid description. If we were to solve each sub-system by the block tridiagonal method, we would require the inversion of a $3 \times 3$ ($4 \times 4$ in 2 dimensions) matrix. We repeat the method for each species, and the overall cost now scales as $N_s$. For a large number of species, we expect a cross-over between this method and the $N \times N$ block method, by comparing the costs; for example, $4^2 N_s$ versus $(N_s + 3)^3$. However, a further reduction in cost can be achieved with the following approximation. Assuming that all species have nearly equal molecular masses, and that their individual specific heats are nearly equal, we can replace the partial pressure:

\[
p_s = n_s \dot{H} T \simeq \frac{\rho u}{\rho}
\]

and use a constant average $\dot{H}$ in the formulation of the derivatives which compose the Jacobians. These Jacobian matrices become then identical. This has a rather drastic effect: the block matrix inversions need to be performed once, instead of once for each species. This lowers considerably the overall CPU requirement. This formulation of the solver will be called $N_s$-Split Tridiagonal solver, and will compared with the two previous ones.
II-D: Hydrodynamics-Chemistry Coupling

In the equations considered so far, the source terms on the RHS are non-existent; for a reacting gas, there will be a source term \( \mathbf{W} \) which operates on the species densities only. The total energy now includes the energies of formation:

\[
E = E_i + \frac{1}{2} \rho u^2 + \sum_i e_i^p
\]

and is not affected by the chemical reactions; the internal energy is obtained from the conserved total energy, after subtracting the kinetic and formation energies. The change in formation energy of the mixture, due to chemical reactions, will thus be converted into a change of temperature.

The chemical source term can be treated implicitly as well: if \( \Omega \) is the corresponding Jacobian for the source term \( (\Omega = \frac{\partial \mathbf{W}}{\partial \mathbf{Q}}) \), solving for the chemistry alone would read as:

\[
[1 + \Omega_i \Delta t] \Delta_{ch} \mathbf{Q} = \mathbf{\tilde{W}}^{(n)}_i \Delta t
\]

By solving separately for the convective and chemical terms, one obtains two variations at the end of the computational step: the global variation will then be a direct sum of the two contribution from each process.

\[
\Delta \mathbf{Q} = \Delta_{cv} \mathbf{Q} + \Delta_{ch} \mathbf{Q}
\]

This procedure is called the Explicit-Coupling method (EC).

We see that in effect, we have split the computation in two parts, for each physical process. For that reason, this method is also called the Operator-Splitting (OS) method (see for example [3]). Another form of operator splitting consists in using the change induced by one process as a starting point for the other process: a temporary solution \( \mathbf{Q} \) is used, such that:

\[
\tilde{\mathbf{Q}} = \mathbf{Q}^{(n)} + \Delta_{cv} \mathbf{Q}
\]

\[
\mathbf{Q}^{(n+1)} = \tilde{\mathbf{Q}} + \Delta_{ch} \tilde{\mathbf{Q}}
\]

where now the change induced by chemistry is obtained by using the modified solution \( \tilde{\mathbf{Q}} \) in the expression of the source term and Jacobian, \( \mathbf{W}, \Omega \) in eq. (12). This formulation of the Operator-Splitting method is based on fractional steps, and is best described in [4]. Since we will examine both methods, we will reserve the term Explicit-Coupling (EC) for the method described in eq. (13), and the term Operator-Splitting (OS) when using the method described by eqs. (14) and (15).

Another approach is to solve for both the convective and chemical processes simultaneously. The chemical Jacobians can be brought into the LHS, and equation (8) is modified to:

\[
[-A^+_{i-1} \Delta t] \Delta_{Q_{i-1}} + [1 + A^+_{i} \Delta t - A^+_{i} \Delta t + \Omega_i \Delta t] \Delta Q_i + [A^-_{i+1} \Delta t] \Delta Q_{i+1} = RHS^{(n)}
\]

where now the RHS includes the evaluation of the chemical source terms at time level \( n \). This method is called the Implicit, or Fully-Coupled (FC) approach. The \( \Omega \) matrix is dense, and the FC approach described above is possible only when combined with the \( N \times N \) Block-Tridiagonal solver. Including it in the \( N \)-Split solver would require serious modifications, and has not been attempted here. Similarly, by approximating the Jacobian \( \Omega \) by a scalar (using again the maximum eigenvalue), one could use the FC approach with the Scalar Tridiagonal solver. We found that in many cases this approximation usually leads to very poor results for the chemistry, and will not be used here.

II-E: Chemistry Sub-Cycling

There are additional modifications one can make when using the OS or EC approaches: since the fluid dynamics and chemistry are computed separately for a global time step \( \Delta t \), one has considerable flexibility in the methods used for each process. Notably, the accuracy of the chemistry can potentially be improved by sub-iterating (more precisely sub-cycling) the chemistry by using smaller time steps \( \delta t \). This may be required to improve the accuracy, because the chemical reactions are non-linear processes: linearization errors become important in some highly non-equilibrium situations. The coupling of the chemistry to the temperature can also be estimated at each sub-step, by looking at the change induced in the average formation energy of the mixture. When the chemistry is sub-iterated (SI), the global variation is obtained by using eq. (13), but when the global change due to chemistry is obtained as follows, using sub-iterations \( m = 1, 2, \ldots \) of the chemistry:

\[
\Delta_{ch} \mathbf{Q}^{(m+1)} = \Delta_{ch} \mathbf{Q}^{(m)} + [1 + \Omega \delta t]^{-1} \mathbf{\tilde{W}} \delta t
\]

Finally, the coupling of the chemistry to the convection can also be computed at each sub-step. For
example, after computing the variation $\Delta_cQ$ using one of the Tridiagonal solver listed above, one can linearize it during the global time interval. The global variation (for both processes) is then obtained as follows:

$$\Delta Q^{(m+1)} = \Delta Q^{(m)} + [1 + \Omega \delta t]^{-1} \delta t \frac{dQ}{dt} + \Delta_cQ \delta t$$

(18)

This formulation replaces equation (13). We will reserve the term Sub-Iterated Coupling (SIC) to describe this particular form of the splitting method between chemistry and convection.

II-F: Performance

The methods used can be classified, according to the treatment of the convective process and the method of coupling with the chemistry: the designation of the methods which will be studied are listed in Table 1.

The relative performance of all schemes is demonstrated in Figure 1. Figure 1-a (top) shows the CPU spent (per iteration and per grid point) by an implicit method, normalized by the same quantity for the explicit method. Since the explicit method scales almost exactly as the number of equations, both the Scalar and the $N_x$-Split method will show a nearly flat behavior when plotted versus the number of species. This is confirmed in Figure 1-a. Notice also that the relative cost of the Scalar method is very small, while the $N \times N$ Block method climbs very rapidly: the latter is still quite expensive, even for a small number of species. The leftmost data point at $N_x = 5$, for example, shows that the $N \times N$ Block method is 10 times more expensive than the explicit method. Although this number is not an absolute, and can be reduced after a strong effort in code writing (by 'hard-wiring' the operations, for example). At best, this time may be reduced by a factor of two. Still, the conclusion is inevitable: as the number of species grows, the implicit scheme is efficient only if it can be operated at large CFL numbers. Practically speaking, stability limitations will limit the CFL to the neighborhood of 4-5. These stability problems arise from transient phenomena, dimensional split errors and/or coupling errors with the chemistry or other internal relaxation processes. Higher values of CFL number can potentially be achieved when the flow is very close to the steady state and when the flow is non-stiff. Since we are mostly interested into reaching the steady state (and having to go through the transients) and into stiff problems, this is of little interest to us. These limitations will be demonstrated on some practical sample cases in the next sections.

III. One-Dimensional Shock

As a first test case, we will model the propagation of a 1-dimensional shock, from an impulsive start. This case will mimic the establishment of a two-dimensional shock layer around a blunt body. We use a grid of 200 cells, evenly spaced, with a perfectly reflecting wall on the right hand side. The flow is incoming from the left at high velocity, and impinges on the wall. A shock is created at the reflection and propagates back upstream into the hypersonic flow. Although strictly speaking this flow is unsteady, the profiles become steady in a frame attached to the shock. The gas is air, composed of 5 species ($N, O, N_2, O_2, NO$), the free stream Mach number is $M_\infty = 5$, the free-stream temperature is $T_\infty = 300°K$. Three cases of free-stream pressure will be considered, leading to three stiffness conditions:

- case1: $P_\infty = 10^{-5}$atm
- case2: $P_\infty = 10^{-4}$atm
- case3: $P_\infty = 10^{-2}$atm

The stiffness is defined as the ratio of the largest time scale (here presumably the convective one) to the smallest (chemistry). The convective time scale is obtained from the choice of Courant (CFL) number we choose to run the simulation at. The chemistry time scale can be defined in two ways:

- an intrinsic time scale, obtained from the maximum rate of change of any chemical specie. For example, the chemical time scale will be the time required for a specie molar fraction to change by more than 10%, provided it is not close to zero initially.

- a coupling time scale, defined as the time required for the chemistry to modify any flow variable by (say) more than 5%. Since the chemistry affects mostly the temperature, this is the variable used in that case.

The second time scale provides a global limitation on the time step to be used: if the chemical effects dramatically change the formation energy of the mixture during the time step, and if this $\delta E^*$ is large compared to the internal energy, the numerical solution becomes rapidly unstable. This has a profound effect on the choice of numerical methods to be used, for example, in combustion. In the remainder of this
paper, we always limit the global time step such that the estimated relative change in temperature, induced by chemical reactions, is smaller or equal to 5%. We allow the use of large (CFL > 1) global time steps provided this condition is satisfied. Let us emphasize that this restriction still allows us to consider stiff problems, where the stiffness is defined by using the intrinsic chemical time scale. Chemical equilibrium can be reached rapidly, without significantly modifying the temperature, the flow conditions simply must be such that the equilibrium values are not very different from the initial values, or that the energies of formation are relatively small compared to the internal energy.

The results presented in this section are obtained using the following methods:

1. FC/Block tridiagonal
2. OS/Block tridiagonal
3. EC/Block tridiagonal
4. EC/Scalar tridiagonal
5. EC/Nₐ-Split tridiagonal

The chemistry is always computed with a singl-e iteration.

Let us look first at case 1, for \( P_\infty = 10^{-5} \text{ atm} \). The profiles of temperature are shown (left scale on the plots) as well as the mole fractions of \( N \) and \( O \) atoms (right scale on the plots). Figure 2 shows these profiles for a calculation at CFL = 2 and 4. Figure 2-a shows only the results for the FC/Block, EC/Scalar and EC/Nₐ-Split methods: the remaining cases of EC/Block and OS/Block would show profiles exactly identical to the FC/Block method. The agreement between the other methods is also quite good. This is also true for the CFL = 4 case (Figure 2-b, bottom), although to a lesser extent: in this figure, the curves for the EC/Block case are omitted, since they are identical to the FC/Block results. It appears therefore for this case that the EC and OS methods are as accurate as the FC method. The Nₐ-Split method shows slight errors in species concentrations near the shock, in the region of highest concentration gradients, which worsen as the CFL number grows. The Scalar method has an overshoot at CFL = 2, and cannot be operated at larger CFL numbers. All methods fail for larger CFL values.

Figure 3 shows the same profiles (obtained when the shock reaches the same position) for a slightly

Figure 4 shows the stiffest case for CFL = 2. All methods failed for larger CFL values. It is remarkable that the FC/Block method failed for this case, while the EC/Block method gives the best results. The OS/Block method (which uses the fractional step approach) gives very similar results, and can be considered as accurate. Surprisingly, the EC/Scalar method is stable, although the species profiles show an unphysical kink in the relaxation region. In order to better determine which method is more accurate, we computed the same case on a larger grid (2000 points) using the FC/Block method. By increasing the grid density, we achieved a ten-fold reduction of the stiffness of the problem. The FC/Block was then run successfully, and gave a very short relaxation zone (see Figure 4b). We also attempted to better reproduce this relaxation on the coarse (200 points) grid by either 1) sub-cycling the chemistry or 2) reducing the time step. Figure 4b shows the comparison, for example between the FC/Block results computed on the high-density grid, with the EC/Scalar with 10 sub-iterations of the chemistry and an explicit calculation (CFL = 0.2). The latter cases are not very different from the results of Figure 4a, i.e., neither the sub-iterations nor the time step reduction greatly improve the solution. It seems that all methods tend to overestimate the length of the chemical relaxation zone in stiff cases, although the final equilibrium result is accurate. We must conclude also that the EC or OS methods are more stable than the FC method in stiff cases: we also observed this feature on other stiff cases. The mixing of non-diagonal elements in the global Jacobians, between convective and chemical terms, may make the
matrices more prone to ill-conditionality, and reduce the stability.

It seems therefore that only relatively small values of the CFL number can be effectively used for transients, and therefore only the Scalar method, so far, is efficient. However, it is not accurate enough when the chemistry is very stiff. It also appears that the $N_z$-Split method, in its current form, suffers from unphysical numerical species diffusion in the region of strong gradients, and for large time steps (this error is inexistent in the explicit regime). Since there are other cases where implicit methods can have a significant impact, we will look also at expanding flows in the next section.

IV. One-Dimensional Nozzle

We will model a converging/diverging nozzle, with 150 grid points in the axial direction: the calculations were performed using two-dimensional codes, and the grid used 10 points in the radial direction. Since we were interested only into axial profiles, this was considered sufficient for our purposes. Notice that now there will be an additional error due to the dimensional split in the implicit methods. The left boundary condition and initial state considered a gas at a pressure of 4.205 atm and 1000°K. However, the gas composition was arbitrarily set to non-equilibrium values by increasing the amount of dissociation: this had the effect of stiffening the chemistry in the subsonic region of the nozzle. The calculations were always started impulsively, and run at CFL<1 (explicit) until the shock exits the nozzle, before the implicit models were tried. We used this case to evaluate the effect of sub-iterations and sub-coupling in the chemistry.

Figure 5 shows the comparison of residual history for the 4 implicit methods used, i.e. FC/Block, EC/Block, EC/Scalar and EC/$N_z$-Split, and without any sub-iterations or sub-coupling. The residual of the subsonic zone (solid line) and supersonic zone (dotted line) have been shown separately. A first break point in the curves shows the end of the explicit pre-calculation, used for elimination of the shock from the nozzle. The implicit scheme is then used, with a constant CFL=1.5, until a time of 5 milliseconds. At that point, the calculation is pursued further for the supersonic region only, the subsonic region remaining frozen. The residual shown is for the total energy, and is averaged over the entire volume of the region considered.

Figure 5-a shows the results for the FC/Block method, Figure 5-b for the EC/Block method. Both show good convergence properties, with a slight improvement for the EC/Block method. The $N_z$-Split method (Figure 5-c) has even better convergence properties, but the Scalar method (Figure 5-d) shows a non-vanishing residual for the subsonic region. All methods converge rapidly in the supersonic region when computed separately, indicating that most of the problems (if any) are located in the subsonic region.

The solutions obtained at 5 milliseconds are plotted in Figure 6, for the atomic oxygen mole fraction. The solution for the scalar method is slightly in error in the subsonic region, but quickly recovers during the expansion and leads to the correct final value. The $N_z$-Split method has the opposite behavior, i.e. has an error increasing with the distance along the nozzle: it seems that the species convection suffers from some unphysical diffusion of species, also noticed in the results of the previous section: there is a phase error between each species convection, which is irreversible. By contrast, the Scalar method correctly propagates the species, but does not accurately couple the convection with the momentum and energy equations. This may lead to fluctuations in pressure or temperature, which quickly disappear when the flow becomes near supersonic.

The use of sub-iterations in the chemistry did not change the results for this case. Increasing the stagnation pressure and the stiffness slowly lead to noticeable effects. The most dramatic differences between the cases of sub-iterated and non-iterated chemistry were observed for very stiff systems, at the limit of stability. In order to demonstrate the effect of sub-iterations, or sub-cycling of the chemistry, we consider a high pressure (400 atmospheres) case, with an initial temperature of 6000°K, and a highly non-equilibrium initial composition (non-dissociated air). A constant time step of $5 \times 10^{-8}$ seconds was assumed. Figure 7 shows the results of the chemical integration (no fluid dynamics) for both non-iterated and sub-iterated (20 cycles) cases. It is clear that a single step of the chemical integration, with $\Delta t = 5 \times 10^{-8}$ sec, leads to very large changes in species concentrations and temperature. This will significantly affect the remainder of the history of the chemical integration. If the time step is not too large, the correct equilibrium values may be obtained in the final steady state: if the time step is large enough, unphysical values (i.e. negative concentrations) may be obtained during the first step.
and the correct solution cannot be recovered. By using a smaller time step \((10^{-8} \text{ sec})\), both methods give essentially the same history, and the same final values, which agree with the values obtained in Figure 7 for the sub-iterated case. It is clear then that in some severe cases, the sub-iteration of the chemistry can yield a higher stability and a higher accuracy: these cases may be found for example in high-pressure shocks, detonations, or strong ionizing shocks, when the grid used is coarse.

The method of sub-coupling was also tested on some other stiff cases. It was found that the stability was slightly reduced when the sub-coupling was incorporated. When the chemistry is sub-iterated and sub-coupled, the convection of species during the sub-step \(\Delta t\) is estimated and included in the variation. While this process accounts for the effect of the convection on the chemistry, it fails to account for the reverse process, and it fails to account for the influence of other convective terms, specifically the pressure waves. The coupling of the chemistry is not 'in phase' with all the convective equations. In subsonic regions and behind shock waves, the pressure waves are a dominant process, and a significant error is made. We therefore recommend that no sub-coupling (SIC) be used if the chemistry is sub-iterated.

**V: Two-Dimensional Shock Layer**

The final test will be done for a 2-dimensional, axisymmetric flow around a blunt body. This is a typical flow configuration of interest. The flow is modeled with a \(144 \times 80\) grid, the free stream Mach number is \(M_{\infty} = 25\), the free stream temperature and pressure are \(T_{\infty} = 241.75^\circ\text{K}\) and \(P_{\infty} = 1.65 \times 10^{-4} \text{ atm}\); the free stream is air, modeled using 11 species \(N,O,N_2,O_2,NO,N^+,O^+,N_2^+,O_2^+,NO^+,e^-\) and a 15 reaction set from Dunn & Kang [5]. The blunt body shape is taken from the Apollo spacecraft.

The calculations were proceeded with the FC/Block method and the OS/Scalar method. Since the chemical charges were quite important in the shock layer, our restriction in time step due to the temperature changes (relative change < 5\%, see section III) prevented us to compute the flow implicitly. Any attempt to increase the time step, and therefore to allow a larger change in temperature due to chemical effects led very quickly to flow instabilities. The comparison presented below is therefore between a FC/Block implicit method run at small tim: steps, and an Operator-Split method where the fluid dynamics are computed explicitly. The pressure behind the shock is close to 0.5 atmospheres, with a temperature between 8,000 and 12,000 \(^\circ\text{K}\), and the chemistry is rather stiff, especially due to the reactions involving electrons. Figure 8 shows the comparison between the two methods along the stagnation line, and the agreement is very satisfactory.

There is a lack of resolution of the shock front, and we proceeded to improve the results by adapting the grid in the neighborhood of the shock. Several adaptions were performed, first on the temperature gradients, then on the chemical gradients \((N_2)\). After each adaption, the flow was computed further until convergence. The adaption procedure used the SAGE code [6] developed at Ames, and affected grid points in a direction normal to the blunt surface only. Figure 9 shows the comparison between the original, non-adapted solution and the results from the final adaption. Since the results from the FC/Block and OS/Scalar methods were found to be agreement, and since the latter method is considerably more efficient, only the OS/Scalar method was used for the adapted cases. We see in Figure 9 that the peak temperature has changed significantly (15\%), and so has the shock location. Although the flow variables relax to the same values in the midst of the shock layer, the unresolved relaxation zone may still affect some important engineering variables, such as the radiative heating at the wall. The radiative emission power behind the shock will depend strongly on the temperature and species densities, both varying rapidly in that region, and being very sensitive to the grid resolution. Therefore, a radiation code was used to compute the intensity along the line-of-sight in the stagnation region, and the heat flux at the wall: this computation was performed after the flow steady state was obtained, i.e. the flow and radiation were not coupled. After each adaption, the change in radiative heat flux was computed and compared: the results are shown in Table 2, for both the optically thin case and the optically thick case. In the former case, the relative changes are quite large, and the values converge slowly. In the thick case, the absorption by the core of the shock layer tends to damp the perturbations: for that case, we see that the heat flux converges more rapidly towards a final value. Since the relative change is small (-1.8\%) after the 3\(^{rd}\) adaption, we considered that the resolution was now sufficient. The comparison in radiative spectrum at the wall between the unadapted and final solution is shown in Figure 10. Most of the changes occur in the UV region.
It is important to remark that the computed radiation did not include the continuous spectrum, and therefore the variations in radiative heating at the wall may be under-estimated. Additionally, the density is sufficiently large in this example that equilibrium radiation can be assumed: this considerably reduces the uncertainty in the computation of the radiative flux. For lower density and higher velocity cases one must include thermal non-equilibrium effects. The relaxation zone becomes then even more important to resolve accurately.

It appears from this example that in practice it will be very difficult to compute a flow using an implicit method with a large CFL number, and that hydrodynamics-chemistry coupling effects will sometimes limit the time step to CFL values below 1. Additionally, we may be required in practice to transform the grid, according to the solution obtained, in order to reach the desired accuracy: these adaptions need to be performed several times. It would seem therefore that a more efficient approach would combine the flow computation with the grid refinement. Indeed, there is a technique that can potentially lead to more efficient computations: using unstructured grids, the computational cells can be subdivided at will to give better accuracy in the regions that need it. Similarly, the subdivided cells can be regrouped in regions of low gradients, in order to keep the total number of cells within reasonable limits. Such a technique would use a small number of cells to start with, and progressively refine them: most of the transients would then be computed using a small number of cells, leading to a more efficient procedure.

VI: Conclusions and Recommendations

We have not used here all the possible variations on the implicit schemes, neither have we exhausted the methods of coupling the chemistry and the fluid dynamics. We have however used techniques which are commonly used, and, we hope, demonstrated the trends for practical problems. We can draw several conclusions from this study:

1. It is clear that on many problems of interest, the calculations cannot proceed with very large CFL numbers during the approach to steady state. Inevitably, for large numbers of species, the Block Tridiagonal methods cease to be efficient in that regime. Only Scalar Tridiagonal methods, or even explicit methods remain efficient.

2. It is clear that the Operator-Splitting approach, including the Explicit-Coupling between chemistry and hydrodynamics, is at least as accurate as the Fully Coupled, and apparently more stable for very stiff problems. Sub-iterations of the chemistry can further improve the accuracy and stability in the most severe cases of stiffness.

3. The $N_s$-Split method, at least in its present formulation, is too inaccurate for large time steps or strong concentration gradients. This disappointing result is not completely understood at the moment. It does not affect our conclusions, since the method is less performant than the Scalar method. This results should however be investigated further, since it may have implications on other systems, such as a two- or three-fluid plasma, where the implicit treatment of the electron component gas dynamics is mandatory.

4. Calculations of shock layers on fixed grids may not be sufficiently accurate if radiative phenomena or thermal non-equilibrium effects must be considered. In the example shown, several iterations at grid adaption were necessary. Other calculations on similar problems were also performed, that supported this conclusion. It appears then that dynamical grid adapting should be performed during the course of the calculation, for higher efficiency.

Dynamic grid refinement could lead to even higher efficiencies if both the distribution and the overall number of grid points are allowed to vary. This can be done on structured as well as unstructured grids. The construction of implicit schemes on unstructured grids would be quite complex. However, we have concluded that this may not be a restriction for many cases. An explicit algorithm will therefore be sufficient, and the technique is reduced to a sophisticated book-keeping problem. In addition, the use of explicit, Operator-Split techniques allows us to take advantage of massively parallel (or mixed) computer architectures. This method will be investigated in the future.

We have not mentioned another technique applicable for Operator-Split methods, when the chemistry is very stiff. The chemistry (or other internal process) can be rescaled, or 'slowed-down' artificially: this may have the effect of increasing the relaxation distances. However, we have made preliminary calculations that seem to indicate that in the very severe cases of stiffness, the changes are not perceptible. In addition, this procedure can be used
during the elimination of the transients, then the rescaling is progressively eliminated until a steady state with the proper time scale is obtained. If the rescaling is not eliminated, a false steady solution is obtained. The influence of the numerical procedure on the steady solution is also a serious question, discussed recently by Lafon & Yee [7]. They show that for flows coupled with non-linear source terms, the steady state reached may depend on the path used to reach it. It is clear therefore that the errors induced by the numerical procedures can never be under-estimated, and that all users of CFD should proceed with extreme caution.
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<table>
<thead>
<tr>
<th>designation</th>
<th>Treatment of hydrodynamics</th>
<th>Chemistry/Convection coupling method</th>
</tr>
</thead>
<tbody>
<tr>
<td>FC/Block</td>
<td>$N \times N$ Block Tridiagonal (section II-A)</td>
<td>Implicit (or Fully-) coupled</td>
</tr>
<tr>
<td>EC/Block</td>
<td>$N \times N$ Block Tridiagonal (section II-A)</td>
<td>Explicit (or Loosely-) coupled</td>
</tr>
<tr>
<td>OS/Block</td>
<td>$N \times N$ Block Tridiagonal (section II-A)</td>
<td>Operator-Split (or Fractional Step)</td>
</tr>
<tr>
<td>EC/Scalar</td>
<td>Scalar Tridiagonal (section II-B)</td>
<td>Explicit coupling</td>
</tr>
<tr>
<td>EC/N$_2$-Split</td>
<td>$N_2$-split method (section II-C)</td>
<td>Explicit coupling</td>
</tr>
<tr>
<td>EC-SI/Block</td>
<td>$N \times N$ Block Tridiagonal</td>
<td>Explicit with Sub-Iterations (or Sub-Cycling)</td>
</tr>
<tr>
<td>EC-SIC/Block</td>
<td>$N \times N$ Block Tridiagonal</td>
<td>Explicit: Sub-Iterations and Sub-Coupling</td>
</tr>
</tbody>
</table>

Table 1: Designation of numerical methods and coupling methods used in this study.

<table>
<thead>
<tr>
<th>Grid Cycle</th>
<th>Relative Change in Surface Flux Optically Thin Gas [2000-8000 Å]</th>
<th>Relative Change in Surface Flux Optically Thick Gas [1740-1750 Å]</th>
</tr>
</thead>
<tbody>
<tr>
<td>Non-adapted Grid - Adaption 1</td>
<td>-25.1 %</td>
<td>-11.0 %</td>
</tr>
<tr>
<td>Adaption 1 - Adaption 2</td>
<td>+27.1 %</td>
<td>+5.2 %</td>
</tr>
<tr>
<td>Adaption 2 - Adaption 3</td>
<td>-3.5 %</td>
<td>-1.8 %</td>
</tr>
</tbody>
</table>

Table 2: Axisymmetric blunt body calculations - results of grid adaptation study.
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Figure 1-a. Normalized CPU requirement for Block, Scalar and $N_s$-Split methods (nonreacting). CPU is obtained as time per iteration per grid point, and normalized to CPU requirement for explicit method.

Figure 1-b. Memory requirement versus number of species for same methods.
Figure 2-a. 1-D Shock (Case 1, $P_*=10^5$ atm). Results for CFL=2. Results for EC/Block and OS/Block methods were indistinguishable from FC/Block method and hence, are not shown.

Figure 2-b. 1-D Shock (Case 1, $P_*=10^5$ atm.). Results for CFL=4. The EC/Scalar method failed for this CFL number.
Figure 3-a. 1-D Shock (Case 2, $P_o=10^4$ atm.). Results for CFL=2. Results of EC/Block and OS/Block methods are indistinguishable from FC/Block results and hence, are not shown.

Figure 3-b. 1-D Shock (Case 2, $P_o=10^4$ atm.). Results for CFL=4. The EC/Scalar method failed for this case.
Figure 4-a. 1-D Shock (Case 3, $P_r = 10^2$ atm.). Results for CFL=2. The FC/Block method failed and the EC/Ns-Split method gave nonphysical, oscillatory solution.

Figure 4-b. Details of Case 3. FC/Block solution is obtained for a higher density ($x \times 10$) grid. Other solutions shown are for the standard grid but with subcycled chemistry or smaller time steps (CFL=0.2)
Figure 5-a. Quasi-1D Nozzle - energy residual history for the FC/Block method.

Figure 5-b. Quasi-1D Nozzle - energy residual history for the EC/Block method.
Figure 5-c. Quasi-1D Nozzle - energy residual history for EC/N\textsubscript{2}-Split method.

Figure 5-d. Quasi-1D Nozzle - energy residual history for EC/Scalar method.
Figure 6. Quasi-1D Nozzle - steady state axial distribution of atomic oxygen.

Figure 7. Quasi-1D Nozzle - Test of subiterated chemistry (EC/Block method). Initial state far from equilibrium and global time step ($\Delta t$) is 50 ns. Subcycled case (20 cycles) has an effective time step ($\delta t$) of 2.5 ns. The temperature is recomputed only at the end of the integration over the global time step 50 ns.
**Figure 8-a.** Axisymmetric Blunt Body - Temperature profile along the stagnation line (non-adapted grid).

**Figure 8-b.** Axisymmetric Blunt Body - Electron mole fraction profile along the stagnation line (non-adapted grid).
Figure 9-a. Axisymmetric Blunt Body - Temperature profile along the stagnation line for non-adapted and adapted (final pass) grid. Note the significant change in shock location and peak temperature.

Figure 9-b. Axisymmetric Blunt Body - Electron mole fraction profile along stagnation line for non-adapted and adapted (final pass) grids.
Figure 10. Axisymmetric Blunt Body - Comparison of radiation spectra incident on the wall (stagnation line of sight). The change is ~35% in the UV(2500 Å) region.
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COMPUTATION OF NONEQUILIBRIUM VISCOUS FLOWS
IN ARC-JET WIND TUNNEL NOZZLES

by
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Arc-jet hypersonic wind tunnels are the means for studying aerodynamic heating and
ablation associated with hypersonic flight. In these tunnels a high enthalpy gas produced
in the arc chamber, vibrationally excited and dissociated, is expanded through a nozzle
into the test section. Analysis of the nozzle flow is necessary for calibration of the wind
tunnel flow. Typically these nozzle flows can be characterized as follows: an equilibrium
flow in the converging section of the nozzle; a nonequilibrium flow near the throat; and a
frozen flow downstream in the diverging section. Therefore, a nonequilibrium formulation
is required for the analysis of entire flow. Such a formulation needs to be validated against
experimental data in the equilibrium as well as in the nonequilibrium flow regime. The
nonequilibrium formulation using Park's two-temperature thermochemical model has pro-
duced very satisfactory results in dissociation dominated flows. However, it has not been
evaluated in the expanding nozzle flows where recombination and vibrational de-excitation
are the dominant nonequilibrium processes.

Objectives of the proposed paper are to present an analysis of two dimensional or
axisymmetric arc-heated wind tunnel nozzle flows, and assess the accuracy of the nonequi-
librium formulation by comparing the computed flow quantities with existing experimental
data. The comprehensive experimental data set of Folk and Smith is suitable
for this purpose.

In the present formulation, two dimensional/axisymmetric nonequilibrium viscous
flows of air are considered. The governing Navier-Stokes equations are augmented with
the equations accounting for thermochemical nonequilibrium processes. The equation set
consists of fifteen partial differential equations: eleven mass conservation equations for
species, two momentum equations for two dimensional flows, and two energy equations.
The present nonequilibrium gas model for air consists of eleven chemical species, (N₂, O₂,
NO, N, O, N₂⁺, O₂⁺, NO⁺, N⁺, O⁺, e⁻), and the thermal state of the gas is described
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by two temperatures: translational-rotational and vibrational-electronic. The chemical reaction rates are prescribed by Park's two-temperature model where the basic dissociation rate is assumed to be governed by the geometric average of translational and vibrational temperatures. The paper will give a more detailed description of the model. The governing equations are discretized using a finite volume approach and the resulting difference equations are solved using an implicit Gauss-Seidel relaxation method. The method is fully implicit for fluid dynamics and thermochemistry and uses flux vector splitting for convective fluxes. Details of the method can be found in Refs. 4-6.

In the proposed paper, evaluation of the nonequilibrium formulation will be made through comparisons of the computed flow quantities at the nozzle exit with the experimental data of Folk and Smith. For a wide range of reservoir conditions, exit surveys and centerline measurements of Pitot pressure, mass flux, stagnation point heat transfer rate, and wall static pressure of a 2-ft-diameter conical nozzle are available. Since the wall pressure and radial mass flux measurements at the nozzle exit cover the nonequilibrium as well as the equilibrium regimes, assessment of nonequilibrium thermochemical models will be possible by comparing the computed results with the experiment. Although the wall pressure and mass flux measurements can be compared directly with computations, comparison of the parameters such as Pitot pressure and stagnation point heat transfer requires a correlation between flow quantities and these parameters. This will be achieved by computational simulation of the flow at the stagnation point of a sphere (or the probe itself) or by using expressions such as the one by Fay and Riddell. The computed total enthalpy profiles will be compared with the experiment using the stagnation point heat transfer data. These comparisons are needed for the calibration of arc-jet nozzle flows.

As a representative case, an axisymmetric nonequilibrium flow in a converging-diverging conical nozzle is computed. The initial conditions at the nozzle entrance are specified as air at temperature of $T_0 = T_{\infty} = 5000$ °K and pressure of $p_0 = 35$ atm. The exit pressure is specified such that shockless supersonic flow is sustained in the diverging section of the nozzle. The nozzle wall is assumed to be at a constant temperature of $T_{\infty} = 500$ °K and non-catalytic to recombination. The nozzle has conical angles of $30^\circ$ for converging and $16^\circ$ for diverging section, and its entrance, throat and exit diameters are 20, 2.54, and 63.5 cm, respectively. This particular geometry is taken from Ref. 2. Figure 1 depicts the nozzle geometry and computational grid. For the reservoir conditions chosen, the flow remains in thermochemical equilibrium in converging section and goes through a nonequilibrium expansion downstream of the nozzle throat. Recombination and vibrational de-excitation of air are principal nonequilibrium processes in the nozzle expansion. Figures 2 and 3 show the flowfield contours of atomic oxygen and vibrational-electronic temperature. In Fig. 2, recombination of oxygen downstream of the throat and in the viscous boundary layer is clearly observed. Also it is interesting to note that in Fig. 3, the vibrational temperature rise in the diverging section of the nozzle after dropping near the
throat. This is mainly due to atomic recombination. In Fig. 4, variation of the computed temperatures along the nozzle centerline is presented. Figure 5 shows radial variation of computed temperature profiles at the nozzle exit where the temperatures are normalized by corresponding centerline values.

Since the computed results are preliminary, no comparisons with experimental data is presented. The proposed paper will make detailed comparisons and assess the accuracy of thermochemical nonequilibrium models.
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Fig. 1. Nozzle geometry and computational grid (100 x 50).

Fig. 2. Computed flowfield contours of atomic oxygen mass fraction.

Fig. 3. Computed flowfield contours of vibrational-electronic temperature.
Fig. 4. Variation of computed temperatures along the nozzle centerline.

Fig. 5. Computed temperature profiles at the exit: normalized by the centerline values.
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