NASA Technical Memorandum 106633 e :jf

A Method for Flow Simulation About Complex
Geometries Using Both Structured
and Unstructured Grids

James R. DeBonis
Lewis Research Center
Cleveland, Ohio

(NASA-TM-106633) A METHUD FOR FLOW N94-37283
SIMULATION ABOUT COMPLEX GEOMETRIES

USING BOTH STRUCTURED AND

UNSTRUCTURED GRIDS (NASA. Lewis unclas
Research Center) 60 p

G3/02 0015748

July 1994

National Aeronautics and
Space Administration



ABSTRACT

A computational fluid dynamics code which utilizes both structured and
unstructured grids was developed. The objective of this study was to develop and
demonstrate the ability of such a code to achieve solutions about complex geometries in
two dimensions.

An unstructured grid generator and flow solver were incorporated in to the
PARC2D structured flow solver. This new unstructured grid capability allows for
easier generation and manipulation of complex grids.

Several examples of the grid generation capabilities are provided. The coupling
of different grid topologies and the manipulation of individual grids is shown. Also,
grids for realistic geometries, a NACA 0012 airfoil and a wing/nacelle installation, were
created.

The flow over a NACA 0012 airfoil was used as a test case for the flow solver.
Eight separate cases were run. They were both the inviscid and viscous solutions for
two freestream Mach numbers and airfoil angle of attacks of 0 and 3.86 degrees. The
Mach numbers chosen were for a subsonic case, Mach 0.6, and a case where
supersonic regions and a shock wave exists Mach 0.8. These test case conditions were
selected to match experimentally obtained data for code comparison. The results show

that the code accurately predicts the flow field for all cases.
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CHAPTER L
INTRODUCTION

Computational fluid dynamics (CFD) has been used extensively to predict
flowfields within and about numerous geometries. As the technologies for both flow
solver and grid generation codes increases, the complexity of the geometries analyzed
has also increased. Examples of these complex geometries include complete aircraft,

engine nacelles, and mixer/ejector nozzles!-3. For configurations such as these

generating a satisfactory grid can be a considerable challenge. The time spent in grid
generation is in some cases approaching and even exceeding the time needed to achieve
a flow solution. Faster and more efficient methods must be developed for CFD
analysis of complex geometries.

The purpose of this study is to develop and demonstrate the capabilities of a
CFD code which utilizes both structured (quadrilateral) and unstructured (triangular)
grids (figure 1) to achieve solutions for complex geometries. This code was developed
from existing structured and unstructured flow solvers and an unstructured grid
generator. Each grid type has distinct advantages and disadvantages associated with it.
By using both grid types this new code will take advantage of the positive features and
minimize the deficiencies of each type of grid. The code developed here is for two
dimensional problems. This is to demonstrate the concept and show that the method is
feasible. Extension of this method to three dimensions, while not trivial should be
fairly straightforward.

Other current efforts addressing the problem of complex grid generation and

flow solution have taken several different approaches. Structured grid generation

1



2

algorithms have improved greatly in the past two decades. These improvements
usually involve bettergraphical interfaces and geometry definition through the use of
computer aided design (CAD) databases. Examples of these codes include Gridgen
3D4 and RAMBO-4G5- The Chimera scheme developed by Steger6 is a method in
which individual structured grids can be coupled within a flow solver to form complex
geometries. Weatherill? has used a method of composite grids similar to the current
study to improve mesh quality through the use of locally unstructured grids in a

globally structured grid.

1.1 Structured Grids

Structured grids still are the most widely used type of grid for CFD
applications. The structured grid nodes are connected sequentially in both
computational directions (figure 2). For any given node, the surrounding nodes are
known. Flow solvers for these types of grids can be very efficient because the
neighboring nodes needed for differencing are known and do not need to be determined
in additional computational steps. Because structured meshes were developed before
unstructured meshes, they are more widely used, and the corresponding flow solvers
are more technically advanced. The connectivity between nodes also allows for easy
and efficient calculation of such quantities as turbulent length scales, cross sectional
areas etc. However, the ordered nature of the grid points causes problems in creating
and using these meshes. The grid structure must avoid excessive skewness and

collapsed cells. For unusual shapes this is not always possible. Grid skewness can

affect solution accuracy and convergence8. And, if the geometry is multiply connected
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or topologically complex, it may be difficult for a single grid type to properly resolve .
Examples of some simple grid types are shown in figure 3. An “O” type grid is
normally used for cylindrical geometries such as airfoils or ducts of circular cross-
section. “H” grids are more suited for rectangular geometries such as wind tunnel test
sections or rectangular channels. An example where simultaneous use of different grid
types would be beneficial is an airfoil in a wind tunnel test section (figure 4). The
region around the airfoil would be best modeled using an “O” or “C” grid. However,
the rest of the test section would be better modeled with an “H” grid.

To help alleviate problems with such geometries, some current flow solvers
have incorporated a method called “grid blocking”. Grid blocking breaks up the
domain into smaller easier to generate sections. A mesh for these individual blocks can
usually be created using a single simple grid. One problem associated with grid
blocking is that the flow solver must pass solution information across the interface
between grid blocks. Also, matching two different types of grid together at an interface

may be difficult.

1.2 Unstructured Grids

Unstructured grids are a more recent development designed to make grid
generation feasible for arbitrary geometries. An unstructured grid has no rigid
connectivity enforced upon it. For a given node the neighboring nodes have no known
relationship to it (figure 5). Because an unstructured node is not required to be related
to its adjacent nodes, connectivity must be stored explicitly. In general only the

boundary node locations must be specified in order to create a triangular celled mesh.
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Because no fixed type of connectivity is required, problems of grid skewness and
conforming to complex geometries are reduced significantly. A problem of
unstructured grid generation is the inability to precisely control the grid points in the
interior of the grid. It is difficult to cluster grid points in regions where large gradients
exist such as boundary layers and shock waves. To address this problem adaptive
mesh schemes are sometimes used®. However, this adds to the computer resources
required. An unstructured grid cell cannot be addressed directly and its neighbors
cannot be inferred implicitly. The connectivity information must be stored in an array
in the flow solver and explicitly accessed in order to access the data, such as the values
of flow variables associated with the particular cell. This makes the unstructured flow
solver less efficient and more difficult to write. Calculation of geometric quantities
such as normal distance to a wall is also difficult. Also, because this technology is
relatively new unstructured code technology is not as mature and readily available as

that for structured meshes.

1.3 Composite Grid

The code developed for this study combines features of both structured and
unstructured grid types resulting in a “composite grid structure”. Because of their
efficiency, wide range of capabilities, and ability to control grid clustering, structured
grids are used to model the regions near walls and other boundaries. The meshes for
these regions can be generated as separate grid blocks without a priori knowledge of
how the blocks will interface . A change made to one grid block will not affect the

other blocks. An unstructured mesh and flow solver can be used to couple the
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structured meshes together (figure 6). This unstructured mesh can be easily and
automatically generated given the structured mesh boundaries. This composite grid will
allow for flexible grid generation and separate manipulation of the individual grids.

The composite grid code consists of three modules; a structured grid flow
solver, an unstructured grid generator and an unstructured flow solver. The three
modules needed to construct the composite code were adapted from existing stand alone
codes. Because a large part of the flow is still solved on structured grids, the

composite grid code was built around the structured flow solver PARC2D!10. The

unstructured grid generator and flow solver are incorporated into the existing
architecture of the PARC code. Inputs to the code including iteration control, boundary
conditions, time steps, and grid generator options are made through the PARC
interface. An effort was made to maintain the PARC interface as much as possible. A

user of the current version of PARC could easily begin to use this code.



a. Structured grid b. Unstructured grid

Figure 1. Grid examples.
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Figure 2. Structured connectivity.
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b. ‘LO” Grid
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c. “C” Grid

Figure 3. Structured grid types.



8
LLLL L LS LSS S S S S LSS LSS S S LSS

Figure 4. Airfoil in wind tunnel.

Figure 5. Unstructured connectivity.
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Figure 6. Composite grid concept.



CHAPTER IL
GRID GENERATION

The generation of the composite grid can be divided into structured and

unstructured grid generation .

2.1 Structured Grid Generation

The structured grids are generated independently of the composite grid code.
This can be done by any of several means available to the user4.5.11.12, A separate grid
is generated about each object. The connectivity to the other grid blocks can be
ignored. This can significantly reduce grid generation time because building grid block
interfaces to accommodate the flow solver can be tedious. Most flow solvers require
the grid points to be contiguous across a block interface. Others allow for
noncontiguous interfaces but grid blocks must overlap into each other such that each
point on the interface is inside the adjacent block. The grids are then input into the

composite code where the unstructured grid is created.

2.2 Unstructured Grid Generation

The composite grid code constructs the unstructured grid from the structured
grid information and the boundary conditions input to the code. The unstructured grid
generator module used was adapted from a code developed by Andersont3. This code

is based on the Delaunay triangulation method14.

9
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In this method an initial grid is created by specifying a rectangle whose
boundaries are larger than the grid to be generated. This rectangle is divided into two
triangular cells. Then the known boundary nodes are inserted one at a time into the
mesh. After each point is inserted the mesh is retriangulated (figure 7.a). When a point
is inserted into the mesh (figure 7.b) all cells are checked to see if the new node is
contained within the circle which passes through the cell’s three nodes(figure 7.c and
d). If the new node is contained within this circumcircle, the cell’s nodes becomes part
of the Delaunay cavity (figure 7.¢). After the all nodes of the Delaunay cavity are
determined, the cavity’s nodes are reattached to include the new node (figure 7.f).

This process of triangulation is repeated for each inserted node. Following the
insertion of all the boundary nodes, the aspect ratio of each cell is checked. The aspect
ratio is defined as the ratio of the radius of the cell’s circumcircle to twice the radius of
the largest circle contained entirely inside the cell. If this aspect ratio is larger than a
specified tolerance a new node is placed at the center of the cell’s circumcircle and the
mesh is retriangulated. When all cells meet the aspect ratio criterion, the cells inside all
internal boundaries and outside all external boundaries are removed.

In the composite code, the structured boundary conditions specify the nodes
that will make up the interface boundary and overlapping region. These nodes are also
the boundary nodes for the unstructured grid. The unstructured grid generation module

inserts these nodes into the Delaunay cavity as outlined above.
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RO A

a. Initial gnd b. Introduction of a new node

c. Cell circumcircles d. Circumcircles containing new node

e. Delaunay cavity f. New grid cells

Figure 7. Delaunay triangulation.



CHAPTER IIL
FLOW SOLUTION

3.1 Structured Flow Solver

PARC2D is a general purpose full Navier-Stokes solver. PARC was developed
at the Air Force’s Amold Engineering Development Center for propulsion flows. The
code was created from the basic algorithms of the ARC code!5.16. ARC was
developed at the NASA Ames Research Center for external flows. The PARC code is
widely used in both government and industry for a wide variety of applications.

PARC solves the Reynolds averaged full Navier-Stokes equations. The
equations are solved in strong conservation law form using the Beam-Warming

algorithm!7. Body forces are neglected. The equations are

9Q JF JG_JH ol
gt ax  dy ox oy

where Q is the vector of state variables

p
pu
0=
pv
pE
F and G are the following flux vectors
pu pv
Fo|Pr P a=""
puv pvi+p
(PE+ plu (PE+ p)v

12



13

H and ] are the viscous flux vectors

0 [0 i
T T
>4
H={_" I=
Ty Ty
ut, +vi, —q, ut, +vi, —q,

where Tis the viscous stress tensor and ¢ is the heat flux vector. Spatial discretization

is done using second order central differencing. Artificial dissipation is added to the
right hand side of the equations for stability. The code has several options for
modeling turbulence. The default turbulence model, the Thomas!8 model is a very
simplistic algebraic mixing length model which is valid for both wall boundary layers
and free shear layers. The turbulent viscosity is defined as

t, = p&la|

where |ol is the magnitude of the vorticity. In wall bounded regions the length scale is

—y‘
£=Ky|1-e*

where K is the Von Karman constant, y is the normal distance from the wall and the

defined as

term in parentheses is the van Driest damping factor. In the free shear layer the length
scale is

, _ L[ Max{) - Minj)]

c

where £, is an adjustable constant and @ is the maximum vorticity at a given axial

position. The Thomas model was the model used in this study. The Baldwin-Lomax19
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algebraic model is also available for wall bounded flows. Both algebraic models

provide for reasonable results without sacrificing large amounts of computing time. A

two equation k-g model based on Chien’s formulation20 is also available. This model

generally provides more accurate results but at the expense of computing time21.

The code can solve for the flow on domains made up of multiple grid blocks.
The interfaces between blocks can be either contiguous (one to one point
correspondence) or non contiguous. In the latter case a trilinear interpolation scheme is
used to transfer data from one grid to another. The code’s most distinguishing feature
is the ability to specify any portion of any grid line as a boundary. This gives added
flexibility in grid generation, since most flow solvers only allow boundary conditions

to be specified on the actual grid boundaries.

3.2 Unstructured Flow Solver

Because the unstructured grid will be used only as an interface, an Euler solver
was chosen for the unstructured flow solver. This will minimize the CPU time used in
this step of the solution. Use of the Euler equations means vorticity cannot be diffused
in the unstructured regions. However, vorticity can be convected through the
unstructured regions. This approach was chosen because it is suitable to the purpose of
demonstrating the code’s capabilities and it simplified the flow solution process. The
Euler solver could be replaced by a full Navier-Stokes solver if viscous effects are
expected to be important in the unstructured mesh regions of the solution domain.

The unstructured flow solver used, FLO72, was developed by Mavriplis22.
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The code uses a finite volume formulation of the Euler equations. In differential form

the equations are
00 OJF JG
—=+—+—=0
ot odx dy
where Q is again the vector of state variables
p
pu
0=
pv
pE
F and G are the inviscid flux vectors
pu pv
F= puz+p G= pu:
puy pv-+p
(PE+ plu (PE+ p)v

Integrating over the control volume €2 bounded by the surface &2 we get the

continuous integral form of the equations

% [[ Qdxdy+ jm(de—de)= 0

For unstructured meshes the control volume can be taken in either of two ways.
The first method uses the triangular cell as the control volume. Fluxes are computed
across the three faces of the cell. In this method the variables are stored at the cell
center (figure 8.a). The second method stores the variables at each node. The control
volume is taken as the union of all triangles that have a vertex at a specified node (figure
8.b). Fluxes for each cell face are calculated at both nodes of the face and then

averaged. The nodal method was chosen for this study because variables can be
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directly transferred from one grid to another without having to interpolate the
unstructured variables from the cell centers onto the node points.
The continuous form of the equations are discretized using Roe’s flux

difference splitting scheme resulting in the following equations

0
= (50)= =Y (FAy, —G,Ax,)
where §; is the surface area of the control volume i and Ax, and Ayy are the increments

of x and y on face & of the control volume. The finite volume algorithm is a quasi-one
dimensional Riemann solver. It treats the interactions between cells as a local Riemann
problem with mass, momentum and energy fluxes across a control volume interface
determined by the states on either side of the interface. Flux difference splitting
calculates the flux across the interface as the average of the flux on both sides minus a
wave-based correction. The correction has a stabilizing effect much like conventional
artificial viscosity, but which incorporates more information about the actual physics of
the flow. Artificial dissipation is necessary to reduce odd-even and shock oscillations.
Because only the basic flow solving routines are necessary for the unstructured
portion of the code, a large amount of coding in FLO72 which was extraneous to this

study has been removed.
3.3 Grid Interface (Boundary Conditions)
The interface between grid types is done by overlapping the unstructured grid at

least one cell deep into the structured grids. A boundary node on one grid corresponds

to a cell in the interior of the other grid (figure 9). For both flow solvers the flowfield
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variables on the boundary nodes are taken directly from the corresponding nodes on the
other grid type. In the composite code, the nodes on the structured mesh needed for the
unstructured grid generation are specified in the boundary conditions. Both the
boundary and overlapping region are input. The code uses this information to

designate the nodes to be inserted into the unstructured mesh generation module. The
unstructured nodes are numbered according to the order they are inserted into the grid
generator. This allows the code to create a group of arrays which equate the
unstructured node’s number to its corresponding structured node’s indices and grid
block.

The boundary condition routines for both the structured and unstructured flow
solvers simply use the arrays containing the connectivity between grid types to transfer
flow field values from one grid to another. Also, the variables used in the flow solvers
are nondimensionalized differently. The boundary condition routines convert the
variables from one nondimensionalization scheme to the other. The PARC code uses a

dimensional reference pressure, temperature and length (preg trer and xr¢) input to the

code to define nondimensionalize variables.

. _u . e . x
p u = e = p=p )

p ref aref yp ref yp ref X ref

p =
where the reference density and speed of sound are

= Py _ [T
p ref — RT;,[ aref - YR‘I;ef

These reference conditions chosen by the user are arbitrary but should reflect conditions

realized somewhere in the flowfield. FLO72, on the other hand, uses the freestream

conditions as a reference (p.. and p.o).



P.
The nondimensionalization by freestream conditions in FLO72 is more limiting than
nondimensionalization by arbitrary conditions in PARC. In order to maintain a
consistent nondimensionalization scheme and be able to convert from one code’s
scheme to the other’s it is necessary to choose the reference conditions in PARC as the
freestream conditions.
Prg =P by =l Xyp=1

Then the variables can be converted as follows.

Pu‘ =ps Pu. = YPS‘ uu‘ = Yus. eu. = yes‘
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a. Cell centered scheme

X
\VAVAV/

b. Node centered scheme

Figure 8. Unstructured control volume schemes.



20

/ / / / / Overlap Region

® Structured Boundary Nodes
® Unstructured Boundary Nodes

Figure 9. Grid interface.



CHAPTER 1V.
GRID GENERATION EXAMPLES

A series of test cases were conducted to demonstrate the ability of the code to
generate and manipulate the structured/unstructured composite grid. For this study a
simple rectangular “H” grid is used in the far field. The structured grids were generated

using the I3G grid generator!! developed at Wright Patterson Air Force Base. I3Gis

an interactive grid generator with a graphical user interface. It can create two
dimensional grids or the bounding surfaces required for three dimensional grids. It

was run on an Iris workstation.

4.1 Embedded “O” Grid

The first test case is of an “O” grid inside an “H” grid. This case is used to
demonstrate the basic concept of the composite grid and the process used to create it.
This could have application to such problems as a cylinder or airfoil in a rectangular test
section. The two structured grids were generated separately and are shown in figures
10 and 11. Next, the boundary conditions are specified for the interface and overlap
grid points. Figure 12 pictures the boundaries of the grids as they will appear when
joined together. The composite code is then run. The code reads in the input
information including boundary conditions and the structured grid. The unstructured
gridis generated as an interface between the two structured grids (figure 13). At the
interface, the unstructured grid is generally the structured cell bisected to form two

triangles. However, when the cells formed in this manner do not meet the aspect ratio

21
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criteria (i.e. when the ratio of the radius of the cell’s circumcircle to twice the radius of
the largest circle contained entirely inside the cell is greater than a specified tolerance)
the grid generator adds additional cells in the interface region. This does not affect the
interface because the existing nodes corresponding to the structured nodes are

maintained.

4.2 Embedded “O” and “H” Grids

A second internal structured grid was added to demonstrate the ability to
manipulate the grids. For this case a square “H” grid (figure 14) is embedded with the
circular grid into the far field mesh (figure 15). The two internal grids are coupled
together by the unstructured mesh (figure 16). If the internal grids are translated or
rotated the unstructured grid can be easily regenerated without changing any inputs to
the code (figure 17). This is possible because the information on the position of the
grid points is carried by the grid files. The boundary conditions only specify which
points serve as the unstructured interface. The translation of the structured grids is
done by simply reading in the initial structured grid files and modifying them before

input into the composite code.

4.3 Airfoil

An “O” grid about a NACA 0012 airfoil is shown in figure 18. Because the

“H’” grid is to be used in the far field the entire airfoil grid is not used in the composite

grid (figure 19). The interface boundary conditions for the airfoil mesh are specified on
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an internal grid surface. The portion not specified as part of the computational domain
is simply ignored. When embedded into the rectangular outer grid, the completed mesh
represents an airfoil in a wind tunnel test section (figure 20). The airfoil can be easily
rotated to any angle of attack in a preprocessing step. The unstructured interface will be
regenerated automatically. Figure 21 shows the airfoil at 3.86 degrees angle of attack.
The angle of attack 3.86 degrees was chosen to match experimental conditions for code

validation.

4.4 Airfoil and Nacelle

A wing/nacelle installation was generated to illustrate the ability of the code to
create the grid about a fairly complicated geometry. Of course the flow about the real
configuration in this case would be highly three dimensional, so a flow solution on this
two dimensional grid would be unrealistic. This case is used only as a grid generation
example. Solution of the flow about a wing/nacelle installation is the type of case
which would require extending this code to three dimensions. The NACA 0012 airfoil
grid was used for the wing. A generic nacelle grid was generated in two dimensions
(figure 22). The structured grids are shown in figure 23. Note that the farfield
portions of both the airfoil and nacelle grids are deleted in order to put the objects in
close proximity to each other. A baseline grid is shown in figure 24. This method
allows for efficient study of several perturbations of this design including wing angle of
attack (figure 25) and nacelle position (figure 26).

Because the time required to generate a structured grid is dependent on the

geometry, the experience of the user and the specific software chosen for the task, it is
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difficult to quantify, in a general way, the time that would be saved by using this
composite method. For this example however, it is estimated that a person experienced
in grid generation could generate the structured airfoil and nacelle grids in several

hours. Once the structured grids are generated, the time necessary to interface the grids
in the composite code is minimal. If the same case were to be generated using only
structured grids, it is estimated that grid generation time would be on the order of days

instead of hours.
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Figure 12. Embedded structured grid. Figure 13. Composite grid.
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Figure 14. Interior “H” grid.

Figure 15. Embedded structured grids.
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Figure 16. Composite grid joining unlike grid types.

Figure 17. Composite grid joining translated grid blocks.
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Figure 19. Airfoil embedded in “H” grid.
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Figure 20. Composite airfoil grid.

Figure 21. Composite airfoil at angle of attack grid.
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Figure 23. Embedded structured grids in installed configuration.
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Figure 24. Composite grid of nacelle installation.

Figure 25. Nacelle Installation with airfoil at angle of attack.
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I
Figure 26. Composite grid with translated nacelle




CHAPTER V.
FLOW SOLUTIONS

The flow over a NACA 0012 airfoil was used as a test case for the composite
flow solver. A total of eight cases consisting of inviscid and viscous solutions for two
freestream Mach numbers and two angles of attack were run. Table 1 summarizes
these cases. The freestream Mach numbers used were 0.6 and 0.8. Solutions were
obtained for both 0 and 3.86 degrees angle of attack. All computations were done on
the NASA Lewis Research Center’s Cray Y-MP computer.

The computational results are compared to the experimental data of Harris23.
These data were obtained in the NASA Langley 8-foot Transonic Pressure Tunnel. The

data used for comparison to this code were obtained at a Reynolds number of 9.0x106.

The boundary layer transition point was fixed at 5 percent of the airfoil chord using a
thin band of carborundum grains attached to the surface with lacquer.

The grids used for the inviscid cases are the same as those given in the grid
generation examples (figures 18-21). The airfoil grid consists of 178 points in the
circumferential direction and 25 points in the radial direction. The viscous airfoil mesh
is shown in figures 27 and 28. This grid contains 35 grid points in the radial direction.
The additional grid points are necessary to resolve the strong velocity gradients in the
boundary layer. For all cases the far field grid measured 101 x 81 points. The
unstructured grid size was determined by the structured grid configuration, and
depended on both airfoil grid size and angle of attack. Table 2 list grid sizes for each of
the eight flow cases.

The total pressure and temperature were specified on the inflow boundary.
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Static pressure was specified at the outflow. The upper and lower boundaries were
specified as slip walls (no velocity component normal to wall). For the viscous cases
the flow was assumed to be turbulent over the entire airfoil. The Thomas turbulence
model was used because of its speed and ability to model both wall boundary layers

and shear layers.

5.1 Mach 0.6, 0 Degrees Angle of Attack

Pressure coefficient on the airfoil surface is plotted versus the distance along the
airfoil chord in figure 29. Because the NACA 0012 is symmetric, at zero degrees
angle of attack the pressure distribution is identical on the upper and lower surfaces.

The flow stagnates at the airfoil leading edge and then expands rapidly over the first 10
to 20 percent of the airfoil. The pressure then recovers to nearly the freestream value
over the aft portion of the airfoil. The results of both calculations agree well with the
experimental data. The proper trend is seen between the viscous and inviscid solutions.
The displacement thickness of the boundary layer in effect increases the thickness of the
airfoil. This means that an inviscid calculation, which does not have a boundary layer,
should underpredict the expansion and the recompression of the flow compared to the
viscous calculation and the experimental data. However, the Euler solution better
matches the data. This is somewhat surprising because the Euler equations neglect all
viscous effects and therefore do not model the displacement caused by the boundary
layer. The inviscid solution here actually slightly over predicts the expansion and

recompression.
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5.2 Mach 0.6, 3.86 Degrees Angle of Attack

At angle of attack the flow over the upper and lower surfaces are no longer
symmetric. The flow over the upper surface undergoes a very large expansion up to 10
percent airfoil chord. It then slowly compresses back to freestream conditions. The
pressure on the lower surface expands from the stagnation point to near freestream
pressure along the entire airfoil. Agreement with the experiment for both cases is very
good (figure 30). On the upper surface, the expansion for the viscous solution is too
large, indicating that the boundary layer is to thick on the leading edge, but the pressure
recovery agrees well. Predictions for the lower surface both agree very well with the
data.

In theory, calculations of inviscid airfoils at angle of attack require that the Kutta
condition be imposed at the airfoil trailing edge. However, for the Euler solutions
presented here it is not necessary. Because the artificial dissipation added to the right
hand side of the equations ensures that the Kutta condition will be satisfied. However,
the added dissipation is sufficiently small so that it does not adversely affect the

solution in the rest of the flowfield.

5.3 Mach 0.8, 0 Degrees Angle of Attack

At a Mach number of 0.8 the flow is transonic. At 0 degrees angle of attack the
flow over both surfaces accelerates to supersonics speeds and a shock wave is formed
at approximately 50 percent chord. Both the viscous and inviscid solutions agree fairly

well with the data (figure 31). The only difference between the results is near the
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shock. Because of the lack of a boundary layer in the inviscid solution there is
supersonic flow at the wall and therefore the shock intersects the airfoil surface. The
surface pressure distribution shows a very sharp pressure change due to the shock. In
the viscous case the flow near the wall is subsonic. The shock wave does not “sit”
right on the wall. Therefore the wall pressure change is more gradual in the viscous
solution. The calculation shows that the pressure change is smaller and more diffuse
than in the experiment. This may indicate that the calculated boundary layer is too thick

or that the shock is being smeared by the combination of real and artificial viscosity

5.4 Mach 0.8, 3.86 Degrees Angle of Attack

The pressure distribution for 3.86 degrees angle of attack is shown in figure 32.
For the Euler solution, agreement with the experimental data is poor, especially with
respect to the computed shock position on the upper surface and recompression of the
flow at the trailing edge of the airfoil. This is due to the absence of the viscous
boundary layer in the calculation. The presence of the boundary layer increases the
effective airfoil thickness and reduces the amount of recompression on the airfoil
surface. This lower pressure on the aft portion of the airfoil causes the shock to occur
at a lower Mach number, hence at a location closer to the leading edge. The full Navier-
Stokes calculation considerably improves the shock location and the calculated pressure

distribution.
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5.5 Density Contours

The inviscid solution at Mach 0.8 and 0 degrees angle of attack was chosen as a
representative case. Contours of constant density for this case are presented in figure
33. The contours clearly show all the major features of the flow field including the
leading edge stagnation point, the supersonic expansion and shock. The contours are
symmetric about the chord line indicating that the flow solver has preserved the
symmetry of the solution. The boundaries between the structured and unstructured
grids are also shown. The contours lines are smooth and continuous through the gnid
boundaries. This indicates that the grid interface is working properly and has little

effect on the solution.
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Case Number Mach Number Angle of Attack Solution
1 0.6 0.00 Inviscid
2 0.6 0.00 Viscous
3 0.6 3.86 Inviscid
4 0.6 3.86 Viscous
5 0.8 0.00 Inviscid
6 0.8 0.00 Viscous
7 0.8 3.86 Inviscid
8 0.8 3.86 Viscous
Table 1. Flow solution cases
Structured Grnid Unstructured Gnd
Case Circum- Radial Nodes Cells
frential
1 178 25 1478 2644
2 178 35 1488 2664
3 178 25 1469 2626
4 178 35 1480 2648
5 178 25 1478 2644
6 178 35 1488 2664
7 178 25 1469 2626
8 178 35 1480 2648

Table 2. Grid sizes for flow solution cases
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Figure 27. Viscous airfoil mesh.

Figure 28. Composite grid for viscous airfoil calculations.
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Figure 29. Pressure distribution for a NACA 0012 airfoil
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Figure 33. Density Contours for a NACA 0012 airfoil
at Mach 0.8, 3.86 degrees angle of attack, inviscid solution.



CHAPTER V1L
SUMMARY AND CONCLUSIONS

A new method applying computational fluid dynamics to solve flows about
complex geometries in two dimensions was developed. This method incorporates both
structured and unstructured grids and flow solvers to form a composite mesh. The
code was developed from existing structured and unstructured flow solvers and an
unstructured grid generator. This composite meshing has two advantages. First it
eases the task of grid generation. Second it also allows for greater flexibility in
manipulating and modifying existing grids.

A composite mesh consists of individual structured grid blocks modeling the
areas of interest. An unstructured grid is created to couple the structured grids together.
The composite code is made up of a structured grid flow solver, an unstructured grid
flow solver and an unstructured grid generator. Generation of the structured grid is
done externally to the composite grid code. The unstructured portions of the mesh are
automatically generated by the code from the structured boundary nodes and the
specified boundary conditions. The grid generator uses Delaunay triangulation method
to place the structured boundary nodes into the unstructured mesh and triangulate the
mesh.

Several examples of this grid generation are shown. Two simple examples are
given to demonstrate the grid generation process and to show the ability to easily
manipulate existing grids. Grids for a NACA 0012 airfoil and a nacelle/wing
installation are also generated to show realistic flow cases where this method could be

used. These grids can be easily manipulated by rotating and translating the individual
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structured grids illustrating the ability to vary parameters of the grid quickly and easily.

The structured flow solver used in the code is PARC2D. The structure of the
PARC code is maintained and the unstructured solver and grid generator are
incorporated into it. PARC2D is a full Navier-Stokes flow solver and is used to solve
the flow in all major areas of interest. The unstructured flow solver FLO72 is an Euler
solver and its main purpose to couple the structured blocks together by solving the flow
field in between the structured blocks.

The flow about a NACA 0012 airfoil was used as the test cases for the flow
solvers. Eight different cases were run. The cases included both viscous and inviscid
solutions for two freestream Mach numbers and two angle of attacks. Pressure
distributions on the airfoil were compared to experimentally obtained data. Generally
agreement between calculation and experiment was very good for all cases. This
shows that the use of a composite grid has no adverse affect on the flow solution.

The grid generation examples and flow solutions have shown that this method
of using composite grids is a viable means for fast, easy and accurate solutions to
complicated geometries in two dimensions. It appears that even larger benefits, in time
savings and ease of use, could come by applying this method to geometries in three

dimensions.
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