Analytical Procedures for Estimating Structural Response to Acoustic Fields Generated by Advanced Launch Systems

Phase II

by


Technical Report submitted to
Kennedy Space Center

Center for Applied Stochastics Research
Florida Atlantic University

July, 1994
TABLE OF CONTENTS

Executive Summary

Chapter 1: Diagnosis of Local Modifications in the Boundary Conditions of a Rectangular Plate

Chapter 2: Convex Identification of Boundary Conditions by Finite Element Method

Chapter 3: Free and Forced Vibrations of Periodic Multi-Span Beams

Chapter 4: Vibration of Two-Dimensional Grillage

Chapter 5: Random Vibration of Space Shuttle Weather Protection Systems

Chapter 6: A New Stochastic Linearization Technique and Its Application to Discrete Nonlinear Systems

Chapter 7: Random Vibration of Beams with Nonlinear Stiffness: Comparison between Approximate and Exact Solutions

Chapter 8: Nonlinear Response of a Beam under Stationary Random Excitation: Comparison between Approximate and Monte Carlo Solutions

Chapter 9: Approximate Solution for Random Vibrations of Nonlinearly Damped Systems by Partial Stochastic Linearization
EXECUTIVE SUMMARY

This report supplements a previous report of the same title submitted in June, 1992. It summarizes additional analytical techniques which have been developed for predicting the response of linear and nonlinear structures to noise excitations generated by large propulsion power plants.

The report is divided into nine chapters. The first two deal with incomplete knowledge of boundary conditions of engineering structures. The incomplete knowledge is characterized by a convex set, and its diagnosis is formulated as a multi-hypothesis discrete decision-making algorithm, with attendant criteria of adaptive termination.

Chapter 1 deals with rectangular plates. The boundary conditions are represented by transverse and rotational springs with uncertain spring constants, modeling possible damages along the boundary. Bolotin's dynamic edge effect method is applied to determine the natural frequencies. Chapter 2 is devoted to the identification of end conditions for beams, and their natural frequencies, using a finite element formulation.

Chapter 3 deals with free and forced vibrations of periodic multi-span beams. The concept of wave propagation in periodic structures of Brillouin is utilized to investigate the wave motion at the periodic supports. Chapter 4 discusses the vibrations of a two-dimensional grillage. Each periodic support of such a grillage is constrained by a rigid transverse support and two elastic rotational springs in two orthogonal directions. The elastic springs on each row are identical; thus, the grillage forms a two-dimensional periodic pattern. The four boundary edges of the grillage are assumed to be either simply supported or clamped. Again the wave
propagation concept is used for the analysis.

Chapter 5 studies the random vibration of a typical weather protection system for space shuttles at a launch site. It is shown that the Timoshenko-beam model captures the essential structural behaviors of such a system. The use of the conventional Bernoulli-Euler beam theory may result in an error of about 50% in the computed mean-square value of the bending moments.

Chapter 6 to 9 are devoted to the analysis of nonlinear structures. Although there exist known methods to obtain exact mean-square responses of non-linear systems, they are applicable only to systems subjected to highly idealized random excitations. Therefore, the approximate method of stochastic linearization remains the only practical means to deal with complex continuous structures under rather general random loadings. In this report, a new energy-based stochastic linearization method is developed. Chapter 6 discusses its applications to discrete systems, whereas Chapters 7 and 8 deal with elastic beams. The simplest cases, for which exact solutions are obtainable, are considered in Chapter 7. The results are compared with those obtained from the conventional and the new stochastic linearization techniques. It is shown that the new stochastic linearization technique yields more accurate results than those from the conventional one. Chapter 8 investigates the nonlinear response of a beam when an exact solution is unavailable. The results must then be compared with those of Monte Carlo simulations. Again, superior performance of the suggested approximation technique is demonstrated.

The damping force is assumed to be viscous and linear in Chapters 7 and 8. This assumption is abandoned in Chapter 9. When both damping and the restoring force are nonlinear, the method of partial stochastic linearization is preferable, in which only the non-linear damping force in the original system is replaced by a linear viscous damping, while the non-linear restoring force remains unchanged. The replacement is based on the criterion that the same
average work is performed by the nonlinear damping force in the original system and its linear counterpart.

The possibilities of future research on this general subject are diverse. General commercially available computer software for engineering structures do not include programs for rigorous random vibration or convex analyses. Development of comprehensive finite element programs to incorporate random vibration and convex analyses into general purpose codes is therefore a must, especially for application to large-scale structures. It is hoped that these tasks can be addressed in phase III.
CHAPTER # 1:

Diagnosis of Local Modifications in the Boundary Conditions of a Rectangular Plate
DIAGNOSIS OF LOCAL MODIFICATIONS IN THE BOUNDARY CONDITIONS OF A RECTANGULAR PLATE

Isaac Elishakoff and Jianjie Fang

Center for Applied Stochastics Research and Department of Mechanical Engineering Florida Atlantic University Boca Raton, FL 33431-0991, USA

1. INTRODUCTION

There is a vast literature on the free vibrations, as well as forced vibrations, either due to deterministic or random excitations, of thin rectangular plates. To the best of our knowledge, in all these studies the boundary conditions along the edges of the plates are assumed as known. Hence the investigators consider all possible combinations of boundary conditions along edges, namely those of simply supported (SS), clamped (C), free (F), or, more generally, elastically supported (ES) conditions. The natural question arises: How to identify the "true" boundary conditions? In addition, the integrity of plate-like structures is often determined by the condition at the junction of the plate with the remainder of the structure. Diagnosis of the integrity of the junction can be performed by estimating the existing boundary conditions.

In this study the boundary condition diagnosis is formulated as a discrete multi-hypothesis decision problem. This facilitates diagnostic determination of global features of the boundary conditions, without the necessity of detailed full reconstruction of the boundary condition profile along the entire perimeter of the plate. In particular, we concentrate on diagnosis of localized alteration of the boundary conditions due to some adverse effects, including the high level
excitation. The boundary conditions are modeled in general as translational or rotational springs. In particular, the aims of the diagnosis are (a) to identify the interval along the boundary within which the spring stiffnesses deviate from the nominal values, and (b) to diagnose the best nominal value of the stiffness along the adversely attached boundary. This diagnosis is based on measurement of a certain number of natural frequencies of the plate. In this study, the boundary condition is specified by the torsional stiffness at each point of the continuous interface between the plate and the structure. Translational stiffness at the boundary is identified with infinity, for the sake of simplicity. This implies that the transverse displacement vanishes identically along the perimeter of the plate.

It must be stressed that diagnosis of the boundary conditions does not imply the complete identification of these continuous functions. Indeed, total reconstruction of the boundary stiffness functions is not only quite challenging but also unnecessary for many operational or maintenance decisions. Rather, diagnosis of the boundary condition means identification of the adversely affected region on the boundary and estimation of limits on the magnitude of the stiffness change. In other words, the diagnosis will be considered satisfactory even though the characterization of the boundary condition is still partial or fragmentary. We utilize convex models to represent the degree of uncertainty in the boundary condition modification which can acceptably remain after completing the diagnosis. This implies that diagnosis of the boundary condition in fact means identification of the convex model to which the actual boundary stiffness profile belongs.

This will then allow us to precisely formulate the diagnosis as a discrete multi-hypothesis decision problem with attendant formulation of the adaptive termination of this algorithm. The cornerstone of the method is the ability of evaluating the frequency spectrum of a plate with
specified boundary conditions, which can be performed analytically or numerically. This is necessary for implementing the minimum-distance decision algorithm upon which the diagnosis is based. In the present study we employ the generalized Bolotin's dynamic edge effect method to determine the approximate natural frequencies and normal modes of elastically supported isotropic, uniform rectangular plates. The entire procedure of diagnosis of local modifications is implemented with numerically simulated diagnosis.

2. CONVEX MODELS OF UNCERTAINTY

As indicated above, diagnosis of the boundary condition means, in this study, identification of the affected region on the boundary and estimation of limits on the magnitude of the stiffness change. It is assumed that only the torsional stiffness is modified by boundary condition failure. Convex models put forward by Ben-Haim and Elishakoff [1] will be used to specify the degree of precision required in the diagnosis of the boundary torsional stiffness profile.

A convex model is a set of functions. Each element of the set represents a possible realization of an uncertain quantity of interest. In our case, these functions are the torsional stiffness profiles $k(s)$, where $s$ is the position around the periphery of the plates. The diagnosis will be considered satisfactory when the uncertainty in the boundary condition has been reduced to an acceptable preselected level. Convex models will represent the acceptable uncertainty in the boundary condition. This means that diagnosis of the boundary condition is in fact no more than identification of the convex model to which the actual boundary stiffness profile belongs. It should be stressed again that the actual stiffness profile will not be identified; only the convex
model to which it belongs is sought by the diagnosis.

While several different convex models are available (see Ben-Haim and Elishakoff, [1]), the following simple model is particularly suitable for representing uncertain localized failures. Let \( S \) represent the boundary of the plate and let \( I_n, n = 1,...N \) denote subsets of the boundary \( S \). The sets \( I_n \) may be simple connected intervals, or unions of such intervals. Let \( \bar{k}(s) \) be the nominal torsional stiffness profile, \( s \in S \). We define convex models which are sets of stiffness profiles which deviate from the nominal profile only in a particular interval \( I_n \). Specifically, the convex model \( C_m \) is the following set of hypothesized stiffness profiles [2]:

\[
C_m = \left\{ k(s) : k(s) = \bar{k}(s), s \notin I_n; \ |k(s) - K_m| \leq \delta, s \in I_n \right\}
\]  

(1)

In other words, \( C_m \) is the set of torsional stiffness profiles \( k(s) \) which are equal to the nominal function \( \bar{k}(s) \) outside the region \( I_n \), but which deviate by as much as \( \pm \delta \) from the constant value \( K_m \) throughout the region \( I_n \). One recognizes that \( C_m \) is a localized uniform bound convex model.

3. MULTI-HYPOTHESIS DECISION

The reference values \( K_m \) in the convex models in Eq. (1) can assume any of the \( M \) different values \( K_1, ..., K_M \). Likewise, failure (i.e. "weakening" of the boundary conditions intended in the original design) can occur in any of \( N \) different boundary intervals, \( I_1, ..., I_N \). Thus diagnosis of the boundary condition involves deciding which of the \( MN \) convex models contains the true boundary stiffness profile. This decision is based on a multi-hypothesis formulation.
In its simplest form the multi-hypothesis decision algorithm requires the choice of one representative or hypothesized stiffness profile from each convex model. It should be noted that in its more general form, more than one hypothesized stiffness profile is chosen for each convex model. Let \( h_{mn}(s) \) denote the hypothesized stiffness profile from convex model \( C_{mn} \). That is, \( h_{mn}(s) \in C_{mn} \). Let \( \omega^{(mn)} = (\omega_1^{(mn)}, \ldots, \omega_J^{(mn)}) \) indicate a vector of \( J \) natural frequencies of a plate whose boundary stiffness profile is \( h_{mn}(s) \). Furthermore, let \( \Omega = (\Omega_1, \ldots, \Omega_J) \) represent the vector of measured natural frequencies of the same modes. Let \( \|x\| \) denote a norm of the vector \( x \).

The distance from the measured natural frequency vector \( \Omega \) to the anticipated natural frequency vector \( \omega^{(mn)} \) based on the \( mn \)th hypothesis is:

\[
H_{mn} = \| \Omega - \omega^{(mn)} \| \tag{2}
\]

It is reasonable to conclude that the true stiffness profile is likely to belong to the convex model whose anticipated spectrum of natural frequencies is closest to the measured spectrum. Let the pair of indices \( m_o \) and \( n_o \) satisfy:

\[
H_{m_o n_o} = \min_{m, n} H_{mn} \tag{3}
\]

The multi-hypothesis decision is that the true stiffness profile belongs to the convex model \( C_{m_o n_o} \).

4. DIAGNOSIS PROCEDURE

The decision algorithm implied by Eq. (3) will always reach a decision, regardless whether or not the least distance, \( H_{mn} \), is small. In other words, the multi-hypothesis will choose
the most likely one from among the available options, but none may be particularly convincing, due to unsatisfactory choice in the preliminary analysis.

Based on the assumption that all needed low-order frequencies of the plate are measured, the diagnosis procedure which we follow, in broad outline, is as follows:

1. **Construct** the convex model of the unknown boundary conditions by taking advantage of the available prior knowledge of the range of values which can reasonably be expected to occur. If such a knowledge is unavailable,

2. **Calculate** all the natural frequencies of interests for each hypothesized stiffness profile \( h_m(s) \) by employing the generalized Bolotin's dynamic edge effect method, or any other approximate, analytical, or purely numerical technique.

3. **Compute** the distances between the measured frequencies and the ones corresponding to hypothesized stiffnesses according to the general definition given in Eq. (2).

4. **Decide** which convex model is the most likely one, on the basis of minimum distance algorithm relation (3). If \( H_m \) is larger than a specified threshold value \( \theta \) then decision is deferred, and a new choice of the mostly convex model is made. The diagnosis process is terminated if

\[
H_m \leq \theta
\]  

As is seen, one of the cornerstone of the method is the ability to determine the natural frequencies of plates under arbitrary boundary conditions. This problem is addressed in the following section.

5. **CALCULATION OF EIGENFREQUENCY SPECTRA**

There exists an ample literature on vibration of elastic plates, as described in definitive
reviews by Leissa [3-5]. For plates with two opposite edges simply supported but with arbitrary boundary conditions along the remaining edges, exact solution is available. This class of vibration problems is referred to as Lévy problems. For non-Lévy problems exact solutions are presently unavailable and approximate techniques should be resorted to. Energy based techniques, like methods of Rayleigh, Rayleigh-Ritz, Galerkin, or the finite element methods are accurate and relatively incumbersome for the determination of the lower end of frequency spectrum. However, for higher frequencies use of energy methods becomes computationally expensive and cumbersome.

For higher frequencies, Bolotin [6] proposed so called dynamic edge effect method. It is based on the physical observation, that for high frequencies the mode shapes of plates of different boundary conditions have a somewhat similar behavior except in the zones near edges, where the effect of the boundary conditions is prominent. Bolotin therefore suggested to construct solutions emanating from each edge. In the interior region he "tailored" these solutions to yield two simultaneous characteristic equations. This method found ample popularity both in the East and the West (for appropriate bibliography one may consult review article by Elishakoff [7]). It turned out, however, that for certain instances it was impossible to construct solutions, having sufficient number of decaying terms, to converge to an interior solution. This phenomenon was called by Bolotin degeneracy of the dynamic edge effect method. The "cure" for such a situation was provided by Vijayakumar [8] and Elishakoff [9]. In particular in Ref. 9 it was suggested to solve two auxiliary Levy-type problems in conjunction with the relationship between the natural frequency and the modal numbers. In this formulation Bolotin's idea of necessity of decaying solutions towards the interior region was abandoned, and solution was
required to be valid in hypothesized "strips", somewhat similar to the original idea of Germaine (modified by Lagrange) to derive the very equations for the plate. Here we follow the generalization of Bolotin's dynamic edge effect method for the elastically supported plates, but in the framework of Ref. 9.

Differential equation of motion of Kirchoff-Love plate reads

$$D \nabla^2 \nabla^2 w + \rho h \frac{\partial^2 w}{\partial t^2} = 0$$

(5)

where $D$ is the flexural stiffness, $\rho$-material density, $h$-thickness, $w(x,y,t)$ - displacement $\nabla^2 = \frac{\partial^2}{\partial x^2} + \frac{\partial^2}{\partial y^2}$ Laplace operator, $x$ and $y$ space coordinates, $t$ - time. The boundary conditions for rotationally restrained rectangular plate are

$$\gamma_1 M_x = \alpha_1 \frac{\partial w}{\partial x} \quad x = 0$$

(6)

$$- \gamma_2 M_x = \alpha_2 \frac{\partial w}{\partial x} \quad x = a$$

(7)

$$\delta_1 M_y = \beta_1 \frac{\partial w}{\partial y} \quad y = 0$$

(8)

$$- \delta_2 M_y = \beta_2 \frac{\partial w}{\partial y} \quad y = b$$

(9)

$$w = 0 \quad \text{on} \quad S$$

(10)

where $a$ and $b$ are side lengths of the plate,
are the bending moments per unit length. Coefficients $\alpha_1$ and $\alpha_2$ are stiffnesses of rotational springs in the $x$ direction; $\beta_1$ and $\beta_2$ are stiffness of rotational springs in the $y$ direction. In addition, artificial parameters $\gamma_1, \gamma_2, \delta_1$ and $\delta_2$ are introduced. They take values either zero or unity, in order to accommodate various possible ideal boundary conditions. For example $\gamma_1 = 0, \alpha_1 = 0$ corresponds to the edge $x = 0$ being clamped; combination $\gamma_1 \neq 0, \alpha_1 = 0$ corresponds to simply supported edge.

For free vibrations we seek solution of the Eq. (5) in the form

$$w(x,y,t) = W(x,y)e^{i\omega t}$$

where $W(x,y)$ is the vibration mode and $\omega$ is the sought natural frequency. Eq. (5) becomes

$$DV^2V^2W - \rho \omega^2 W = 0 \quad (14)$$

Consider first the plate which is simply supported all round $S$, with boundary conditions

$$W = 0, \quad \nabla^2 W = 0 \quad (15)$$

The mode shape

$$W_{uv} = \sin \frac{u \pi x}{a} \sin \frac{v \pi y}{b} \quad (u, v = 1, 2, \ldots) \quad (16)$$

satisfies both the governing differential equation (14) and the boundary conditions (15). The

$$M_x = D\left(\frac{\partial^2 w}{\partial x^2} + \nu \frac{\partial^2 w}{\partial y^2}\right) \quad (11)$$

$$M_y = D\left(\frac{\partial^2 w}{\partial y^2} + \nu \frac{\partial^2 w}{\partial x^2}\right) \quad (12)$$
serial numbers \( u \) and \( v \) are positive integers, representing, respectively, number of half waves in \( x \) - and \( y \) - directions. The substitution of Eq. (16) into Eq. (14) yields the expression of the natural frequency

\[
\omega_{uv}^2 = \frac{D}{\rho h} \left[ \left( \frac{um}{a} \right)^2 + \left( \frac{vn}{b} \right)^2 \right]
\]  

(17)

We introduce the nondimensional frequency parameter \( \lambda_{uv} \), defined by

\[
\lambda_{uv} = \omega_{uv} a^2 \sqrt{\frac{\rho h}{D}} = \pi^2 \left[ u^2 + (a/b)^2 v^2 \right]
\]  

(18)

Consider now the plate with original boundary conditions specified in Eqs (6-10). Following the spirit of the Bolotin's dynamic edge effect method [6] as well as its generalization by Elishakoff [9], we represent the relationship between the natural frequency squared and modal numbers in a manner similar to the Eq. (17)

\[
\omega^2 = \frac{D}{\rho h} \left[ \left( \frac{pm}{a} \right)^2 + \left( \frac{qn}{b} \right)^2 \right]
\]  

(19)

where under new circumstances \( p \) and \( q \), are unknown positive decimal numbers rather than integers. Similar to Eq. (18), the corresponding nondimensional frequency \( \lambda \) is

\[
\lambda_{pq} = \omega a^2 \sqrt{\frac{\rho h}{D}} = \pi^2 \left[ p^2 + (a/b)^2 q^2 \right]
\]  

(20)

Eq. (14) becomes
The solution of this equation can be represented as composed of solutions $W_1$ and $W_2$ of following problems

$$
\nabla^2 \nabla^2 W - \left( \frac{p\pi}{a} \right)^2 + \left( \frac{q\pi}{b} \right)^2 W = 0
$$

(21)

These will be determined, as suggested by Elishakoff [9], from two auxiliary problems discussed below.

**FIRST AUXILIARY PROBLEM**

Consider the first auxiliary problem, referred to as $X$-Problem. We seek for the solution of Eq. (21) in the form

$$
W(x,y) = X(x) \sin \frac{q\pi y}{b}
$$

(24)

with boundary conditions, (6), and (7) and (10). Instead of Equations (22) and (23) we arrive at

$$
\frac{d^2}{dx^2} X_1 + \left( \frac{p\pi}{a} \right)^2 X_1 = 0
$$

(25)
\[
\frac{d^2 X}{dx^2} - \left[ \left( \frac{p_0}{a} \right)^2 + 2 \left( \frac{q_0}{b} \right)^2 \right] X = 0
\]  

(26)

The solution for the function \(X(x)\)

\[X(x) = X_1(x) + X_2(x)
\]

(27)

reads

\[X(x) = A_1 \sin \frac{p_0 x}{a} + A_2 \cos \frac{p_0 x}{a} + A_3 \sinh \frac{r_0 x}{a} + A_4 \cosh \frac{r_0 x}{a}
\]

(28)

where the first two terms are associated with Eq. (25) and the last two terms are associated with Eq. (26). In Eq. 26 the following notation has been used

\[r = p \sqrt{1 + 2 \left( \frac{q}{p} \right)^2 \left( \frac{a}{b} \right)^2}
\]

(29)

and \(A_j\) are constants of integration.

Boundary conditions (6), (7) and (10) lead following conditions for \(X(x)\)

\[X = 0, \quad \text{at} \quad x = 0, \quad x = a
\]

(30)

\[\gamma_1 D \frac{d^2 X}{dx^2} = \alpha_1 \frac{dX}{dx} \quad \text{at} \quad x = 0
\]

(31)

\[-\gamma_2 D \frac{d^2 X}{dx^2} = \alpha_2 \frac{dX}{dx} \quad \text{at} \quad x = a
\]

(32)

In writing Eqs (31) and (32) we have used the boundary conditions (6) and (7).

Satisfaction of boundary conditions leads to:
\( A_2 + A_4 = 0 \)  \hspace{1cm} (33)

\( A_1 s_1 + A_2 c_1 + A_3 S_1 + A_4 C_1 = 0 \)  \hspace{1cm} (34)

\[ A_1 \phi_1 + A_2 \gamma_1 p \pi + A_3 R \phi_1 - A_4 R^2 \gamma_1 p \pi = 0 \]  \hspace{1cm} (35)

\[ A_1 (\phi_2 c_1 - \gamma_2 p \pi s_1) - A_2 (\phi_2 s_1 + \gamma_2 p \pi c_1) \]

\[ + A_3 (\phi_2 R C_1 + \gamma_2 R^2 p \pi S_1) + A_4 (\phi_2 R S_1 + R^2 p \pi \gamma_2 C_1) = 0 \]  \hspace{1cm} (36)

where

\[ \phi_1 = \frac{\alpha_1 a}{D}, \quad \phi_2 = \frac{\alpha_2 a}{D}, \quad R = \frac{r}{p} \]  \hspace{1cm} (37)

\( s_1 = \sin(p \pi), \quad c_1 = \cos(p \pi), \quad S_1 = \sinh(r \pi), \quad C_1 = \cosh(r \pi) \)

\( \phi_1 \) and \( \phi_2 \) are nondimensional rotational spring stiffnesses.

Requiring that \( A_j \)'s do not vanish simultaneously results in a frequency determinant of the \( X \)-problem

\[
\begin{vmatrix}
0 & 1 & 0 & 1 \\
1 & c_1 & S_1 & C_1 \\
\phi_1 & \gamma_1 p \pi & R \phi_1 & -R^2 \gamma_1 p \pi \\
\phi_2 c_1 - \gamma_2 p \pi s_1 & -(\phi_2 s_1 + \gamma_2 p \pi c_1) & \phi_2 R C_1 + \gamma_2 R^2 p \pi S_1 & \phi_2 R S_1 + R^2 p \pi \gamma_2 C_1 \\
\end{vmatrix} = 0 \]  \hspace{1cm} (38)

This equation contains two unknowns \( p \) and \( q \). We will obtain a needed companion equation for determining these two unknowns by solving an analogous problem in the \( y \) direction.
SECOND AUXILIARY PROBLEM

Consider now the second auxiliary problem referred to as an Y-Problem. We seek for the solution of Eq. (21) in the form

\[ W(x,y) = Y(y) \sin \frac{p \pi x}{a} \]  

with boundary conditions (8) and (9). Instead of Equations (22) (23) and (10) we have

\[ \frac{d^2 Y_1}{dy^2} + \left( \frac{q \pi}{b} \right)^2 Y_1 = 0 \]  
\[ \frac{d^2 Y_2}{dy^2} - \left[ \left( \frac{q \pi}{b} \right)^2 + 2 \left( \frac{p \pi}{a} \right)^2 \right] Y_2 = 0 \]

The solution for the function \( Y(y) \)

\[ Y(y) = Y_1(y) + Y_2(y) \]

is given by

\[ Y(y) = B_1 \sin \frac{q \pi y}{b} + B_2 \cos \frac{q \pi y}{b} + B_3 \sinh \frac{z \pi y}{b} + B_4 \cosh \frac{z \pi y}{b} \]

where

\[ z = q \sqrt{1 + 2 \left( \frac{p}{q} \right)^2 \left( \frac{b}{a} \right)^2} \]

Note that \( z \) is obtained from the expression (29) for \( r \), by formal replacement of \( p \) by \( q \), of \( q \) by \( p \), of \( a \) by \( b \), and of \( b \) by \( a \).

The boundary conditions (8), (9), (10) read
\[ Y = 0, \quad \text{at} \quad y = 0, \quad y = b \] (45)

\[ \delta_1 D \frac{d^2 Y}{dy^2} = \beta_1 \frac{dY}{dy} \quad \text{at} \quad y = 0 \] (46)

\[ -\delta_2 D \frac{d^2 Y}{dy^2} = \beta_2 \frac{dY}{dy} \quad \text{at} \quad y = b \] (47)

Satisfaction of the boundary conditions leads to the following set of equations:

\[ B_2 + B_4 = 0 \] (48)

\[ B_1 s_2 + B_2 c_2 + B_3 s_2 + B_4 c_2 = 0 \] (49)

\[ B_1 \psi_1 + B_2 \delta_1 q \pi + B_3 Z \psi_1 - B_4 Z^2 \delta_1 q \pi = 0 \] (50)

\[ B_1 (\psi_2 c_2 - \delta_2 q \pi s_2) - B_2 (\psi_2 s_2 + \delta_2 q \pi c_2) + B_3 (\psi_2 Z c_2 - \delta_2 Z^2 q \pi s_2) + B_4 (\psi_2 Z s_2 + Z^2 q \pi \delta_2 c_2) = 0 \] (51)

where

\[ \psi_1 = \frac{\beta_1 b}{D}, \quad \psi_2 = \frac{\beta_2 b}{D}, \quad Z = \frac{z}{q} \] (52)

\[ s_2 = \sin(q \pi), \quad c_2 = \cos(q \pi), \quad S_2 = \sinh(z \pi), \quad C_2 = \cosh(z \pi) \]

Moreover, \( \psi_1 \) and \( \psi_2 \) are nondimensional rotational constants.

Requirement of nontriviality of the constants of integration yields the following determinant
In contrast to classical free vibration problems [3], here two equations in terms of determinants, namely Eq. (38) and Eq. (53), should be solved simultaneously to determine the decimal modal numbers \( p \) and \( q \). Their substitution into Eq. (19) yields the desired natural frequencies. It should be borne in mind that in contrast to energy based methods the determination of higher natural frequencies does not constitute a more difficult task than that of the low natural frequencies. In fact, the numerical effort for numerical evaluation of any natural frequency is essentially identical. The additional advantage of the present generalization of the Bolotin’s method consists in the possibility of evaluation of any preselected natural frequency. This is important in particular due to the diagnostic method adopted in section 3. The validity of the present generalization of Bolotin’s dynamic edge method is verified by comparing the present results with the results due to Leissa [4]. The comparisons are tabulated in the Appendix.

6. NUMERICAL EXAMPLE

1) Example 1

For simplicity, we first concentrate on the boundary condition diagnosis of a square plate \((a=b)\) with three edges clamped and the fourth edge elastically supported (C-C-C-ES) (see Fig. 1). The uncertain rotational stiffness of the latter edge of the plate, \( \beta_2 \), is represented by the convex model, given in Eq. (1). We need some partial information on the plate boundary...
condition, i.e. on $\beta_2$, to proceed with the diagnosis. Since no experimental results were available to present investigators, the simulated situation was constructed.

To simulate possession of some information about the to-be-diagnosed plate, we proceed as follows. We first investigate the extreme case with all four edges being clamped. The natural frequency parameter of the fundamental frequency by the present approximate analytical method is $\lambda_1 = 35.113$. The plate under consideration is an aluminum plate ($\rho = 268.7 \text{ kg/m}^3$) with both side lengths fixed at $a = b = 10 \text{ m}$, and thickness at $h = 0.1 \text{ m}$. We first determine, by numerical evaluation of the generalized Bolotin's method, the value of the rotational stiffness $\beta_2^*$ such that the first mode frequency will be some fraction (say, 97%) of the corresponding first mode frequency of the all-round clamped plate, namely $\lambda_1 = 34.060$. Numerical search yields the value of the nondimensional rotational stiffness $\beta_2^* = 1.522 \times 10^7 \text{ N}$. We note that in this case the numerical solution of Eq. (36) and Eq. (51) gives the values $p = 1.3417$ and $q = 1.2848$. For values of $\beta_2$ greater than $\beta_2^*$ the natural frequencies will be identified with those of essentially C-C-C-C plate. One would expect that beyond this value of the rotational spring coefficient identification of the "true" boundary condition would be difficult since all the plates with various $\beta > \beta_2^*$ actually are the same.

As it was mentioned above, performing actual experimental measurements was beyond the scope of the present study. In order to simulate the actual situation, we suppose that we may get, in principle, all needed measured frequencies of the plate whose rotational stiffness coefficient $\beta_2$ along the fourth edge should be identified. Let us visualize that the set of
measured nondimensional natural frequencies is given in Table 1. The notation \( \lambda_{(i)} \), where \( i \) is the sequence number of the frequency, is introduced in addition to the two index notation of frequency \( \lambda_{pq} \) because repeated frequencies are considered as a single frequency in this study. We note in passing that the frequency parameters in Table 1 were obtained by setting \( \beta_2 = 10^6 N \).

We visualize that this actual value of the rotational stiffness is unknown to us in our hypothetical experiment and we should identify the convex model which represents it in a best way.

Table 1  The first six nondimensional frequency parameters of the to-be-diagnosed plate, simulating the results of measurements

| \( \lambda_{(1)} \) | 31.942 |
| \( \lambda_{(2)} \) | 64.119 |
| \( \lambda_{(3)} \) | 71.088 |
| \( \lambda_{(4)} \) | 101.052 |
| \( \lambda_{(5)} \) | 117.479 |
| \( \lambda_{(6)} \) | 130.355 |

Since within the present procedure we assume that the alteration of the boundary conditions occurs along the entire length of the side, we set that \( N = 4 \) in Eq. (1) since the plate has four sides. Accordingly the subsets of the boundary \( S, I, n = 1, \ldots, 4 \), are \( \alpha_1, \beta_1, \alpha_2, \beta_2 \). Here the nominal values of torsional stiffness are denoted by \( \bar{\alpha}_1, \bar{\beta}_1, \bar{\alpha}_2, \bar{\beta}_2 \). As mentioned before, we assume three edges of the square plate to be clamped and the remaining edge (edge 4 in this case) to be elastically supported. Therefore, the nominal values of torsional stiffness
corresponding to the three clamped edges, denoted by $\bar{\alpha}_1, \bar{\beta}_1, \bar{\alpha}_2$, are infinite, that is $\bar{\alpha}_1 = \bar{\beta}_1 = \bar{\alpha}_2 \to \infty$. The fact that the nominal value of the elastically supported edge, $\beta_2$, is unknown and is to be identified suggests that it may need several estimations to reasonably represent the convex model for the stiffness $\beta_2$. We denote these reference values $\bar{\beta}_{2,m}$, where $m$ indicates the number of estimated nominal values. Then the general convex model set in Eq.(1) becomes

$$C_{m,4} = \{ \alpha_i, \beta_i, i = 1, 2: \alpha_i = \bar{\alpha}_i = \infty, i = 1, 2; \beta_1 = \bar{\beta}_1 = \infty; |\beta_2 - \bar{\beta}_{2,m}| \leq \delta_m \}$$

or, simply

$$C_{2,m} = \{ \beta_2; |\beta_2 - \bar{\beta}_{2,m}| \leq \delta_m \}$$

since only $\beta_2$, the stiffness of the elastically supported edge, is considered to be unknown.

The natural question arises: Is the convex modeling of the uncertain elastic supports along the fourth edge able to "uncover" the best convex model closest to this simulated situation?

To answer the above question it appears to be instructive to consider another question: "How to reasonably construct the convex model?" Conceivably, if the convex model of stiffness $\beta_2$ is constructed that can include the true value of $\beta_2$, the answer is "yes". Otherwise it makes no sense to try to single out the "best" stiffness from the wrong ones. It is quite natural to state that the estimated stiffness is likely to be far from the true one if the true stiffness can not be exactly or approximately represented by the elements of the hypothesized convex model. This happens since even the closest stiffness element in the convex set can be quite different from the
true one. Thus it is necessary to develop guidelines as how to choose the proper convex models, namely those which will necessarily contain possible realizations of an uncertain quantity of interest, and hence able to represent the uncertainty of the boundary conditions.

To illustrate the procedure to construct the convex model, we will investigate a quite general example in this section.

First we hypothesize the nominal value of stiffness $\beta_2$, say $\bar{\beta}_{z_1} = 0.65 \times 10^6 N$, and also set $\delta_1 = 0.15 \times 10^6 N$. The according convex model is $(0.5 \times 10^6, 0.8 \times 10^6) N$. As we will see later, the diagnosed stiffness will be identified at the upper bound of the interval (see Table 2). This implies that either this upper limit is a true value of $\beta_2$, or it is closest to the true $\beta_2$. Since it is improbable to "hit" the true value at the first trial, we conclude that the present convex model is not comprehensive and needs to be improved. The fact that the diagnosed value of $\beta_2$ lies at the upper bound of the interval suggests that a larger reference value $\bar{\beta}_{z_1}$ should be chosen.

Next we select $\bar{\beta}_{z_2} = 2.5 \times 10^6 N$ and set $\delta_2 = 0.5 \times 10^6 N$. Then the corresponding interval becomes $(2 \times 10^6, 3 \times 10^6) N$. As we can see from the results, the diagnosed stiffness $\beta_2$ in this case lies at the lower bound of the interval (see Table 3). Again we conclude that either this lower limit is the true value of $\beta_2$ or it is closest to $\beta_2$ within this "wrong" interval. This leads to creation of the final convex model $(0.8 \times 10^6, 2 \times 10^6) N$ (see Fig. 2), and we can be confident that it is able to include the true value of stiffness $\beta_2$. In practical situations, we may need several estimated models to construct the "final" convex model. Obviously the above situation represents the typical case that may occur. The procedure, in detail, is as follows:

1. **Measure** all the "necessary" natural frequencies of the actual plate (In this study, we assume
that they are all provided and listed in Table 1.)

2. **Construct** a convex set of boundary conditions. In this example it is \((0.5 \times 10^6, 0.8 \times 10^6)N\). The lower bound of boundary stiffness interval is denoted by \(\beta_2^a\), and the upper one by \(\beta_2^b\).

3. **Calculate** the natural frequencies of the plate with the boundary stiffness \(\beta_2\) equal to the midpoint value of the interval, \(\beta_2 = 0.65 \times 10^6 N\) in this example.

4. **Compute** the distances \(H\) between the measured and calculated natural frequencies with \(\beta_2 = \beta_2^1 = 0.65 \times 10^6 N\). It is well known that boundary conditions have a more pronounced effect in the range of the low frequencies than in the high frequency region. This means that we should put more "weight" when defining the norm on the low frequencies. Thus the distance between the natural frequencies in Eq. (2) can be defined specifically as:

\[
H_{mn} = \| \Lambda - \lambda^{(m)} \| = \sum_{i=1}^{4} \frac{|A_i - \lambda_i|}{\Lambda_i}
\]  

(56)

where \(\Lambda\) is the vector of nondimensionalized measured natural frequency \(\Omega\), and \(\lambda^{(m)}\) is the calculated one for the hypothesized stiffness.

5. **Compute** the distance \(H\) at values \(\beta_2 = \beta_2^1 + \Delta \beta\), denoted by \(H(\beta_2^1 + \Delta \beta)\) following the same way as step 4. We set \(\Delta \beta\) at \(1.0 \times 10^3 N\). The derivative of the distance \(H\) with respect to \(\beta_2\) can be approximately estimated by

\[
\frac{dH(\beta_2^1)}{d\beta_2} = \frac{H(\beta_2^1 + \Delta \beta) - H(\beta_2^1)}{H(\beta_2^1)}
\]  

(57)
6. Decide search direction of $\beta_2$ by the following manner:

a) If $H( \beta_2^1 + \Delta \beta) - H( \beta_2^1) < 0$, the stiffness $\beta_2$ should be increased.

b) If $H( \beta_2^1 + \Delta \beta) - H( \beta_2^1) > 0$, the stiffness $\beta_2$ should be decreased.

7. Choose the new search interval. In this study, it is always one half of the last search interval, and is created in such a way that the actual $\beta_2$ is always in the new interval, which is decided by the directional search. That is, if $dH(\beta_2^1)/d\beta_2^1 \leq 0$, the next diagnostic interval is $(\beta_2^1, \beta_2^*)$; if $dH(\beta_2^1)/d\beta_2^1 > 0$, the next diagnosis interval is $(\beta_2^*, \beta_2^1)$.

8. Calculate the natural frequency with the mid-point stiffness $\beta_2$ of the new interval, in the procedure following from step 3 to step 7 until the following criterion for termination is satisfied

$$|\beta_2^{(n+1)} - \beta_2^{(n)}| \leq \varepsilon$$

(58)

where $\beta_2^{(n)}$ denotes the $n$th diagnosed stiffness and $\beta_2^{(n+1)}$ the $(n+1)$th, from the next new interval following $\beta_2^{(n)}$. The value of $\varepsilon$ is chosen as $10^4 N$ in present example. Since the diagnosed $\beta_2$ seems to be on the upper bound of the interval (see Table 2), we have to choose a larger reference value of $\beta_2$, say $\overline{\beta}_{2,2}$. Let $\overline{\beta}_{2,2} = 2.5 \times 10^6 N$ and $\delta_2 = 0.5 \times 10^6 N$. Therefore a second interval $(2 \times 10^6, 3 \times 10^6) N$ is created.

9. Repeat the same procedure for the second model interval $(2 \times 10^6, 3 \times 10^6) N$ as for the interval $(0.5 \times 10^6, 0.8 \times 10^6) N$. The lower and upper bounds of diagnosed interval are also denoted by $\beta_2^*$. 
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and $\beta^b_2$, respectively.

10. Establish the convex model. Now one may notice that the diagnosed $\beta_2$ for the first interval tends to increase monotonically till $0.8 \times 10^6 N$ while for the second interval it decreased till $2.0 \times 10^6 N$. This implies that the true $\beta_2$ may lie in the range between $0.8 \times 10^6 N$ and $2.0 \times 10^6 N$. It is straight-forward to determine the final possible small range of $\beta_2$ by employing the procedure indicated in steps 3 to 8. The above general procedure is illustrated in Fig. 2.

Tables 2, 3, and 4 show the diagnosed intervals of every step for both initial hypothesized stiffness models and the final convex model, as well as the frequency distances at the corresponding mid-point values.

<table>
<thead>
<tr>
<th>step</th>
<th>lower bound $\times 10^{-6}$</th>
<th>upper bound $\times 10^4$</th>
<th>distance at midpoint $\beta^i_2$</th>
<th>distance at $\beta^i_2 + \Delta \beta$</th>
<th>sign of difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.8</td>
<td>1.0385</td>
<td>1.0374</td>
<td>-</td>
</tr>
<tr>
<td>2</td>
<td>0.65</td>
<td>0.8</td>
<td>0.8113</td>
<td>0.8095</td>
<td>-</td>
</tr>
<tr>
<td>3</td>
<td>0.725</td>
<td>0.8</td>
<td>0.6968</td>
<td>0.6935</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.7625</td>
<td>0.8</td>
<td>0.6403</td>
<td>0.6391</td>
<td>-</td>
</tr>
<tr>
<td>5</td>
<td>0.78125</td>
<td>0.8</td>
<td>0.6104</td>
<td>0.6096</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>0.79062</td>
<td>0.8</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
### Table 3

<table>
<thead>
<tr>
<th>step</th>
<th>lower bound $\times 10^{-6}$</th>
<th>upper bound $\times 10^{-6}$</th>
<th>distance at midpoint $\beta^1_2$</th>
<th>distance at $\beta^1_2 + \Delta\beta$</th>
<th>sign of difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2.0</td>
<td>2.5</td>
<td>3.6642</td>
<td>3.6672</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>2.0</td>
<td>2.25</td>
<td>3.1345</td>
<td>3.1345</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>2.0</td>
<td>2.125</td>
<td>2.8555</td>
<td>32.8564</td>
<td>+</td>
</tr>
<tr>
<td>4</td>
<td>2.0</td>
<td>2.0625</td>
<td>2.7120</td>
<td>2.7154</td>
<td>+</td>
</tr>
<tr>
<td>5</td>
<td>2.0</td>
<td>2.0313</td>
<td>2.6414</td>
<td>2.6514</td>
<td>+</td>
</tr>
<tr>
<td>6</td>
<td>2.0</td>
<td>2.0156</td>
<td>2.6135</td>
<td>2.6158</td>
<td>+</td>
</tr>
<tr>
<td>7</td>
<td>2.0</td>
<td>2.0078</td>
<td>2.5915</td>
<td>2.5929</td>
<td>+</td>
</tr>
</tbody>
</table>

### Table 4

<table>
<thead>
<tr>
<th>step</th>
<th>lower bound $\times 10^{-4}$</th>
<th>upper bound $\times 10^{-4}$</th>
<th>distance at midpoint $\beta^1_2$</th>
<th>distance at $\beta^1_2 + \Delta\beta$</th>
<th>sign of difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.7906</td>
<td>2.0078</td>
<td>1.1006</td>
<td>1.1043</td>
<td>+</td>
</tr>
<tr>
<td>2</td>
<td>0.7906</td>
<td>1.3992</td>
<td>0.2735</td>
<td>0.2766</td>
<td>+</td>
</tr>
<tr>
<td>3</td>
<td>0.7906</td>
<td>1.0949</td>
<td>0.1644</td>
<td>0.1527</td>
<td>-</td>
</tr>
<tr>
<td>4</td>
<td>0.9428</td>
<td>1.0949</td>
<td>0.0617</td>
<td>0.0635</td>
<td>+</td>
</tr>
<tr>
<td>5</td>
<td>0.9428</td>
<td>1.0188</td>
<td>0.0518</td>
<td>0.0491</td>
<td>-</td>
</tr>
<tr>
<td>6</td>
<td>0.9808</td>
<td>0.9998</td>
<td>0.0007</td>
<td>0.0021</td>
<td>+</td>
</tr>
</tbody>
</table>
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From the above example, the following guidelines are suggested to construct the convex model:

a) Initial Hypothesis: We first hypothesize one reference, nominal value of stiffness $\bar{\beta}_{2,m}$ and specify a certain $\delta_m$. As a result, a interval as in Eq.(54), $(\bar{\beta}_{2,m} - \delta_m, \bar{\beta}_{2,m} + \delta_m)$, is constructed and investigated by the present method. If the diagnosed $\beta_2$ belongs to this interval, the search process should identify it and thus the searching process should be terminated. This $\beta_2$ should be considered as the true value of stiffness. However, in most cases, due to the insufficient information, the reference value $\bar{\beta}_{2,m}$ may not be correct since the true value $\beta_2$ may not be included in the search interval. This situation will lead to the diagnosed value of stiffness $\beta_2$ to occur either at the upper or lower bound of the convex set. This would imply that more reasonable reference values have to be estimated and the previous convex model needs a correction or checking if the upper or lower bounds represent the true value.

b) Correction: When the hypothesized convex model needs to be corrected, we have to create other convex model(s) which will include the true value of stiffness $\beta_2$. Let us assume the diagnosed stiffness $\beta_2$ obtained in the initially hypothesized step lies at the lower bound of the interval, which means the true value of $\beta_2$ is equal or it is less than the lower bound of the interval. In the next step, we choose such a convex model among where all its values are less than those of the previous one. If the diagnosed stiffness $\beta_2$ of this convex model set also lies at the lower bound of the set, then we have to move the interval further to the left. Usually it is quite easy to create a convex model, such that the identified value of $\beta_2$ will suggest the upper bound of the interval, as long as the reference value $\bar{\beta}_{2,m}$ is small enough.
c) Final Hypothesis: Once having such two alternative convex models, a final convex model can be constructed with the two previous diagnosed stiffnesses $\beta_2$'s representing the upper and lower bounds. As a result the "true" $\beta_2$ is "caught" inside this model.

2) Example 2

In the second example, we will investigate the diagnosis of the alteration in the boundary condition of a square plate ($a=b$) with two adjacent edges clamped and the other two edges elastically supported (C-C-ES-ES) (see Fig.3). The uncertain rotational stiffnesses of the two elastically supported edges, $\alpha_2$ and $\beta_2$, are represented by the convex model, given in Eq.(1). As in the example 1, the simulated situation (natural frequencies and corresponding underlying rotational stiffnesses) is constructed since experimental measurements have not yet been performed.

Following the steps of imitating the real situation in the first example, we visualize that the set of measured nondimensional natural frequencies is given in Table 5. We note in passing that the frequency parameters in Table 5 were obtained by setting $\alpha_2=1\times10^6N$, $\beta_2=2\times10^6N$. The notations are same as that in example 1.
Table 5  The first six nondimensional frequency parameters of the to-be-diagnosed plate, simulating the results of measurements

| \( \lambda_{(1)} \) | 28.678 |
| \( \lambda_{(2)} \) | 62.882 |
| \( \lambda_{(3)} \) | 94.693 |
| \( \lambda_{(4)} \) | 117.162 |
| \( \lambda_{(5)} \) | 148.056 |
| \( \lambda_{(6)} \) | 191.336 |

As discussed before, the nominal values of torsional stiffnesses are denoted by \( \overline{\alpha}_1, \overline{\beta}_1, \overline{\alpha}_2, \overline{\beta}_2 \). Then the convex model set in Eq.(1) is as follows

\[
C_{m4} = \{ \alpha_1, \beta_1, i = 1, 2: \alpha_1 = \overline{\alpha}_1 = \infty, \beta_1 = \overline{\beta}_1 = \infty; |\alpha_2 - \overline{\alpha}_{2,m}| \leq \delta_m, |\beta_2 - \overline{\beta}_{2,m}| \leq \delta_m \}
\]

or, simply

\[
C_{z,m} = \{ \alpha_2, \beta_2: |\alpha_2 - \overline{\alpha}_{2,m}| \leq \delta_m, |\beta_2 - \overline{\beta}_{2,m}| \leq \delta_m \}
\]

since only \( \alpha_2 \) and \( \beta_2 \), the stiffnesses of the elastically supported edges, are considered to be unknown.

We will omit the intermediate steps to create the "final" convex model, since they are similar to those in example 1. Thus, we assume that we have arrived at the following convex model, \( \alpha_2 \in (0.1 \times 10^6, 10 \times 10^6) \text{N}, \beta_2 \in (0.1 \times 10^6, 10 \times 10^6) \text{N} \), which is large enough to include the
true values of stiffnesses $\alpha_2$ and $\beta_2$. The procedure, in detail, is as follows:

1. We measure all the "necessary" natural frequencies of the actual plate (In this study, we assume that they are all provided and listed in Table 5.)

2. We construct a convex set for altered boundary conditions. In this example it is $\alpha_2$, $\beta_2 \in (0.1 \times 10^6, 10 \times 10^6) N$. The lower bounds of boundary stiffness intervals are denoted by $\alpha_2^a$ and $\beta_2^a$, whereas the upper bounds are indicated by $\alpha_2^b$ and $\beta_2^b$, respectively.

3. We divide $(\alpha_2^a, \alpha_2^b)$ and $(\beta_2^a, \beta_2^b)$ into a number of equal intervals (20 intervals in this study).

For each interval's separation point $\alpha_2^i$ ($i = 1, 2, \ldots, 20$) in $(\alpha_2^a, \alpha_2^b)$, we calculate the distances $H_j$ between the measured and the calculated natural frequencies at all values of $\beta_2^j$ ($j = 1, 2, \ldots, 20$), and select the combination $(\alpha_2^i, \beta_2^j)$ at which the distance $H_j$ reaches minimum. This step is actually equivalent to choosing $(\alpha_2^i, \beta_2^j)$ among the 400 dividing points of $\alpha_2$ and $\beta_2$ such that $H_j$ attains its minimum. This may considerably save the storage due to the fact that some data becomes of no use once they are compared and need not to be stored any more.

5. We redefine a searching rectangular range with the identified $(\alpha_2^i, \beta_2^j)$ at step 4 as a center.

The side length of this rectangular area is twice the divided interval length. It can be readily seen that the present area of $\alpha_2$ and $\beta_2$ is one percent of the former one (see Fig. 4 & Fig. 5).

6. We repeat the procedure of step 3 through step 5 until certain convergence criterion is satisfied. In this example, the criterion was chosen as the increment in values of $\alpha_2$ and $\beta_2$.
between one search to another not to exceed $1 \times 10^9$N. The numerical results for $\alpha$'s and corresponding $\beta$'s at which the distances $H_i$ reach minimum in different searching areas are listed in tables 6-9.
Table 6 The values of $\alpha$ and $\beta$ at which Distances $H_j$ reach Minimum (First Searching Region)

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\beta$ at which $H$ is min.</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.100</td>
<td>3.565</td>
<td>2.3826</td>
</tr>
<tr>
<td>2</td>
<td>0.595</td>
<td>2.080</td>
<td>0.7270</td>
</tr>
<tr>
<td>3</td>
<td>1.090</td>
<td>2.080</td>
<td>0.4194</td>
</tr>
<tr>
<td>4</td>
<td>1.585</td>
<td>1.585</td>
<td>0.7438</td>
</tr>
<tr>
<td>5</td>
<td>2.080</td>
<td>1.090</td>
<td>1.2431</td>
</tr>
<tr>
<td>6</td>
<td>2.575</td>
<td>1.090</td>
<td>1.7717</td>
</tr>
<tr>
<td>7</td>
<td>3.070</td>
<td>0.595</td>
<td>2.1220</td>
</tr>
<tr>
<td>8</td>
<td>3.565</td>
<td>0.100</td>
<td>2.3838</td>
</tr>
<tr>
<td>9</td>
<td>4.060</td>
<td>0.100</td>
<td>2.7720</td>
</tr>
<tr>
<td>10</td>
<td>4.555</td>
<td>0.595</td>
<td>3.2664</td>
</tr>
<tr>
<td>11</td>
<td>5.050</td>
<td>0.100</td>
<td>3.4329</td>
</tr>
<tr>
<td>12</td>
<td>5.545</td>
<td>0.100</td>
<td>3.7206</td>
</tr>
<tr>
<td>13</td>
<td>6.040</td>
<td>0.100</td>
<td>3.9796</td>
</tr>
<tr>
<td>14</td>
<td>6.535</td>
<td>0.100</td>
<td>4.2172</td>
</tr>
<tr>
<td>15</td>
<td>7.030</td>
<td>0.100</td>
<td>4.4345</td>
</tr>
<tr>
<td>16</td>
<td>7.525</td>
<td>0.100</td>
<td>4.6350</td>
</tr>
<tr>
<td>17</td>
<td>8.020</td>
<td>0.100</td>
<td>4.8179</td>
</tr>
<tr>
<td>18</td>
<td>8.515</td>
<td>0.100</td>
<td>4.9910</td>
</tr>
<tr>
<td>19</td>
<td>9.010</td>
<td>0.100</td>
<td>5.1491</td>
</tr>
<tr>
<td>20</td>
<td>9.505</td>
<td>0.100</td>
<td>5.2994</td>
</tr>
<tr>
<td>21</td>
<td>10.000</td>
<td>0.100</td>
<td>5.4382</td>
</tr>
</tbody>
</table>
Table 7 The values of $\alpha$ and $\beta$ at which Distances $H_j$ reach Minimum (Second Searching Region)

<table>
<thead>
<tr>
<th>$\alpha$</th>
<th>$\beta$ at which $H$ is min.</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5950</td>
<td>2.4270</td>
<td>0.5836</td>
</tr>
<tr>
<td>0.6445</td>
<td>2.4270</td>
<td>0.5006</td>
</tr>
<tr>
<td>0.6940</td>
<td>2.3280</td>
<td>0.4316</td>
</tr>
<tr>
<td>0.7435</td>
<td>2.2290</td>
<td>0.3654</td>
</tr>
<tr>
<td>0.7930</td>
<td>2.2780</td>
<td>0.2850</td>
</tr>
<tr>
<td>0.8425</td>
<td>2.1790</td>
<td>0.2144</td>
</tr>
<tr>
<td>0.8920</td>
<td>2.1300</td>
<td>0.1448</td>
</tr>
<tr>
<td>0.9415</td>
<td>2.0310</td>
<td>0.0834</td>
</tr>
<tr>
<td>0.9910</td>
<td>2.0310</td>
<td>0.0642</td>
</tr>
<tr>
<td>1.0410</td>
<td>1.9810</td>
<td>0.0569</td>
</tr>
<tr>
<td>0.1090</td>
<td>1.9320</td>
<td>0.1238</td>
</tr>
<tr>
<td>1.1400</td>
<td>1.8330</td>
<td>0.1791</td>
</tr>
<tr>
<td>1.1890</td>
<td>1.7830</td>
<td>0.2424</td>
</tr>
<tr>
<td>1.2390</td>
<td>1.7340</td>
<td>0.3046</td>
</tr>
<tr>
<td>1.2880</td>
<td>1.6840</td>
<td>0.3651</td>
</tr>
<tr>
<td>1.3380</td>
<td>1.6350</td>
<td>0.4241</td>
</tr>
<tr>
<td>1.3870</td>
<td>1.5850</td>
<td>0.4824</td>
</tr>
<tr>
<td>1.4370</td>
<td>1.5850</td>
<td>0.5494</td>
</tr>
<tr>
<td>1.4860</td>
<td>1.5850</td>
<td>0.6155</td>
</tr>
<tr>
<td>1.5360</td>
<td>1.5850</td>
<td>0.6798</td>
</tr>
<tr>
<td>1.5850</td>
<td>1.5850</td>
<td>0.7438</td>
</tr>
</tbody>
</table>
Table 8: The values of $\alpha$ and $\beta$ at which Distances $H_i$ reach Minimum (Third Searching Region)

<table>
<thead>
<tr>
<th></th>
<th>$\alpha$</th>
<th>$\beta$ at which $H$ is min.</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9910</td>
<td>2.011</td>
<td>0.0119</td>
</tr>
<tr>
<td>2</td>
<td>0.9959</td>
<td>2.006</td>
<td>0.0068</td>
</tr>
<tr>
<td>3</td>
<td>1.001</td>
<td>2.001</td>
<td>0.0038</td>
</tr>
<tr>
<td>4</td>
<td>1.006</td>
<td>1.996</td>
<td>0.0083</td>
</tr>
<tr>
<td>5</td>
<td>1.011</td>
<td>1.991</td>
<td>0.0147</td>
</tr>
<tr>
<td>6</td>
<td>1.016</td>
<td>1.981</td>
<td>0.0212</td>
</tr>
<tr>
<td>7</td>
<td>1.021</td>
<td>1.976</td>
<td>0.0279</td>
</tr>
<tr>
<td>8</td>
<td>1.026</td>
<td>1.971</td>
<td>0.0341</td>
</tr>
<tr>
<td>9</td>
<td>1.031</td>
<td>1.966</td>
<td>0.0407</td>
</tr>
<tr>
<td>10</td>
<td>1.036</td>
<td>1.956</td>
<td>0.0466</td>
</tr>
<tr>
<td>11</td>
<td>1.041</td>
<td>1.951</td>
<td>0.0539</td>
</tr>
<tr>
<td>12</td>
<td>1.045</td>
<td>1.946</td>
<td>0.0598</td>
</tr>
<tr>
<td>13</td>
<td>1.050</td>
<td>1.941</td>
<td>0.0669</td>
</tr>
<tr>
<td>14</td>
<td>1.055</td>
<td>1.932</td>
<td>0.0723</td>
</tr>
<tr>
<td>15</td>
<td>1.060</td>
<td>1.932</td>
<td>0.0793</td>
</tr>
<tr>
<td>16</td>
<td>1.065</td>
<td>1.932</td>
<td>0.0873</td>
</tr>
<tr>
<td>17</td>
<td>1.070</td>
<td>1.932</td>
<td>0.0939</td>
</tr>
<tr>
<td>18</td>
<td>1.075</td>
<td>1.932</td>
<td>0.1009</td>
</tr>
<tr>
<td>19</td>
<td>1.080</td>
<td>1.932</td>
<td>0.1089</td>
</tr>
<tr>
<td>20</td>
<td>1.085</td>
<td>1.932</td>
<td>0.1159</td>
</tr>
<tr>
<td>21</td>
<td>1.090</td>
<td>1.936</td>
<td>0.1237</td>
</tr>
</tbody>
</table>
# Table 9: The values of α and β at which Distances $H_j$ reach Minimum (Fourth Searching Region)

<table>
<thead>
<tr>
<th></th>
<th>α</th>
<th>β at which $H$ is min.</th>
<th>$H$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.9959</td>
<td>2.004</td>
<td>0.0046</td>
</tr>
<tr>
<td>2</td>
<td>0.9964</td>
<td>2.004</td>
<td>0.0041</td>
</tr>
<tr>
<td>3</td>
<td>0.9969</td>
<td>2.003</td>
<td>0.0032</td>
</tr>
<tr>
<td>4</td>
<td>0.9974</td>
<td>2.003</td>
<td>0.0029</td>
</tr>
<tr>
<td>5</td>
<td>0.9979</td>
<td>2.003</td>
<td>0.0022</td>
</tr>
<tr>
<td>6</td>
<td>0.9984</td>
<td>2.001</td>
<td>0.0021</td>
</tr>
<tr>
<td>7</td>
<td>0.9989</td>
<td>2.001</td>
<td>0.0006</td>
</tr>
<tr>
<td>8</td>
<td>0.9994</td>
<td>2.001</td>
<td>0.0008</td>
</tr>
<tr>
<td>9</td>
<td>0.9999</td>
<td>2.000</td>
<td>0.0005</td>
</tr>
<tr>
<td>10</td>
<td>1.000</td>
<td>2.000</td>
<td>0.0009</td>
</tr>
<tr>
<td>11</td>
<td>1.001</td>
<td>2.000</td>
<td>0.0016</td>
</tr>
<tr>
<td>12</td>
<td>1.001</td>
<td>1.998</td>
<td>0.0025</td>
</tr>
<tr>
<td>13</td>
<td>1.002</td>
<td>1.999</td>
<td>0.0027</td>
</tr>
<tr>
<td>14</td>
<td>1.002</td>
<td>1.999</td>
<td>0.0036</td>
</tr>
<tr>
<td>15</td>
<td>1.003</td>
<td>1.997</td>
<td>0.0038</td>
</tr>
<tr>
<td>16</td>
<td>1.003</td>
<td>1.998</td>
<td>0.0045</td>
</tr>
<tr>
<td>17</td>
<td>1.004</td>
<td>1.996</td>
<td>0.0051</td>
</tr>
<tr>
<td>18</td>
<td>1.004</td>
<td>1.996</td>
<td>0.0060</td>
</tr>
<tr>
<td>19</td>
<td>1.005</td>
<td>1.996</td>
<td>0.0064</td>
</tr>
<tr>
<td>20</td>
<td>1.005</td>
<td>1.997</td>
<td>0.0074</td>
</tr>
<tr>
<td>21</td>
<td>1.006</td>
<td>1.996</td>
<td>0.0083</td>
</tr>
</tbody>
</table>
6. DISCUSSION AND CONCLUSIONS

The generalized Bolotin's dynamic edge effect method, combined with the approach of the convex modeling of uncertainty, has been employed to estimate the convex models associated with the alteration of the boundary conditions of thin uniform rectangular plates. For determination of the natural frequencies the generalized version [7] of the Bolotin's dynamic edge-effect method [6] was employed. The essential advantage of this general method is the possibility of finding the natural frequencies for any preselected pair of mode numbers. We have shown in the Appendix, by comparing the nondimensional frequency parameters with those due to Leissa [4] and Gorman [10], that the use of "postulate" (20) and of two Levy's type solutions to approximate natural frequencies leads to very accurate results.

The main idea implemented in the present paper is the convex modeling of uncertainty, as applied to the diagnosis of local modifications in the boundary conditions. In order to describe the alteration in the boundary stiffness of the plate, convex models are utilized to specify the possible realizations of boundary conditions. In the next step the multi-hypothesis decision is implemented, based on the minimum distance algorithm.

For the sake of simplicity, plates with one or two edges elastically supported and the rest clamped were investigated. Two possible kinds of convex models for the stiffness of the elastically supported edge were constructed. The multi-hypothesis diagnosis, in conjunction with the generalized dynamic edge effect method, proved to be a fairly successful technique.
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APPENDIX

The numerical procedure of solving the first and the second auxiliary problems, resulting in Eq. (38) and Eq. (53), is carried out by applying Newton-Raphson method. Here Eqs. (36) and (51) are denoted as

\begin{align*}
F(p, q) &= 0 \\
G(p, q) &= 0
\end{align*}

(A.1) (A.2)

They can be put in the expanded form as follows

\begin{align*}
\pi^2 \gamma_1 s_1 p^2 R^4 + 2 \pi^2 \gamma_1 s_1 s_1 p^2 R^2 + \pi^2 \gamma_1 s_1 s_1 p^2 + \pi \gamma_2 \phi_1 C_1 s_1 p R^3 + \\
\pi \gamma_1 \phi_2 C_1 s_1 p R^3 - \pi \gamma_2 \phi_1 C_1 s_1 p R^2 - \pi \gamma_1 \phi_2 C_1 s_1 s_1 p R^2 + \pi \gamma_1 \phi_1 C_1 s_1 p R + \\
\pi \gamma_1 \phi_2 C_1 s_1 p R - \pi \gamma_2 \phi_1 C_1 s_1 p - \pi \gamma_1 \phi_2 C_1 s_1 s_1 p + \phi_1 \phi_2 s_1 s_1 R^2 + \phi_1 \phi_2 s_1^2 R + \\
\phi_1 \phi_2 c_1^2 R - 2 \phi_1 \phi_2 c_1 C_1 R - \phi_1 \phi_2 s_1^2 R + \phi_1 \phi_2 C_1^2 R - \phi_1 \phi_2 s_1 s_1 = 0
\end{align*}

(A.3)

\begin{align*}
\pi^2 \delta_1 s_1 s_1 q^2 Z^4 + 2 \pi^2 \delta_1 s_1 s_1 s_1 q^2 Z^2 + \pi^2 \delta_1 s_1 s_1 s_1 q^2 + \pi \delta_2 \psi_1 C_1 s_1 q Z^3 + \\
\pi \delta_1 \psi_2 C_1 s_1 q Z^3 - \pi \delta_2 \psi_1 C_2 s_1 q Z^2 - \pi \delta_1 \psi_2 C_2 s_1 q Z + \phi_1 \phi_2 s_1 s_1 s_1 q + \phi_1 \phi_2 s_1^2 q + \\
\phi_1 \phi_2 C_1^2 s_1 s_1 q - \phi_1 \phi_2 s_1^2 s_1 q + \phi_1 \phi_2 C_1 s_1 Z - \phi_1 \phi_2 s_1^2 q + \phi_1 \phi_2 s_1 s_1 Z + \\
\phi_1 \phi_2 C_1 s_1 Z - 2 \phi_1 \phi_2 c_1 C_1 Z - \phi_1 \phi_2 s_1^2 Z + \phi_1 \phi_2 s_1 s_1 Z - \phi_1 \phi_2 s_1^2 Z = 0
\end{align*}

(A.4)

According to Newton-Raphson method, the above two equations are approximately replaced by

\begin{align*}
F(p, q) &= F_i + \left( \frac{\partial F}{\partial p} \right)_i (p - p_i) + \left( \frac{\partial F}{\partial q} \right)_i (q - q_i) = 0 \\
G(p, q) &= G_i + \left( \frac{\partial G}{\partial p} \right)_i (p - p_i) + \left( \frac{\partial G}{\partial q} \right)_i (q - q_i) = 0
\end{align*}

(A.5) (A.6)
where \( p_i \) and \( q_i \) are the values of roots of Eqs. \((A\cdot 1)\) and \((A\cdot 2)\) in \( i \)th iteration and
\[
F_i = F(p_i, q_i), \quad G_i = G(p_i, q_i).
\]
The \((i+1)\)th iteration of the above solution yields
\[
p_{i+1} = p_i + \frac{a_{12}G_i - a_{22}F_i}{a_{11}a_{22} - a_{12}a_{21}} \quad (A\cdot 7)
\]
\[
q_{i+1} = q_i + \frac{a_{21}F_i - a_{11}G_i}{a_{11}a_{22} - a_{12}a_{21}} \quad (A\cdot 8)
\]
where \( a_{11}, a_{12}, a_{21}, \) and \( a_{22} \) denote, respectively,
\[
a_{11} = \left( \frac{\partial F}{\partial p} \right)_{p=p_i, \ q=q_i}, \quad a_{12} = \left( \frac{\partial F}{\partial q} \right)_{p=p_i, \ q=q_i}
\]
\[
a_{21} = \left( \frac{\partial G}{\partial p} \right)_{p=p_i, \ q=q_i}, \quad a_{22} = \left( \frac{\partial G}{\partial q} \right)_{p=p_i, \ q=q_i} \quad (A\cdot 9)
\]
The derivatives \( \partial F/\partial p, \ \partial F/\partial q, \ \partial G/\partial p, \ \partial G/\partial q \) were evaluated analytically using the computerized symbolic algebraic code REDUCE. In the \( p-q \) plane, the square defined by the lines \( p=m, \ p=m+1, \ q=n, \ q=n+1, \) where \( m \) and \( n \) are any positive integers, there is only one root of Eqs. \((A\cdot 1)\) and \((A\cdot 2)\) (see Fig. 3). This allows us to find the natural frequency for any given pair of numbers \( m, n \) so long as the initial values of \( p \) and \( q \) are properly chosen.

In Tables \( A-D \) the results are presented for the frequency parameters \( \lambda = \omega a^2 \sqrt{p h/D} \) computed using both the present generalization of Bolotin’s dynamic edge effect method, and the Rayleigh-Ritz method adopted by Leissa [4]. In cases where Leissa’s results are not available, the results by Gorman [10] are cited and denoted by the star. It should be noted that the mode sequence numbers, cited from Ref. [4], are somewhat different from those in Ref. [4], because repeated frequencies are considered here as one.
Table A

Comparison of frequency parameters \( \lambda = \omega a^2 \sqrt{\rho h/D} \) (SS-C-SS-SS Plates)

<table>
<thead>
<tr>
<th>Mode Sequence</th>
<th>a/b=2/3</th>
<th>a/b=1.0</th>
<th>a/b=1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ref. 3</td>
<td>Present</td>
<td>Ref. 3</td>
</tr>
<tr>
<td>1</td>
<td>15.578</td>
<td>15.578</td>
<td>23.646</td>
</tr>
<tr>
<td>2</td>
<td>31.072</td>
<td>31.072</td>
<td>51.674</td>
</tr>
<tr>
<td>3</td>
<td>44.564</td>
<td>44.564</td>
<td>58.646</td>
</tr>
<tr>
<td>4</td>
<td>55.393</td>
<td>55.393</td>
<td>86.135</td>
</tr>
<tr>
<td>5</td>
<td>59.463</td>
<td>59.463</td>
<td>100.270</td>
</tr>
<tr>
<td>6</td>
<td>83.438</td>
<td>83.606</td>
<td>113.228</td>
</tr>
</tbody>
</table>

Table B

Comparison of frequency parameters \( \lambda = \omega a^2 \sqrt{\rho h/D} \) (C-C-C-C Plates)

<table>
<thead>
<tr>
<th>Mode Sequence</th>
<th>a/b=2/3</th>
<th>a/b=1.0</th>
<th>a/b=1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ref. 3</td>
<td>Present</td>
<td>Ref. 3</td>
</tr>
<tr>
<td>1</td>
<td>27.010</td>
<td>26.582</td>
<td>35.992</td>
</tr>
<tr>
<td>2</td>
<td>41.716</td>
<td>41.191</td>
<td>73.413</td>
</tr>
<tr>
<td>3</td>
<td>66.143</td>
<td>66.172</td>
<td>108.27</td>
</tr>
<tr>
<td>4</td>
<td>79.850</td>
<td>78.766</td>
<td>131.64</td>
</tr>
<tr>
<td>5</td>
<td>100.85</td>
<td>103.730</td>
<td>165.00(^2)</td>
</tr>
</tbody>
</table>

\(^1\)After Gorman’s [10] result (\(\lambda=41.25\)) is multiplied by four, since the side lengths in Ref. 10 are taken as 2a and 2b.
Table C

Comparison of frequency parameters $\lambda = \omega a^2 \sqrt{\rho h/D}$ (C-C-C-SS Plates)

<table>
<thead>
<tr>
<th>Mode Sequence</th>
<th>a/b=2/3</th>
<th>a/b=1.0</th>
<th>a/b=1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ref. 3</td>
<td>Present</td>
<td>Ref. 3</td>
</tr>
<tr>
<td>1</td>
<td>25.861</td>
<td>25.692</td>
<td>31.829</td>
</tr>
<tr>
<td>2</td>
<td>38.102</td>
<td>37.837</td>
<td>63.347</td>
</tr>
<tr>
<td>3</td>
<td>60.325</td>
<td>60.111</td>
<td>71.084</td>
</tr>
<tr>
<td>4</td>
<td>65.516</td>
<td>65.447</td>
<td>100.83</td>
</tr>
<tr>
<td>5</td>
<td>77.563</td>
<td>77.357</td>
<td>116.40</td>
</tr>
<tr>
<td>6</td>
<td>92.154</td>
<td>98.374</td>
<td>130.37</td>
</tr>
</tbody>
</table>

Table D

Comparison of Frequency Parameters $\lambda = \omega a^2 \sqrt{\rho h/D}$ (C-C-SS-SS plates)

<table>
<thead>
<tr>
<th>Mode Sequence</th>
<th>a/b=2/3</th>
<th>a/b=1.0</th>
<th>a/b=1.5</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Ref. 3</td>
<td>Present</td>
<td>Ref. 3</td>
</tr>
<tr>
<td>1</td>
<td>19.952</td>
<td>19.853</td>
<td>27.056</td>
</tr>
<tr>
<td>2</td>
<td>34.024</td>
<td>33.907</td>
<td>60.544</td>
</tr>
<tr>
<td>3</td>
<td>54.370</td>
<td>54.326</td>
<td>92.865</td>
</tr>
<tr>
<td>4</td>
<td>57.517</td>
<td>57.429</td>
<td>114.57</td>
</tr>
<tr>
<td>5</td>
<td>67.815</td>
<td>67.694</td>
<td>146.0*</td>
</tr>
<tr>
<td>6</td>
<td>90.069</td>
<td>90.013</td>
<td>188.5*</td>
</tr>
</tbody>
</table>
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Fig. 1  A plate with three edges clamped and the fourth edge elastically supported (ES).
Fig. 2 The process of creating the "final" convex model.
Fig. 3 The mode sequence numbers by generalized Bolotin's dynamic edge effect method.
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Abstract: The study deals with the identification of the boundary conditions by the finite element method. The identification of the convex model, to which the boundary stiffnesses belong, rather than the total reconstruction of the boundary conditions, is performed. Two example problems of the beams, one uniform and the other nonuniform, both clamped at one end and elastically supported at the other, are considered and numerically evaluated in detail.

1. INTRODUCTION

The vibration problems of beams, either due to deterministic or random excitations, have been widely investigated. To the best of our knowledge, in most of these studies the boundary conditions at the ends of the beam are assumed as known (Gorman, 1975; Weaver, Timoshenko, and Young, 1990). Most investigators consider all possible combinations of boundary conditions at the ends, namely those of simply supported (SS), clamped (C), free (F), or, more generally, elastically supported (ES) ends. However, in practical problems, engineers usually do not have the exact information associated with the boundary conditions; they may, however, possess some fragmentary knowledge about those boundary conditions, such as the probable ranges of the boundary springs' stiffnesses. The natural question arises: How to identify the "true" boundary conditions based on the partial knowledge?

Boundary conditions have traditionally been modeled as axial and torsional springs or translational and rotational springs at the boundaries. Identification of parameters such as spring
stiffnesses has usually been considered within the context of identifying mass and stiffness matrices from measured eigenvectors (Baruch, 1982; Kabe, 1985; Baruh and Meirovitch, 1985; Dong, Cheng, and Qi, 1991). Identification of eigenvalues and eigenvectors form the system response is a popular subject and there are several methods available, such as those in Refs. (Ibrahim, 1983; Ewins and Gleeson, 1982; Juang and Pappa, 1985). Baruh and Boka (1993) recently presented a procedure for the identification of the spring constants, by assuming that a number of eigenvalues and eigenvectors are known and making use of identified eigenvectors and orthogonality conditions.

To the best of the authors' knowledge, the convex treatment of the uncertainty in boundary conditions was addressed only by Ben-Haim and Natke (1992, 1993). They represented this uncertainty by convex models, which are sets of mathematical entities such as functions, vectors or matrices (for more details about convex modeling of uncertainty one may consult the monograph by Ben-Haim and Elishakoff (1990)). For example, in Ref. (Ben-Haim and Natke, 1993), an adaptive diagnosis procedure was developed and furthermore, the performance of this procedure with uncertainty characterized by the convex models was studied.

In this study, the incomplete or partial knowledge about the boundary conditions is characterized by the convex model. The main idea about convex models for uncertainty is stated in the following section. It must be stressed that diagnosis of the boundary conditions within the convex modeling does not imply the complete identification of the spring constants in the beam problem. Indeed, total reconstruction of the boundary stiffnesses is not only quite challenging but may be unnecessary for many operational or maintenance decisions. Rather, diagnosis of the boundary conditions may mean identification of the adversely affected boundary (x=0 or x=L, where x is the axial coordinate and L is the length of the beam), and moreover, estimation of limits on the magnitude of the stiffness change of the elastic strings modeling the actual boundary conditions. Once convex models of the boundary conditions are constructed, the diagnostic process in fact implies identifying, in the convex model, the element to which the actual boundary stiffness belongs.

This will then allow us to precisely formulate the diagnosis as a discrete multi-hypothesis decision problem with attendant formulation of the adaptive termination of this algorithm. The boundary conditions are generally modeled in terms of both translational and rotational springs.
The present diagnosis is based on measurement of a certain number of natural frequencies of the beam. The integral part of the method is the subprocess of evaluating the frequencies of a beam with specified boundary conditions, which can be performed analytically for the uniform beams, or numerically for the non-uniform beams, by using the versatile finite element method or other approximate techniques. The class to which the "true" boundary stiffness belongs, can then be identified by the convex modeling and implementing the decision algorithm of the suitably chosen minimum distance between natural frequencies, or other suitable criteria.

2. CONVEX MODELS OF UNCERTAINTY

As indicated above, identification of the boundary condition means identifying in the convex model the element to which the actual boundary stiffness belongs. In this study, convex models developed by Ben-Haim and Elishakoff (1990) are employed to specify the degree of precision required in the diagnosis of the boundary translational and rotational stiffnesses.

A convex model is a set possessing certain convexity properties. Each element of the set represents a possible realization of an uncertain quantity of interest. In our case, these elements are intervals within which the "true" stiffnesses, \( K_i \)'s, are possibly located, where \( i=1,2 \) are associated with translational and rotational stiffnesses, respectively. Therefore, elements in this convex model can represent the acceptable uncertainty in the boundary condition. The diagnosis will be considered satisfactory when the uncertainty in the boundary condition has been "reduced" to an preselected level, i.e. when the interval with sufficient small length has been found to yield corresponding actual measured frequencies of the beam. This means that diagnosis of the boundary condition is in fact no more than identification of the interval to which the actual boundary stiffness belongs. It should be stressed again that the actual stiffness will not be identified; only the interval to which it belongs is sought by the diagnosis.

While several different convex models are available (Ben-Haim and Elishakoff, 1990), the following simple model is particularly suitable for the beam problem. Let \( K_i^{(m)} \) be the nominal stiffnesses, where \( m=1, \ldots, M \) is the total number of convex models, and \( i=1,2 \), corresponding to the translational and rotational stiffnesses, respectively. We define the convex model as a set of stiffness intervals whose centers are located at the nominal values. Specifically, the convex
model $C$ is the following set of hypothesized stiffness intervals:

$$C = \{ c_m, m=1,2,\cdots,M \}$$

(1)

where $c_m$ is

$$c_m = \left\{ K_i : |K_i - K_i^{(m)}| \leq \delta, \ i = 1,2 \right\}$$

(2)

In other words, $c_m$ is the set of translational and rotational stiffness intervals which deviate by as much as $\pm \delta$ from the constant value $K_i^{(m)}$. One recognizes that $C$ is a uniform bound convex model.

3. MULTI-HYPOTHESIS DECISION

The reference values $K_i^{(m)}$ in the convex models in Eq. (1) can assume any of the $M$ different values $K_i^{(1)}, K_i^{(2)}, \ldots, K_i^{(M)}$. Thus diagnosis of the boundary condition involves deciding which of the $M$ convex models contains the true boundary stiffness. This decision is based on a multi-hypothesis formulation (Wald, 1947).

In its simplest form the multi-hypothesis decision algorithm requires the choice of one representative or hypothesized stiffness from each element in the convex model. It should be noted that in its more general form, more than one hypothesized stiffness is chosen for each convex model. Let $h_m$ denote the hypothesized stiffness from the element $c_m$. That is, $h_m \in c_m$. Let $\omega^{(m)} = (\omega_1^{(m)}, \ldots, \omega_J^{(m)})$ indicate a vector of the first $J$ natural frequencies of a beam whose boundary stiffness is $h_m$. Furthermore, let $\Omega = (\Omega_1, \ldots, \Omega_J)$ represent the vector of measured natural frequencies.

The "distance" from the measured natural frequency vector $\Omega$ to the anticipated natural frequency vector $\omega^{(m)}$ based on the $m$th hypothesis is:

$$H_m = \mathcal{F}(\Omega, \omega^{(m)})$$

(3)

where $\mathcal{F}$ denotes some measure of deviation between $\Omega$ and $\omega^{m}$. One of the possible choices can be the following.
$$\mathcal{F}(\Omega, \omega_m) = \|\Omega - \omega_m^{(m)}\|$$

where $\|x\|$ denotes a norm of vector $x$.

It is reasonable to conclude that the true stiffness is likely to belong to the convex model whose anticipated natural frequencies are the "closest" to the measured ones. Let the index $m_0$ satisfy:

$$H_{m_0} = \min_{m} H_{m}$$

The multi-hypothesis decision is that the true stiffness belongs to the element of $c_{m_0}$.

4. DIAGNOSIS PROCEDURE

The decision algorithm implied by Eq. (5) can always reach a decision, no matter whether the least distance, $H_{m_0}$, is small or not. In other words, the multi-hypothesis decision will choose the most likely stiffness interval from the available options.

As expected, in practical situation, it is assumed that all needed frequencies of the to-be-identified beam have been measured. We need to establish a convex model to which the boundary conditions belong. It should be pointed out that we have many definitions of the distance of frequencies given by Eq.(3), depending on the definition of the norm of vectors. The fact that the lower order natural frequencies can be measured more accurately than higher ones, allows us to reasonably define the distance as a sum of relative errors of frequencies over the first several natural frequencies, i.e,

$$\mathcal{F}(\Omega, \omega_m) = \sum_{i=1}^{N} \frac{\left|\Omega_i - \omega_i^{(m)}\right|}{\Omega_i}$$

where $N$ is the number of measured frequencies. Note that the distance in Eq. (6) does not represent the norm, yet it appears to be a preferable criterion, from the physical point of view.

The diagnosis procedure is as follows:
1. **Measure** all the necessary natural frequencies of the beam.

2. **Construct** the convex model of the unknown boundary conditions by taking advantage of the available preliminary knowledge of the range of values which can be reasonably expected to occur. In this study, a specific convex model with general form of Eq.(1) is established. We set \( \delta_1 = 0.005 \text{ N/m} \) for the translational stiffness, and \( \delta_2 = 0.005 \text{ N-m} \) for the rotational stiffness. This implies that the stiffness differing from each other by less than or equal to 0.005 N/m will be treated as coinciding with each other. However, the number of elements in the convex model, \( M \), is taken as infinite, and as a result \( K_1^{(m)} \) and \( K_2^{(m)} \) can take infinite number of values. But they do have a finite range, which is \( K_1^{(m)} \in [0, 10^4] \text{EI}_\phi/L^3 \text{ N/m}, K_2^{(m)} \in [0, 100] \text{EI}_\phi/L \text{ N-m} \) in our example problem, where \([a,b]\) denotes an interval. Since there are infinite numbers of elements, we cannot afford testing all the elements in the convex model. The adaptive process of producing sub-intervals from original large intervals is utilized to reach the element of interest efficiently, without the necessity of checking all the elements. In this process the lower bounds of the boundary stiffness intervals are denoted by \( K_1^{a} \) and \( K_2^{a} \), and the upper ones by \( K_1^{b} \) and \( K_2^{b} \) respectively. We note that in the first procedure \( K_1^{a} = 0 \text{ N/m}, K_1^{b} = 10^4 \text{EI}_\phi/L^3 \text{ N/m}, K_2^{a} = 0 \text{ N-m}, K_2^{b} = 100 \text{EI}_\phi/L \text{ N-m} \).

3. **Divide** intervals \([K_1^{a}, K_1^{b}]\) and \([K_2^{a}, K_2^{b}]\) into a number of equal intervals (20 intervals were chosen in this study).

4. **Compute** the distances \( \mathcal{F} \) between the measured frequencies and the ones corresponding to hypothesized stiffnesses according to the general definition given in Eq. (3) for every interval separation point \( K_1^{i} \) \((i=1,2,\ldots,20)\) in \([K_1^{a}, K_1^{b}]\) at all \( K_2^{j} \)'s \((j=1,2,\ldots,20)\) in \([K_2^{a}, K_2^{b}]\), by employing the finite element method (Petyt, 1990).

5. **Identify** the point \((K_1^{h}, K_2^{h})\) from the multi-hypothesis decision of Eq. (5) after obtaining all the distances in step 4.

6. **Reset** a searching range of \( K_1 \) and \( K_2 \), which is a rectangle in two dimensional space, with the identified vector \((K_1^{h}, K_2^{h})\) from step 4 as the center, and the side length of this rectangular is taken as twice the divided interval length of the preceding step. It can be readily seen that the present area of \( K_1 \) and \( K_2 \) is one percent of the preceding one.
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Repeat steps 3 through 6 until an interval is found such that, on the basis of minimum distance algorithm decision Eq. (5), \( H_m \) is smaller than a specified threshold value \( \theta \). In other words, the process of diagnosis is terminated if the following inequality is satisfied

\[
H_m < \theta
\]  

(7)

In the present example, this step is implemented as choosing \( (K^i_1, K^i_2) \) among the 400 dividing points of \( K_1 \) and \( K_2 \) such that \( H \) is minimum.

As we can see, one of the cornerstones of the method is the ability to determine the natural frequencies of beams under arbitrary boundary conditions. The finite element method, which is addressed in Appendix A, is applied to solve this problem.

5. NUMERICAL EXAMPLE

As an example, we will investigate the beam which is clamped at one end and elastically supported at the other.

5.1 Uniform Beam

Consider a uniform beam with length \( L \), Young’s modulus \( E \), material density per unit length \( \rho \), moment of inertia \( I \) and cross-sectional area \( A \). In this case, we visualize that only the first two nondimensional natural frequencies were measured, which are given as follows

\[
\begin{align*}
\lambda_1 &= 18.0 \\
\lambda_2 &= 50.0
\end{align*}
\]  

(8)

The relation between the natural frequencies and their nondimensional counterparts \( \lambda_i \) is

\[
\omega_i = \frac{\lambda_i}{l^2} \sqrt{\frac{EI}{\rho A}}
\]  

(9)

where \( \omega_i \) is the natural frequency of the beam.

We note in passing that the exact frequencies for the uniform C-C (i.e., with both ends clamped) beam are
\[ \lambda_1 = 22.37 \quad \lambda_2 = 61.67 \]
\[ \lambda_3 = 120.9 \quad \lambda_i = (i+1/2)^2 \pi^2, \quad \text{for } i \geq 4 \] (10)

and for a C-F uniform beam are

\[ \lambda_1 = 3.516 \quad \lambda_2 = 22.03 \]
\[ \lambda_3 = 61.70 \quad \lambda_i = (i - 1/2)^2 \pi^2, \quad \text{for } i \geq 4 \] (11)

These cases are of interest since C-C and C-F are two extreme cases of C-ES.

The results of the identified intervals in various steps are summarized in Table 1.

<table>
<thead>
<tr>
<th>step number</th>
<th>Interval for ( k_3 )</th>
<th>Interval ( k_4 )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>([0, 10] \times 10^3)</td>
<td>([0, 100])</td>
</tr>
<tr>
<td>2</td>
<td>([1.0, 2.0] \times 10^3)</td>
<td>([1, 10])</td>
</tr>
<tr>
<td>3</td>
<td>([1.15, 1.25] \times 10^3)</td>
<td>([4.5, 5.5])</td>
</tr>
<tr>
<td>4</td>
<td>([1.22, 1.23] \times 10^3)</td>
<td>([4.9, 5.0])</td>
</tr>
<tr>
<td>5</td>
<td>([1.2215, 1.2225] \times 10^3)</td>
<td>([4.965, 4.975])</td>
</tr>
<tr>
<td>6</td>
<td>([1.2216, 1.2217] \times 10^3)</td>
<td>([4.970, 4.972])</td>
</tr>
</tbody>
</table>

where the nondimensional stiffnesses are

\[ k_1 = \frac{K_1L^3}{EI_0}, \quad k_2 = \frac{K_2L}{EI_0}, \quad k_3 = \frac{K_3L^3}{EI_0}, \quad k_4 = \frac{K_4L}{EI_0} \] (12)

Thus, the final result is \( k_3 \in [1.2216, 1.2217] \times 10^3 \), \( k_4 \in [4.970, 4.972] \). One can take the mid-points of these intervals \( k_3 = 1.22165 \times 10^3 \), \( k_4 = 4.971 \) as the identified boundary stiffnesses.
The first three nondimensional natural frequencies, obtained by finite element method for above \( k_3 \) and \( k_4 \), are \( \lambda_1=18.0000 \), \( \lambda_2=49.9999 \), \( \lambda_3=94.0661 \).

The above results are verified by the weighted residuals method which is given at Appendix B of the paper. The single term weighted residuals method yields \( \lambda_1=18.0637 \), which constitutes an error of only 0.3539%. This is also verifiable through the exact solution, which is obtained by solving the following characteristic equation (Weaver, Timoshenko, and Young, 1990):

\[
\begin{vmatrix}
0 & 1 & 0 & 1 \\
1 & 0 & 1 & 0 \\
-\lambda^3 \cos^2 \lambda - k_3 \sin \sqrt{\lambda} & \lambda^3 \sin^2 \lambda - k_3 \cos \sqrt{\lambda} & \lambda^3 \cosh \sqrt{\lambda} - k_3 \sinh \sqrt{\lambda} & \lambda^3 \sinh \sqrt{\lambda} - k_3 \cosh \sqrt{\lambda} \\
-\sqrt{\lambda} \sin \sqrt{\lambda} + k_4 \cos \sqrt{\lambda} & -\sqrt{\lambda} \cos \sqrt{\lambda} - k_4 \sin \sqrt{\lambda} & \sqrt{\lambda} \cosh \sqrt{\lambda} + k_4 \cosh \sqrt{\lambda} & \sqrt{\lambda} \sinh \sqrt{\lambda} + k_4 \sinh \sqrt{\lambda}
\end{vmatrix}
\]

\[
= -k_3 k_4 \cos^2 \sqrt{\lambda} - \lambda^2 \cos^2 \sqrt{\lambda} + 2k_3 k_4 \cos \sqrt{\lambda} \cosh \sqrt{\lambda} - 2\lambda^2 \cos \sqrt{\lambda} \cosh \sqrt{\lambda} - k_3 k_4 \cosh^2 \sqrt{\lambda} \\
- \lambda^2 \cosh^2 \sqrt{\lambda} - 2k_3 \sqrt{\lambda} \cosh \sqrt{\lambda} \sin \sqrt{\lambda} - 2k_4 \sqrt{\lambda} \sin \sqrt{\lambda} \cosh \sqrt{\lambda} - k_3 k_4 \sin^2 \sqrt{\lambda} - \lambda^2 \sin^2 \sqrt{\lambda} \\
+ 2k_3 \sqrt{\lambda} \cos \sqrt{\lambda} \sinh \sqrt{\lambda} - 2k_4 \sqrt{\lambda} \cosh \sqrt{\lambda} \sinh \sqrt{\lambda} + k_3 k_4 \sinh^2 \sqrt{\lambda} + \lambda^2 \sinh^2 \sqrt{\lambda} = 0 \quad (13)
\]

Substitution of \( k_3=1.22165 \times 10^3 \), \( k_4=4.971 \) into Eq. (13) gives the following first three non-dimensional frequencies: \( \lambda_1=17.9996 \), \( \lambda_2=49.9913 \), \( \lambda_3=94.0085 \), which are extremely close to the measured ones.

5.2 Non-Uniform Beam

Consider a non-uniform beam with length \( L \), Young's modulus \( E \), the moment of inertia \( I \) and cross-sectional area \( A \) are varying proportionally along the axis \( ox \), with \( I_1 \) and \( A_1 \) at one end and \( I_2 \) and \( A_2 \) at the other. Similar to the case of uniform beam, we visualize that only the first two nondimensional natural frequencies are measured, which again are given in Eq. (8). For the special case \( A_2=A_1/2=A/2 \), and \( I_2=I_1/2=I/2 \), the similar nondimensional stiffness intervals are
listed as follows

<table>
<thead>
<tr>
<th>step number</th>
<th>Interval for $k_3$</th>
<th>Interval for $k_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[0, 10] \times 10^3$</td>
<td>$[0, 100]$</td>
</tr>
<tr>
<td>2</td>
<td>$[0, 1.0] \times 10^3$</td>
<td>$[1, 10]$</td>
</tr>
<tr>
<td>3</td>
<td>$[0.55, 0.65] \times 10^3$</td>
<td>$[2, 3]$</td>
</tr>
<tr>
<td>4</td>
<td>$[0.640, 0.650] \times 10^3$</td>
<td>$[2.35, 2.45]$</td>
</tr>
<tr>
<td>5</td>
<td>$[0.6400, 0.6410] \times 10^3$</td>
<td>$[2.410, 2.420]$</td>
</tr>
</tbody>
</table>

Thus, the final result is $k_3 \in [0.6400, 0.6410] \times 10^3$, $k_4 \in [2.410, 2.420]$. The first three nondimensional natural frequencies corresponding to mid-intervals, i.e. to $k_3 = 0.6405 \times 10^3$, $k_4 = 2.415$, are $\lambda_1 = 17.9993$, $\lambda_2 = 50.0013$, $\lambda_3 = 94.3288$.

6. DISCUSSION

As one can expect, the availability of the information, namely of the number of the measured natural frequencies, will certainly have an effect on the identification process of the boundary conditions. It appears to be instructive to investigate the effect of adding the information of higher order frequencies to the criterion of frequency distance. The following two cases will be investigated. If the information on the third nondimensional frequency $\lambda_3 = 94.0$ is added to the criterion of frequency distance Eq.(6), i.e. for case of measured natural frequencies being equal to $\lambda_1 = 18.0$, $\lambda_2 = 50.0$, $\lambda_3 = 94.0$, the results of the identified intervals in various steps are listed in Table 3.
where $k_j$ and $k_4$ are the nondimensional stiffnesses given by Eq. (12). For the mid-interval stiffnesses $k_3=1.21535\times10^3$ and $k_4=4.978$, the first three theoretical nondimensional frequencies are $\lambda_1=18.0000$, $\lambda_2=49.9834$, $\lambda_3=94.0001$ respectively.

Let the third nondimensional frequency be taken as $\lambda_3=94.0661$, which is the "actual" nondimensional natural frequencies corresponding to the "identified" boundary stiffnesses $k_3=1.22165\times10^3$, $k_4=4.971$. The results of the identified intervals in various steps are as follows:

Table 3

<table>
<thead>
<tr>
<th>step number</th>
<th>Interval for $k_3$</th>
<th>Interval $k_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[0, 10]$\times10^3$</td>
<td>[0, 100]</td>
</tr>
<tr>
<td>2</td>
<td>[1.0,2.0]$\times10^3$</td>
<td>[1,10]</td>
</tr>
<tr>
<td>3</td>
<td>[1.15,1.25]$\times10^3$</td>
<td>[4.5,5.5]</td>
</tr>
<tr>
<td>4</td>
<td>[1.21,1.22]$\times10^3$</td>
<td>[4.95,5.05]</td>
</tr>
<tr>
<td>5</td>
<td>[1.215,1.216]$\times10^3$</td>
<td>[4.975,4.985]</td>
</tr>
<tr>
<td>6</td>
<td>[1.2153,1.2154]$\times10^3$</td>
<td>[4.977,4.979]</td>
</tr>
</tbody>
</table>

Table 4

<table>
<thead>
<tr>
<th>step number</th>
<th>Interval for $k_3$</th>
<th>Interval $k_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>[0, 10]$\times10^3$</td>
<td>[0, 100]</td>
</tr>
<tr>
<td>2</td>
<td>[1.0,2.0]$\times10^3$</td>
<td>[1,10]</td>
</tr>
<tr>
<td>3</td>
<td>[1.15,1.25]$\times10^3$</td>
<td>[4.5,5.5]</td>
</tr>
<tr>
<td>4</td>
<td>[1.215,1.225]$\times10^3$</td>
<td>[4.95,5.05]</td>
</tr>
<tr>
<td>5</td>
<td>[1.2210,1.2220]$\times10^3$</td>
<td>[4.965,4.975]</td>
</tr>
<tr>
<td>6</td>
<td>[1.2216,1.2217]$\times10^3$</td>
<td>[4.970,4.971]</td>
</tr>
</tbody>
</table>
where $k_3$ and $k_4$ are the nondimensional stiffnesses given by Eq. (12). Thus the process converges to the same final interval as it should be.

Assume now that the measurement shows the same first two natural frequencies but with different third frequency, namely $\lambda_3=95.0$. This simulates the imprecision in the measurements. The results of the convex identification leads to intervals in various steps as follows:

<table>
<thead>
<tr>
<th>step number</th>
<th>Interval for $k_3$</th>
<th>Interval $k_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>$[0, 10] \times 10^3$</td>
<td>$[0, 100]$</td>
</tr>
<tr>
<td>2</td>
<td>$[1.0, 2.0] \times 10^3$</td>
<td>$[1, 10]$</td>
</tr>
<tr>
<td>3</td>
<td>$[1.25, 1.35] \times 10^3$</td>
<td>$[4.5, 5.5]$</td>
</tr>
<tr>
<td>4</td>
<td>$[1.31, 1.32] \times 10^3$</td>
<td>$[4.8, 4.9]$</td>
</tr>
<tr>
<td>5</td>
<td>$[1.316, 1.317] \times 10^3$</td>
<td>$[4.87, 4.88]$</td>
</tr>
<tr>
<td>6</td>
<td>$[1.3167, 1.3168] \times 10^3$</td>
<td>$[4.875, 4.876]$</td>
</tr>
</tbody>
</table>

where $k_3$ and $k_4$ are the nondimensional stiffnesses given by Eq. (12). If one decides to let the "identified" frequency to be at the middle of the intervals, i.e. $k_3=1.31675 \times 10^3$ and $k_4=4.8755$, the first three corresponding theoretical frequencies will be $\lambda_1=18.0000$, $\lambda_2=50.2287$, $\lambda_3=95.0002$. As is seen, the values of $k_3$ has changed by 8%, and values of $k_4$ has been changed by 2%, although the error in the third frequency constituted slightly above 1%. This shows that for accurate identification of the boundary conditions one needs much precision in the measured natural frequencies.

The above results show that the identified stiffnesses will change with the additional information on the measured higher order frequencies added to the criterion of the frequency distance Eq. (6).

To understand the present convex identification method, one may get some additional insight by contrasting it with the deterministic identification. By the finite element method, for
the known stiffnesses $k_j$ and $k_n$, one can always numerically obtain the corresponding nondimensional frequencies. Fig. 1 shows the variation of the first nondimensional frequency $\lambda_1$ for different values of $k_j$ and $k_n$. Similarly, we can obtain frequencies $\lambda_2$, $\lambda_3$, $\ldots$, $\lambda_n$ for any $n$ for different values of $k_j$ and $k_n$. By making cuts at $\lambda_1=18$ and $\lambda_2=50$ in the two three-dimensional figures for $\lambda_1$ and $\lambda_2$, we obtain two curves: curve (a) gives the combination of values $k_j$ and $k_n$ for which the first frequency $\lambda_1$ is constant, namely equals 18. Curve (b) is associated with the second frequency $\lambda_2(k_j, k_n)=50$. The intersection point of the two curves in Fig. 2 must identify the values of $k_j$ and $k_n$ if there are no errors in measurements. However, it is important to keep in mind that these two curves in Fig. 2 are not extremely accurate because in figures of $\lambda_1$ and $\lambda_2$ the nondimensional frequencies $\lambda_1$ and $\lambda_2$ are not continuously changing with $k_j$ and $k_n$, and some error is present. Furthermore, to reach high accuracy, extremely large amount of points are needed to obtain a collection of $k_j$ and $k_n$ for which $\lambda_1=\text{const.}$ and $\lambda_2=\text{const.}$, i.e. equal frequency curves. On the other hand, when higher order natural frequencies are measured, the deterministic identification method may be unapplicable. The reason is that the equal frequency curves obtained through higher order frequencies may not intersect at the same point where the curves $\lambda_1=\text{const.}$ and $\lambda_2=\text{const.}$ intersects due to the unavoidable measurement errors. However, the convex identification is still able to treat this effect. This is the advantage of convex modeling since it takes into account the uncertainty in the measurements.

7. CONCLUSION

In this problem, a special kind of convex model of boundary conditions of a beam is utilized to specify their possible realizations. The diagnostic process in fact implies identification of the interval to which the "true" boundary conditions belong. This process is realized by implementing the multi-hypothesis decision technique which is based on the minimum distance algorithm. The beams with one end clamped and the other end elastically supported are investigated. We assume that a certain number of natural frequencies of the beam were measured experimentally. The evaluation of the frequencies of a beam with specified boundary conditions is performed numerically by the finite element method. The final identified boundary stiffness intervals are checked by comparing the calculated natural frequencies with the measured ones.
It is found that they are extremely close to each other. The effect of the additional information, namely the number of the measured natural frequencies, on the identification results, is also investigated in this study. The present convex model identification based on multi-hypothesis decision can be utilized in identifying damaged regions in the boundary conditions in plates and shells. In addition to versatile finite element techniques, one can use some analytical techniques for uniform structures. Such a method of calculation of natural frequencies in rectangular plates with step-wise discontinuities in rotational stiffness along the edges was developed by Gorman (1993) at the suggestion of one of the present writers.
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APPENDIX A. VIBRATION OF ELASTICALLY SUPPORTED BEAMS
BY FINITE ELEMENT METHOD

In order to perform the convex identification procedure, one needs to have an analytical or numerical algorithm for evaluation of natural frequencies of the structure under consideration. In our previous study (Elishakoff and Fang), devoted to elastically supported plates, the generalized Bolotin's dynamic edge effect method was utilized. For plates, one can use one of the numerous methods reviewed in the monograph by Leissa (1969), or employ the analytical approach based on the principle of superposition, by Gorman (1993). In this section the versatile finite element method will be discussed for vibration frequency evaluation. Whereas the finite element method for beams is exposed in several books, (Cheung, 1993; Petyt, 1990; Weaver, 1986; Weaver, Timoshenko, and Young, 1990), none of them unfortunately deal with elastically supported beams. This gap is closed in this paper.

Strain energy of elastic deformations stored in an element of length $2a$ reads

$$ U = \frac{1}{2} \int_{-a}^{a} E I_z \left( \frac{\partial^2 \nu}{\partial x^2} \right)^2 dx $$

(A.1)

where $E$ is the modulus of elasticity, and $I_z$ is the second moment of area of the cross-section about the $z$-axis. The kinetic energy of the element is

$$ T = \frac{1}{2} \int_{-a}^{a} \rho A \dot{\nu}^2 dx $$

(A.2)

where $\rho$ is the mass density, $A$ is the cross-sectional area, dot denotes the derivative with respect to time. The element shown in the figure has a total of four degrees of freedom, displacements and rotations at each end of the beam (Petyt, 1990). The displacement function can thus be represented by a polynomial having four constants, namely

$$ \nu = \alpha_1 + \alpha_2 \xi + \alpha_3 \xi^2 + \alpha_4 \xi^3, \quad \xi = x/a $$

(A.3)

This expression can be written in the following matrix form
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\[ v = [p(\xi)]^T(\alpha) \] (A.4)

where

\[ [p(\xi)]^T = [1 \ \xi \ \xi^2 \ \xi^3] \]

\[ [\alpha]^T = [\alpha_1 \ \alpha_2 \ \alpha_3 \ \alpha_4] \] (A.5)

Differentiating (A.3) yields

\[ a_{\xi_x} = a \frac{\partial v}{\partial x} = \frac{\partial v}{\partial \xi} = \alpha_2 + 2\alpha_3\xi + 3\alpha_4\xi^2 \] (A.6)

Evaluating (A.3) and (A.6) at \( \xi=-1, \) and \( \xi=1 \) results in

\[
\begin{bmatrix}
v_1 \\
a_{\xi_x}^1 \\
v_2 \\
a_{\xi_x}^2
\end{bmatrix} =
\begin{bmatrix}
1 & -1 & 1 & -1 \\
0 & 1 & -2 & 3 \\
1 & 1 & 1 & 1 \\
0 & 1 & 2 & 3
\end{bmatrix}
\begin{bmatrix}
\alpha_1 \\
\alpha_2 \\
\alpha_3 \\
\alpha_4
\end{bmatrix}
\] (A.7)

where \( v_1 = v(-1), \ \theta_{\xi_x} = \theta(-1), \ v_2 = v(1), \ \theta_{\xi_x} = \theta(1) \) or, in matrix form

\[ \{v\} = [A]_e \{\alpha\} \] (A.8)

where

\[ \{v\} = \{v_1, a_{\xi_x}^1, v_2, a_{\xi_x}^2\}^T \] (A.9)

Solving \{\alpha\} from Eq. (A.8) leads to

\[ \{\alpha\} = [A]^{-1}_e \{v\} \] (A.10)

where
\[ [A]^{-1} = \frac{1}{4} \begin{bmatrix} 2 & 1 & 2 & -1 \\ -3 & -1 & 3 & -1 \\ 0 & -1 & 0 & 1 \\ 1 & 1 & -1 & 1 \end{bmatrix} \] (A.11)

Eq. (A.10) can be written in the different form

\[ \{\alpha\} = [c] \{v\} \] (A.12)

where

\[ \{v\} = \begin{bmatrix} v_1 \\ \theta_1 \\ v_2 \\ \theta_2 \end{bmatrix} \] (A.13)

and

\[ [c] = \frac{1}{4} \begin{bmatrix} 2 & a & 2 & -a \\ -3 & -a & 3 & -a \\ 0 & -a & 0 & a \\ 1 & a & -1 & a \end{bmatrix} \] (A.14)

Substituting (A.12) into (A.4) yields

\[ v = [p(\xi)]^T [c] \{v\} \] (A.15)

Eq. (A.15) can be expressed in the form

\[ v = [N(\xi)] \{v\} \] (A.16)

where

\[ [N(\xi)] = \begin{bmatrix} N_1(\xi) & aN_2(\xi) & N_3(\xi) & aN_4(\xi) \end{bmatrix} \] (A.17)

The displacement functions in (A.17) are given by
\[ N_i(\xi) = \frac{1}{4} (2 - 3\xi + \xi^2) \]
\[ N_j(\xi) = \frac{1}{4} (1 - \xi - \xi^2 + \xi^3) \]
\[ N_k(\xi) = \frac{1}{4} (2 + 3\xi - \xi^3) \]
\[ N_\ell(\xi) = \frac{1}{4} (-1 - \xi + \xi^2 + \xi^3) \] (A.18)

Substituting the displacement expression (A.16) into the kinetic energy (A.2) results in
\[
T_e = \frac{1}{2} \int_a^b \rho A \dot{v}^2 \, dx = \frac{1}{2} \int_a^b \rho A \hat{v'}^2 \, d\xi
\]
\[
= \frac{1}{2} \{v\}'^T \rho A \cdot \int_1^1 A(\xi) \left[ {N(\xi)} \right]' \left[ N(\xi) \right] \, d\xi \{v\}_e
\]
\[
= \frac{1}{2} \{v\}_e^T \left[ m \right]_e \{v\}_e
\] (A.19)

Therefore, the element's inertia matrix is given by
\[
\left[ m \right]_e = \rho A \cdot \int_1^1 A(\xi) \left[ {N(\xi)} \right]' \left[ N(\xi) \right] \, d\xi
\] (A.20)

Substitution of the displacement expression (A.16) into the strain energy (A.1) results in
\[
U_e = \frac{1}{2} \int_a^b EI z \left( \frac{\partial^2 v}{\partial x^2} \right)^2 \, dx = \frac{1}{2} \int_1^1 EI z \frac{1}{a^4} \left( \frac{\partial^2 v}{\partial \xi^2} \right)^2 \, d\xi
\]
\[
= \frac{1}{2} \{v\}'^T \frac{E}{a^3} \int_1^1 I_3(\xi) \left[ {N''(\xi)} \right]' \left[ N''(\xi) \right] \, d\xi \{v\}_e
\]
\[
= \frac{1}{2} \{v\}_e^T \left[ k \right]_e \{v\}_e
\] (A.21)

The element stiffness matrix is
For a uniform beam, the following element inertia matrix can be obtained from Eq.(20)

\[
[k]_e = \frac{E}{a^3} \int_0^1 I_j(\xi) [N''(\xi)]^T[N''(\xi)] d\xi
\]  

(A.22)

\[
[m]_e = \frac{\rho A a}{105} \begin{bmatrix}
78 & 22a & 27 & -13a \\
22a & 8a^2 & 13a & -6a^2 \\
27 & 13a & 78 & -22a \\
-13a & -6a^2 & -22a & 8a^2 \\
\end{bmatrix}
\]  

(A.23)

The element stiffness matrix is obtained from Eq. (22)

\[
[k]_e = \frac{EI}{2a^3} \begin{bmatrix}
3 & 3a & -3 & 3a \\
3a & 4a^2 & -3a & 2a^2 \\
-3 & -3a & 3 & -3a \\
3a & 2a^2 & -3a & 4a^2 \\
\end{bmatrix}
\]  

(A.24)

For a non-uniform beam with linearly changing cross-sectional area and inertia of moments, the element inertia matrix is obtained through the use of the computerized algebraic code MATHEMATICA

\[
[m]_e = \frac{A_1 + A_2}{2} \cdot \frac{\rho a}{105} \begin{bmatrix}
78 & 22a & 27 & -13a \\
22a & 8a^2 & 13a & -6a^2 \\
27 & 13a & 78 & -22a \\
-13a & -6a^2 & -22a & 8a^2 \\
\end{bmatrix} + \frac{A_2 - A_1}{2} \cdot \frac{\rho a}{105} \begin{bmatrix}
-42 & -8a & 0 & 0 \\
-8a & -2a^2 & a & 0 \\
0 & a & 42 & -8a \\
a & 0 & -8a & 2a^2 \\
\end{bmatrix}
\]  

(A.25)

The element stiffness matrix is

\[
[k]_e = \frac{I_1 + I_2}{2} \cdot \frac{E}{2a^3} \begin{bmatrix}
3 & 3a & -3 & 3a \\
3a & 4a^2 & -3a & 2a^2 \\
-3 & -3a & 3 & -3a \\
3a & 2a^2 & -3a & 4a^2 \\
\end{bmatrix} + \frac{I_2 - I_1}{2} \cdot \frac{E}{2a^3} \begin{bmatrix}
0 & -a & 0 & a \\
-a & -2a^2 & 0 & a \\
0 & a & 0 & -a \\
a & 0 & -a & 2a^2 \\
\end{bmatrix}
\]  

(A.26)
where \( A_1, A_2 \) and \( I_1, I_2 \) are cross-sectional areas and moments of inertia at the two ends of the element, respectively.

Let us consider the expression of the strain energy of the elastic supports. The whole beam is shown in Fig. 3. For element 1, the strain energy of the elastic support is

\[
U_e^{(1)} = \frac{1}{2} k_1 \nu_1^2 + \frac{1}{2} k_2 \theta_{z_1}^2
\]  
(A.27)

But

\[
\nu_1 = \begin{bmatrix} 1 & 0 & 0 & 0 \end{bmatrix} \{\nu\}_e
\]

\[
\theta_{z_1} = \begin{bmatrix} 0 & 1 & 0 & 0 \end{bmatrix} \{\nu\}_e
\]  
(A.28)

Therefore

\[
\nu_1^2 = (\nu)_e^T \begin{bmatrix} 1 \\ 0 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 & 0 \end{bmatrix} \{\nu\}_e = (\nu)^T \begin{bmatrix} 1 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \{\nu\}_e
\]  
(A.29)

\[
\theta_{z_1}^2 = (\nu)_e^T \begin{bmatrix} 0 \\ 1 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} 0 & 1 & 0 & 0 \end{bmatrix} \{\nu\}_e = (\nu)^T \begin{bmatrix} 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix} \{\nu\}_e
\]  
(A.30)

Therefore the stiffness matrix of elastic support at end 1 is

\[
[k]_e^{(1)} = \begin{bmatrix} k_1 & 0 & 0 & 0 \\ 0 & k_2 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \end{bmatrix}
\]  
(A.31)
Similarly the stiffness matrix of elastic support at end 2 is

\[
[k]^{(N+1)}_e = \begin{bmatrix}
0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 \\
0 & k_3 & 0 \\
0 & 0 & k_4 \\
\end{bmatrix}
\]

(A.32)

Note that there are no support contribution at the elements 2 through N-1. Therefore the stiffness matrix at element 1 is

\[
[k]_e^1 = [k]_e + [k]^{(1)}_e
\]

(A.33)

and that at element N is

\[
[k]_e^N = [k]_e + [k]^{(N+1)}_e
\]

(A.34)

And for element 2 through N-1,

\[
[k]_e^i = [k]_e, \quad i = 2, 3, \ldots, N-1
\]

(A.35)

Following the general procedure of assembling the elemental mass and stiffness matrices into global mass and stiffness matrices, we can obtain \([M]\) and \([K]\). The eigenvalue problem is

\[
[K - \omega^2 M] \{\Phi\} = 0
\]

(A.36)

where \(\omega\) is the natural frequency of the beam. The nondimensional natural frequencies can be obtained by

\[
\lambda_i = \frac{\omega_i L^2}{\sqrt{\frac{\rho A}{EI}}}
\]

(A.37)

In the present study, subspace iteration method is applied to solve eigenvalue problem.

For the case of two element approximation, the mass matrix reads
The element stiffness matrix is

\[
[k]_e = \frac{EI}{2a^3} \begin{bmatrix}
3+k_1' & 3a & -3 & 3a & 0 & 0 \\
3a & (4+k_2')a^2 & -3a & 2a^2 & 0 & 0 \\
-3 & -3a & 6 & 0 & -3 & 3a \\
3a & 2a^2 & 0 & 8a^2 & -3a & 2a^2 \\
0 & 0 & -3 & -3a & 3+k_3' & -3a \\
0 & 0 & 3a & 2a^2 & -3a & (4+k_4')a^2
\end{bmatrix}
\] (A.39)

where \( k_1', k_2', k_3', k_4' \) are as follows

\[
k_1' = k_1 \frac{2a^3}{EI}, \quad k_2' = k_2 \frac{2a}{EI} \] (A.40)

\[
k_3' = k_3 \frac{2a^3}{EI}, \quad k_4' = k_4 \frac{2a}{EI}
\]
APPENDIX B. WEIGHTED RESIDUALS METHOD

The governing differential equation of a beam reads

\[
\frac{\partial^2}{\partial x^2} \left( EI(x) \frac{\partial^2 w}{\partial x^2} \right) + \rho A(x) \frac{\partial^2 w}{\partial t^2} = 0
\]

(B.1)

where \( E \) is Young's modulus, \( I(x) \) is the moment of inertia, \( \rho \) is the material density, \( A(x) \) is the cross-sectional area, \( w(x,t) \) is the transverse displacement, \( x \) is the axial coordinate and \( t \) is time. The boundary conditions are

\[
K_1 w + \gamma_1 \frac{\partial}{\partial x} \left( EI(x) \frac{\partial w}{\partial x} \right) = 0 \quad \text{at} \quad x = 0
\]

\[
K_2 \frac{\partial w}{\partial x} - \gamma_2 EI(x) \frac{\partial^2 w}{\partial x^2} = 0 \quad \text{at} \quad x = 0
\]

(B.2)

\[
K_3 w - \gamma_3 \frac{\partial}{\partial x} \left( EI(x) \frac{\partial w}{\partial x} \right) = 0 \quad \text{at} \quad x = L
\]

\[
K_4 \frac{\partial w}{\partial x} + \gamma_4 EI(x) \frac{\partial^2 w}{\partial x^2} = 0 \quad \text{at} \quad x = L
\]

Here, \( K_1 \) and \( K_3 \) are the stiffnesses of the translational springs, and \( K_2 \) and \( K_4 \) are the stiffnesses of the rotational springs. In addition, artificial parameters, \( \gamma_1 \gamma_2 \gamma_3 \gamma_4 \), taking value zero or unity, are introduced to model all possible idealized boundary conditions.

For a nonuniform beam with linearly changing cross-sectional area and inertia of moments, we have

\[
A(x) = A_1 \left[ 1 + (\alpha - 1) \frac{x}{L} \right]
\]

(B.3)

\[
I(x) = I_1 \left[ 1 + (\alpha - 1) \frac{x}{L} \right]
\]

where
\[ \alpha = \frac{A_2}{A_1} = \frac{I_2}{I_1} \]  

(B.4)

Note that \( \alpha = 1 \) corresponds to the case of a uniform beam.

We introduce the nondimensional space coordinate \( \xi \) and time coordinate \( \tau \):

\[ \xi = \frac{x}{L}, \quad \tau = at, \quad a = \frac{1}{L^2 \sqrt{\frac{EI_1}{\rho A_1}}} \]  

(B.5)

Therefore the differential equation (B.1) becomes

\[ \frac{\partial^2}{\partial \xi^2} \left\{ \left[ 1 + (\alpha - 1)\xi \right] \frac{\partial^2 w}{\partial \xi^2} \right\} + \left[ 1 + (\alpha - 1)\xi \right] \frac{\partial^2 w}{\partial \tau^2} = 0 \]  

(B.6)

Then the boundary conditions can be rewritten as

\[ k_1 w + \gamma_1 \frac{\partial}{\partial \xi} \left\{ \left[ 1 + (\alpha - 1)\xi \right] \frac{\partial^2 w}{\partial \xi^2} \right\} = 0 \quad \text{at} \quad \xi = 0 \]

\[ k_2 \frac{\partial w}{\partial \xi} - \gamma_2 \left[ 1 + (\alpha - 1)\xi \right] \frac{\partial^2 w}{\partial \xi^2} = 0 \quad \text{at} \quad \xi = 0 \]  

(B.7)

\[ k_3 w - \gamma_3 \frac{\partial}{\partial \xi} \left\{ \left[ 1 + (\alpha - 1)\xi \right] \frac{\partial^2 w}{\partial \xi^2} \right\} = 0 \quad \text{at} \quad \xi = 1 \]

\[ k_4 \frac{\partial w}{\partial \xi} + \gamma_4 \left[ 1 + (\alpha - 1)\xi \right] \frac{\partial^2 w}{\partial \xi^2} = 0 \quad \text{at} \quad \xi = 1 \]

where the nondimensional stiffnesses are

\[ k_1 = \frac{K_1 L^3}{EI_1}, \quad k_2 = \frac{K_2 L}{EI_1}, \quad k_3 = \frac{K_3 L^3}{EI_1}, \quad k_4 = \frac{K_4 L}{EI_1} \]  

(B.8)

To obtain some insight into the problem, a single-term weighted residuals approximation associated with the computerized symbolic algebra is used in this study. We first construct a mode-shape function which satisfies both geometric and dynamic boundary conditions in the form
\[ \Psi(\xi) = c_0 + c_1 \xi + c_2 \xi^2 + c_3 \xi^3 + \xi^4 \]  \hspace{1cm} (B.9)

Coefficients \(c_i\)'s in the mode shape function, obtained through the use of the computerized symbolic algebraic code MATHEMATICA, are given as follows

\[
\begin{align*}
c_0 &= \frac{A_0}{A} \\
c_1 &= \frac{A_1}{A} \\
c_2 &= \frac{A_2}{A} \\
c_3 &= \frac{A_3}{A}
\end{align*}
\]  \hspace{1cm} (B.10)

where

\[
A_0 = -(-24\gamma_1\gamma_3 k_2 + 48\alpha \gamma_1 \gamma_3 k_2 - 24\alpha^2 \gamma_1 \gamma_3 k_2 - 12\gamma_1 \gamma_3 k_2 - 8\gamma_1 k_2 k_3 + 2\alpha \gamma_1 k_2 k_3)(12\alpha \gamma_4 + 4k_3)
- (24\alpha \gamma_1 \gamma_4 k_2 - 12\alpha^2 \gamma_1 \gamma_4 k_2 + 12\gamma_1 \gamma_4 k_2 - 18\gamma_1 k_2 k_4 - 6\alpha \gamma_1 k_2 k_4)(12\gamma_3 - 36\alpha \gamma_3 + k_3)
\]

\[
A_1 = \begin{cases} 
(-12\gamma_2 \gamma_3 k_1 + 24\alpha \gamma_2 \gamma_3 k_1 + 12\gamma_1 \gamma_3 k_3 - 2\gamma_1 k_3)(12\alpha \gamma_4 + 4k_3) \\
(12\gamma_3 - 36\alpha \gamma_3 + k_3)(12\alpha \gamma_4 k_1 + 6k_2 k_3)
\end{cases}
\]

\[
A_2 = \begin{cases} 
(-6\gamma_3 k_1 k_2 + 12\alpha \gamma_3 k_1 k_2 + 6\gamma_1 k_2 k_3 - k_1 k_2 k_3)(12\alpha \gamma_4 + 4k_3) - (12\gamma_3 - 36\alpha \gamma_3 + k_3)(6\alpha \gamma_4 k_1 k_2 + 3k_1 k_2 k_3)
\end{cases}
\]

\[
A_3 = \begin{cases} 
(2\gamma_1 k_1 k_2 - 2\alpha \gamma_3 k_1 k_2 + 2\gamma_1 k_2 k_3 + 2\gamma_1 k_3 k_2 - 2\alpha \gamma_4 k_2 k_3 + k_1 k_2 k_3)(12\alpha \gamma_4 + 4k_3) \\
(12\gamma_3 - 36\alpha \gamma_3 + k_3)(-2\alpha \gamma_4 k_1 k_2 - 2\gamma_1 k_4 - 2k_1 k_2 k_3)
\end{cases}
\]

\[
A = 12\alpha^2 \gamma_1 \gamma_4 k_1 k_2 + 12\alpha \gamma_2 \gamma_4 k_1 k_3 + 24\alpha \gamma_1 \gamma_4 k_2 k_3 - 12\alpha^2 \gamma_2 \gamma_4 k_2 k_3 + 4\alpha \gamma_4 k_1 k_3 k_2 - 12\gamma_3 \gamma_4 k_1 k_4 + 24\alpha \gamma_2 \gamma_4 k_1 k_4
- 6\gamma_3 k_1 k_2 k_4 + 18\alpha \gamma_3 k_1 k_2 k_4 + 12\gamma_1 \gamma_4 k_3 k_4 + 4\gamma_2 k_1 k_3 k_4 + 18\gamma_2 k_2 k_3 k_4 - 6\alpha \gamma_3 k_1 k_4 - k_1 k_2 k_3 k_4
\]  \hspace{1cm} (B.11)

For the case of uniform beam the coefficients \(A_j\) read
\[ A_0 = 12\gamma_1 \left[ (5k_3 + 24\gamma_3)\gamma_4 + (k_3 + 24\gamma_3)k_4 \right] k_2 + 3\gamma_2 \left[ (k_3 + 8\gamma_3)k_4 + 4\gamma_4 k_3 \right] \]
\[ A_1 = 2\gamma_2 \left[ (k_3 + 48\gamma_3)k_4 + 6(k_3 + 12\gamma_3)\gamma_4 \right] k_1 - 24(k_4 + 3\gamma_4)\gamma_4 k_3 \]
\[ A_2 = \frac{k_2}{2} A_1 \quad \text{(B.12)} \]
\[ A_3 = -2\left[ (5k_3 + 24\gamma_3)\gamma_4 + (k_3 + 24\gamma_3)k_4 \right] k_1 k_2 + 3\left[ (k_3 + 8\gamma_3)k_4 + 4\gamma_4 k_3 \right] \gamma_4 k_1 \]
\[ A = \left\{ (k_3 + 12\gamma_3)k_4 + 4(k_3 + 3\gamma_3)\gamma_4 \right\} k_1 + 12(k_4 + \gamma_4)\gamma_4 k_3 \]
\[ + 4\left[ (k_3 + 3\gamma_3)k_4 + 3\gamma_4 k_3 \right] k_1 + 3\gamma_1 k_1 k_4 \gamma_2 \]

We seek a solution of Eq. (B.6) in the form
\[ \omega(\xi, \tau) = W(\tau) \Psi(\xi) \quad \text{(B.13)} \]

Substituting Eq. (B.13) into Eq. (B.6), multiplying by \( \Psi(\xi) \) and integrating over range \( 0 \leq \xi \leq 1 \) yields
\[ \left( \frac{d^4\Psi}{d\xi^4}, \Psi \right) W(\tau) + \left( \Psi, \Psi \right) \frac{d^2W}{d\tau^2} = (Q, \Psi) \quad \text{(B.14)} \]

where the inner product is denoted as
\[ (\Psi_1, \Psi_2) = \int_0^1 \Psi_1(\xi) \Psi_2(\xi) d\xi \quad \text{(B.15)} \]

Thus the fundamental natural frequency of the beam can be obtained as
\[ \omega_n^2 = \left( \frac{d^4\Psi}{d\xi^4}, \Psi \right) / (\Psi, \Psi) = \frac{N}{D} \quad \text{(B.16)} \]

where
\[ N = 504(-36 + 60\alpha - 60c_0 + 180\alpha c_0 - 60c_1 + 120\alpha c_1 \\
- 50c_2 + 90\alpha c_2 - 54c_3 + 84\alpha c_3 - 60c_0c_3 + 60\alpha c_0c_3 \\
- 30c_1c_3 + 30\alpha c_1c_3 - 20c_2c_3 + 20\alpha c_2c_3 - 15c_3^2 + 15\alpha c_3^2) \]

\[ D = 28 + 252\alpha + 168c_0 + 840\alpha c_0 + 1260c_0^2 + 1260\alpha c_0^2 \\
+ 120c_1 + 720\alpha c_1 + 840c_0c_1 + 1680\alpha c_0c_1 + 210c_1^2 + 630\alpha c_1^2 \\
+ 90c_2 + 630\alpha c_2 + 420c_0c_2 + 1260\alpha c_0c_2 + 252c_1c_2 + 1008\alpha c_1c_2 \\
+ 84c_2^2 + 420\alpha c_2^2 + 70c_3 + 560\alpha c_3 + 252c_0c_3 + 1008\alpha c_0c_3 \\
+ 168c_1c_3 + 840\alpha c_1c_3 + 120c_2c_3 + 720\alpha c_2c_3 + 45c_3^2 + 315\alpha c_3^2 \]

(B.17)

For the uniform beam discussed in section 5.1, which is clamped at one end and elastically supported at the other, the corresponding control parameters are \( \gamma_1=0, \gamma_2=0, k_1=1, k_2=1, \gamma_3=1, \gamma_4=1 \). If we substitute the middle point value of the identified boundary stiffness interval, i.e. \( k_j=1221.65 \) and \( k_4=4.971 \), into Eq. (B.11), the coefficients \( c_i \) can be determined through Eq. (B.10). Therefore, through Eq. (B.16), the nondimensional frequency by weighted residue method is obtained as \( \lambda_1=18.0637 \), which is associated with an error of 0.3539%. For the C-ES nonuniform beam, consider a special case \( \alpha=0.5 \). For \( k_j=640.5 \) and \( k_4=2.415 \), Eq. (B.11) results in a set of coefficients \( c_i \). Finally the weighted residues results in the following nondimensional frequency: \( \lambda_1=18.2561 \), which differs by 1.4228% from \( \lambda_1=18 \).
Fig. 1 The first nondimensional frequency $\lambda_1$ of the C-ES beam vs. the translational and rotational stiffnesses $k_3$ and $k_4$ at the elastically supported end.
Fig. 2 The curves of $k_3$ and $k_4$ corresponding to $\lambda_1=18.$ and $\lambda_2=50.$
Fig. 3 The N-element beam which is elastically supported at both ends
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Abstract

In this study, the following two topics are considered for multi-span beams of both finite and infinite lengths with rigid transversal constraint and elastic rotational constraint at each support: (a) free vibration and the associated frequencies and mode shapes; (b) forced vibration under a convected harmonic loading. The concept of wave propagation in periodic structures of Brillouin is utilized to investigate the wave motion at periodic supports of a multi-span beam. A dispersion equation and its asymptotic form is obtained to determine the natural frequencies. For the special case of zero rotational spring stiffness, an explicit asymptotic expression for the natural frequency is also given. New expressions for the mode shapes are obtained in the complex form for multi-span beams of both finite and infinite lengths. The orthogonality conditions of the mode shapes for the two cases are formulated. The exact responses of both finite and infinite span beams under a convected harmonic loading are obtained. Thus, the position and the value of each peak in the harmonic response function can be determined precisely, as well as the occurrence of the so-called coincidence phenomenon, when the response is greatly enhanced.

Introduction

The model of a periodic multi-span beam with elastic supports is often utilized in engineering. For example, such a model is a reasonable approximation for a plate-like structure with parallel, regularly spaced stiffeners. The elastic supports may provide both the rotational and transversal restraints to the beam. Krein (1933) and Miles (1956) studied independently an N-span beam by using a finite difference approach, and established that the natural frequencies
fell into distinct bands with the same number of natural frequencies in each band as the number of spans. Lin (1962) generalized the finite difference approach to a multi-span beams with elastic supports. Abramovich and Elishakoff (1987) generalized Krein's and Miles's analyses to multi-span Timoshenko beams, taking into account shear deformation and rotary inertia. It was shown that the use of a finite difference approach might lead to computational difficulties and to inaccuracy in the determination of mode shapes of the system.

Lin and McDaniel (1969) also used a transfer matrix formulation which is more convenient for the imposition of constraints at the supports. However, numerical difficulty may still arise when the number of periodic units in a structure is large. To overcome this difficulty, Yong and Lin (1989), and Cai and Lin (1991) transformed the state vector of displacements and forces into a vector of incoming and outgoing waves, and correspondingly transformed the transfer matrix into the wave-scattering matrix. By so doing, the computational efficiency and accuracy are greatly improved, especially when obtaining the dynamic response due to point excitation, because the calculation can be channeled in the direction of wave propagation.

Mead (1970) made use of the concept of wave propagation in periodic structures originally due to Brillouin (1953) to analyze the free vibration of a multi-span beam of infinite length. Sen Gupta (1970) extended the analysis to finite multi-span beams and plates on rigid supports. In these studies, the wave propagation band and non-propagation band were studied in much detail. Sen Gupta (1970) also proposed a graphic method to determine the natural frequencies of the multi-span beams with rigid supports. In the framework of wave propagation, non-harmonic waves have to be decomposed into an infinite number of harmonic components in order to carry out the analysis of the forced vibration. This approach was used by Mead (1971) and Lin (1977) to obtain the response of an infinitely long multi-span beam to harmonic
excitation, as well as random boundary-layer pressure fields. In the actual calculation the infinite
sum has to be truncated, and a large system of linear equations have to be solved to determine
the unknown coefficients.

It should be noted that in the forced vibration analysis of a periodic multi-span beam of
finite length, multiple peaks occur in each wave propagation band. The number of peaks in each
band is equal to the number of the spans. The computational effort becomes excessive when the
number of span is large. Furthermore, an accurate position of each peak and its value are
difficult to obtain.

In order to circumvent the above difficulty, new expressions are proposed for the mode
shapes of a periodic multi-span beam, based on the wave propagation concept, which can then
be used in the forced vibration analysis. Since the transverse displacements within each span of
the beam is related uniquely to the displacements at the two ends of the span, we may focus our
attention only on the waves which propagate through each periodic support. Once these waves
are determined, the motion of the beam between two neighboring supports can be computed if
so desired. The dispersion equation which establishes the relationship between wave constant
and frequency parameter is derived accordingly. The frequency parameters, wave constants and
associated mode shapes for beams of both finite and infinite length can then be determined. The
exact response of a multi-span beam to a convected loading is obtained for both the cases of
finite total length and infinite total length. Furthermore, the locations of response peaks and their
values can be precisely calculated, and the condition for the so-called coincident phenomenon can
be predicted in exact terms.

Free Vibration Analysis
Basic equations

Consider an \(N\)-span beam with uniformly spaced supports. It is convenient to write the equation of motion in terms of the local nondimensional coordinate \(\xi\) as follows:

\[
EI w^{(4)}_\beta(\xi, t) + \rho A L^4 \ddot{w}_\beta(\xi, t) = 0, \quad (\beta = 1, 2, ..., N)
\]  

(1)

where \(w_\beta(\xi, t)\) is the transverse displacement in the \(\beta\)-th span, and the local coordinate \(\xi\) is defined as

\[
\xi = x/L - (\beta - 1), \quad (\beta - 1)L \leq x \leq \beta L, \quad 0 \leq \xi \leq 1
\]  

(2)

in which \(x\) is global coordinate and \(L\) is the individual span length. Assuming that the motion is harmonic

\[
w_\beta(\xi, t) = W_\beta(\xi) e^{i\omega t}, \quad (\beta = 1, 2, ..., N)
\]  

(3)

where \(W_\beta(\xi)\) is the mode shape function associated with the \(\beta\)-th span, Eq.(1) can be reduced to

\[
W^{(4)}_\beta(\xi) - \lambda^4 W_\beta(\xi) = 0
\]  

(4)

where

\[
\lambda = \left(\frac{\rho A \omega^2 L^4}{EI}\right)^{1/4}
\]  

(5)

is a nondimensional frequency parameter, and \(\omega\) is the sought angular frequency.

It is assumed that each interior support provides a rigid constraint against transverse motion, as well as an elastic constraint against rotation, with a spring constant \(k\) (see Fig. 1). Thus the continuity conditions at each interior support are as follows:
\[ W'_\beta(1) = W'_{\beta+1}(0) = 0 \]
\[ W''_\beta(1) = W''_{\beta+1}(0) \]  \hspace{1cm} \text{(6)}
\[ \nu W'_{\beta}(1) = W''_{\beta}(0) - W''_{\beta}(1), \quad (\beta = 1, 2, ..., N-1) \]

where \( \nu = kL/EI \). The first two conditions in Eq.(6) represent, respectively, the continuity of vertical and angular displacements. The last condition in Eq.(6) is the requirement of moment equilibrium at each interior support. The conditions at the two end-supports for a multi-span beam of finite length will be specified later.

The mode shape that satisfies the first condition in Eq.(6) can be written as
\[ W_{\beta}(\xi) = A_{\beta} f(\xi, \lambda) + B_{\beta} f(1 - \xi, \lambda), \quad (\beta = 1, 2, ..., N) \]  \hspace{1cm} \text{(7)}

where \( A_{\beta} \) and \( B_{\beta} \) are unknowns. Only the ratio \( A_{\beta}/B_{\beta} \) is of interest in the free vibration case. The function \( f(\xi, \lambda) \) is defined as
\[ f(\xi, \lambda) = \sin(\lambda \xi) - \frac{\sin(\lambda)}{\sinh(\lambda)} \sinh(\lambda \xi). \]  \hspace{1cm} \text{(8)}

Harmonic waves and the associated wave constants

A simple wave of spatial sinusoidal variation cannot propagate along a multi-span beam, due to reflection at each support, giving rise to hyperbolic terms in the expression for the displacement. However, the concept of wave propagation can still be applied in the case of periodically supported beam, by focusing our attention on the waves which propagate through each support. The motion of a beam segment between two consecutive supports can then be determined from those of the two supports, if so desired. Since all the supports are assumed to
be transversely rigid, only the angular displacement at each support needs to be considered. Let \( \theta_\beta(t) \) be the angular displacement at the \( \beta \)-th support, and let it be represented in the form of a harmonic wave propagating through the \( \beta \)-th support, i.e.

\[
\theta_\beta(t) = C_\mu e^{i(\omega t - \mu \beta)} = \Theta_\beta e^{i\omega t}
\]

where the nondimensional parameter \( \mu \) is known as wave constant, and \( C_\mu \) is the amplitude of the propagating wave associated with the wave constant \( \mu \). A positive \( \mu \) corresponds to a wave propagating in the positive \( x \)-direction, whereas a negative \( \mu \) corresponds to one propagating in the negative \( x \)-direction. The angular displacement function \( \Theta_\beta \) is related to the mode shape function \( W_\beta(\xi) \) as follows

\[
W_\beta'(\xi) \big|_{\xi=0} = \Theta_{\beta-1} L \quad (\beta = 1, 2, \ldots, N)
\]

\[
W_\beta'(\xi) \big|_{\xi=1} = \Theta_\beta L \quad (\beta = 1, 2, \ldots, N)
\]

obtained from the second condition in Eq.(6).

The ratio \( A_\beta/B_\beta \) in Eq.(7) will be determined for two special cases: The first case is associated with those mode shapes which are either symmetric or anti-symmetric with respect to the mid-point of each span. In such a case, the angular displacements at the two ends of a span are related as

\[
\Theta_{\beta-1} = (-1)^s \Theta_\beta, \quad s = \text{integer of } \left[ \frac{\lambda}{\pi} \right]
\]

where \( s=\text{odd} \) and \( s=\text{even} \) correspond to the symmetric and anti-symmetric mode shapes, respectively. In view of Eq.(9), the value of the wave constant for this case must be \( \mu=m\pi \), implying a non-propagating wave or standing wave. The ratio \( A_\beta/B_\beta \) is obtained by substituting
Eqs.(7) and (11) into Eq.(10) to yield

\[
\frac{A_\beta}{B_\beta} = (-1)^{\nu+1}.
\]  

(12)

The second case is associated with those mode shapes which are neither symmetric nor anti-symmetric with respect to the mid-point of each span. Therefore, the wave constant \( \mu \) is not an integer multiple of \( \pi \), i.e. \( \mu = m\pi \). This implies that there is indeed wave propagation through each periodic support of multi-span beam. By applying Eqs.(7), (9) and (10), we find that \( A_\beta \) and \( B_\beta \) are given by

\[
A_\beta = \frac{L}{\Delta} \left[ -f'(0,\lambda)\Theta_{\beta-1} + f'(1,\lambda)\Theta_\beta \right]
\]

\[
B_\beta = \frac{L}{\Delta} \left[ -f'(1,\lambda)\Theta_{\beta-1} + f'(0,\lambda)\Theta_\beta \right]
\]

\[
\Delta = [f'(1,\lambda)]^2 - [f'(0,\lambda)]^2 \neq 0.
\]

(13)

We note in passing that the first case corresponds precisely to \( \Delta = 0 \), associated with the same mode shape \( W_\beta(\xi) \) as that of a single-span beam with either two simply supported or two fully clamped ends. Return now to the second case, and substitute Eq.(9) into Eq.(13) to obtain

\[
\frac{A_\beta}{B_\beta} = -\frac{\eta}{\eta^* e^{-i\mu}},
\]

(14)

where

\[
\eta = f'(1,\lambda) e^{-i\mu} - f'(0,\lambda).
\]

(15)

It is noted that the ratio \( A_\beta/B_\beta \) is independent of the span number \( \beta \) for both cases. This implies that one can choose a mode shape from any span as a reference, then the mode shape for the next span can be obtained by a phase shift. Thus, a general expression for the mode shape of a multi-
span beams may be written as follows

\[
W_{\beta}(\xi, \mu, \lambda) = W_{1}(\xi, \mu, \lambda) e^{-im(\beta-1)}
\]

\[
= \left[ a f(\xi, \lambda) + b f(1-\xi, \lambda) \right] e^{-i\mu(\beta-1)} , \quad (\beta = 1, 2, \ldots, N)
\]

which is dependent on the span number $\beta$, the local coordinate $\xi$, the wave constant $\mu$ and frequency parameter $\lambda$. Here, $a$ and $b$ are obtained from Eqs. (12) and (14)

\[
a = \begin{cases} \eta , & \mu = m\pi \\ 1 , & \mu = m\pi \end{cases} \quad b = \begin{cases} -e^{-i\mu \eta^*} , & \mu = m\pi \\ (-1)^{\mu+1} , & \mu = m\pi \end{cases}
\]

Coefficients $a$ and $b$ are generally complex, while function $f(\cdot)$ is real. Moreover, the span number $\beta$ in Eq. (16) appears only in the exponential function. It will be shown later that this characteristic of mode shape is very useful, and it will be applied in the analysis of forced vibrations.

Substituting Eq. (16) into the last condition in Eq. (6), the bending moment equilibrium, we obtain a dispersion relationship between $\mu$ and $\lambda$ as follows:

\[
\cos(\mu) = F(\lambda)
\]

where

\[
F(\lambda) = \frac{f'(1,\lambda)}{f'(0,\lambda)} + \sqrt{\frac{f''(1,\lambda) - f''(0,\lambda)}{2f''(1,\lambda)f'(0,\lambda)}}
\]

Eq. (18) shows that the values of $\mu$ and $\lambda$ must satisfy a certain relationship for the wave propagation.

To examine the physical meaning of the dispersion equation, function $F(\lambda)$ is plotted in Figs. 2(a) and 2(b). It is seen that $F(\lambda)$ has an oscillatory character; thus, each $\mu$ value
corresponds to multiple values of \( \lambda \). For the \( F(\lambda) \) values between +1 and -1, the corresponding wave constants \( \mu \) are real. This implies that there exists a non-zero phase difference between the motion in adjacent spans, and that the wave is propagating and the wave energy is being transferred from span to span without decay. The associated frequencies are grouped in distinctive bands, called the *propagation bands*. On the other hand, if the absolute values of \( F(\lambda) \) are greater than 1, then \( \mu \) is purely imaginary, indicating an exponential decay of wave motion from span to span. The corresponding frequencies are also grouped in distinctive bands, called the *non-propagation bands*.

As shown in Figs. 2(a) and 2(b), the wave constant \( \mu \) corresponding to the bounding frequencies of a propagation band must be an integer multiples of \( \pi \). At such a frequency, the motion of a multi-span beam reduces to a standing wave the same as that of a single-span beam with symmetric boundary conditions at the ends. The lower bounding frequency of the \( s \)-th propagation band is the same as the \( s \)-th natural frequency of a single-span beam with elastic rotational springs at the ends, whereas the upper bounding frequency coincides with the \( s \)-th natural frequency of a single span with fully clamped ends.

It should be noted that if \( \mu \) is replaced by

\[
\mu_m = \mu + 2\pi m , \quad (m = \pm 1, \pm 2, \ldots)
\]  

the dispersion equation, Eq.(18), remains unchanged. Thus the state of vibration of the system corresponding to a wave constant \( \mu \) will be identical to the state corresponding to the other wave constant, namely \( \mu + 2\pi m \). Therefore, if we want to have the one-to-one correspondence between the state of vibration of a system and the wave constant \( \mu \), the latter must be confined to a range of values of width \( 2\pi \). The range of \( \mu \) values satisfying...
\[(m-1)\pi < \mu \leq m\pi \]
\[-m\pi < \mu \leq -(m-1)\pi , \quad (m = 1, 2, 3, \ldots )\]

is known as the \(m\)-th Brillouin (1953) zone. For free vibration analysis, we may restrict to the first Brillouin zone \((m=1)\) without loss of generality, i.e.

\[
0 < \mu \leq \pi ,
\]

\[
-\pi < \mu \leq 0 .
\]

We reiterate that a positive \(\mu\) corresponds to wave propagation in the positive \(x\)-direction and a negative \(\mu\) corresponds to one in the negative \(x\)-direction.

**Asymptotic dispersion relations and natural frequencies**

As seen in Eq.\((18)\), the frequency parameter \(\lambda\) is a multi-valued function of \(\mu\). Let \(\lambda_s(\mu)\) denote the \(\lambda\) value in the \(s\)-th propagation band. For a large value of \(\lambda_s(\mu)\), the following asymptotic approximation is sufficiently accurate

\[
F(\lambda) = (1 + \frac{v}{2\lambda})\cos(\lambda) - \sin(\lambda) , \quad \text{for} \quad \lambda \geq \pi ,
\]

which is obtained from Eq.\((19)\) by letting \(\tanh(x)=1\) and \(\sinh^{-1}(x)=\cosh^{-1}(x)=0\). This approximation is compatible with the dynamic edge effect method due to Bolotin (1961) and Elishakoff (1976), and is remarkably accurate as shown in Figs. 2(a) and 2(b). Moreover, as the rotational spring stiffness \(v\) increases, the position of the lower bounding frequency of each propagation band moves toward the upper bounding frequency which is fixed. This implies that the multi-span beam structure becomes more rigid with larger \(v\), as expected. In the case of \(v=0\), the explicit asymptotic expression for the natural frequencies are obtained by combining Eq.\((18)\)
and Eq.(23)

\[ \lambda_s(\mu) = (s - \frac{1}{4}) \pi + \cos^{-1}\left( (-1)^s \frac{\cos(\mu)}{\sqrt{2}} \right), \quad (s = 1, 2, \ldots, \infty) \]  

(24)

where \( s \) denotes the serial number of the propagation band. Thus, the natural frequencies of a multi-span beam can be determined readily from a given wave constant \( \mu \) which depends on the exterior boundary conditions of the entire system.

*The mode shapes of a multi-span beam*

It should be recalled that only the boundary conditions at the interior supports were used in obtaining an expression for \( W_\beta(\xi, \mu, \lambda) \). This implies that the mode shape given in Eq.(16) is valid only for a multi-span beam of infinite total length. For a finitely long multi-span beam, wave reflections occur at two exterior boundaries. Therefore, wave propagating in both positive and negative directions should be included in the analysis. The total angular displacement at the \( \beta \)-th support is now given by

\[ \tilde{\Theta}_\beta(\mu) = \Theta_\beta(\mu) + \Theta_\beta(-\mu) \]

\[ = C_\mu e^{-i\mu \beta} + C_{-\mu} e^{i\mu \beta}, \quad (\beta = 1, 2, \ldots, N) \]  

(25)

where the positive and negative subscripts denote the two directions of wave propagation. Hence, the associated mode shape for a finite multi-span beam becomes

\[ \tilde{W}_\beta(\xi, \mu, \lambda) = C'_\mu W_\beta(\xi, \mu, \lambda) + C'_{-\mu} W_\beta(\xi, -\mu, \lambda) \]  

(26)

where the \( \mu \) value will be chosen in the first Brillouin zone as defined by Eq.(22), and chosen to be positive without loss of generality.

For an infinitely long multi-span beam, the wave constant \( \mu \) varies continuously over the
entire zone defined by Eq.(22). The associated frequency parameter $\lambda$ also varies continuously
over the entire propagation band. For a finitely long multi-span beam, however, the wave
constant $\mu$ and the associated frequency parameter $\lambda$ take on discrete values. The number of the
discrete values for $\mu$ or $\lambda$ in each propagation band is the same as the number of spans. These
discrete wave constants are determined by imposing the boundary conditions at the exterior ends
of the entire beam. Referring to Fig. 1, the boundary conditions at the exterior ends of the beam are

$$
\nu_0 \bar{W}_1'(0, \mu, \lambda) = \bar{W}_1''(0, \mu, \lambda),
\nu_N \bar{W}_N'(1, \mu, \lambda) = -\bar{W}_N''(1, \mu, \lambda),
\nu_0 = \frac{k_0L}{EI}, \quad \nu_N = \frac{k_NL}{EI}
$$

where $\nu_0$ and $\nu_N$ are the non-dimensionalized rotational spring constants at the left and right ends
of the $N$ multi-span beam, respectively. A vanishing $\nu$ corresponds to a simple support, and an
infinite $\nu$ to a clamped support.

The mode shape of a finitely long multi-span beam can be rewritten in abbreviation as
follows

$$
\bar{W}_{\beta,j}(\xi) = \bar{W}_\beta(\xi, \mu_j, \lambda_j) = \bar{a}_{\beta,j} f_j(\xi) + \bar{b}_{\beta,j} f_j(1 - \xi),
$$

where

$$
\bar{a}_{\beta,j} = \Lambda_j [a_j e^{-i\mu_j(\beta - 1)} + \Gamma_j a^*_j e^{i\mu_j(\beta - 1)}],
\bar{b}_{\beta,j} = \Lambda_j [b_j e^{-i\mu_j(\beta - 1)} + \Gamma_j b^*_j e^{i\mu_j(\beta - 1)}].
$$

and where the subscript $\beta$ denotes the $\beta$-th span, $\mu_j$ is the wave constant corresponding to $\lambda_j$, and
$\Lambda_j$ and $\Gamma_j$ are the unknown constants to be determined by imposing the boundary conditions at
the exterior ends.
Examples

The wave constant $\mu$, frequency parameter $\lambda$ and mode shapes for an $N$-span beam will be evaluated in detail for the following three cases.

(a) Case $v_s = v_N = v/2$

In this particular case the rotational spring constants at both ends of the multi-span beam are equal to one-half of those at the interior supports. The boundary conditions at the exterior ends are

$$\frac{v}{2}W'_1(0,\mu,\lambda) = W''_1(0,\mu,\lambda),$$

$$\frac{v}{2}W'_N(1,\mu,\lambda) = -W''_N(1,\mu,\lambda).$$

Using Eqs.(18), (26) and (30), we obtain, after some algebra, an equation for $\mu$ as follows:

$$\sin(\mu N) = 0.$$  

The possible values of $\mu$ in the first Brillouin zone are

$$\mu_j = \frac{j}{N} \pi, \quad (j = 0, 1, 2, \ldots, N).$$

As seen in Fig. 2, the values $\mu=0$ and $\mu=\pi$ are associated with the bounding frequencies of the propagation bands. In the case of an odd-numbered propagation band, $\mu$ is equal to zero at the upper bound and to $\pi$ at the lower bound. The opposite is true for an even-numbered propagation band. Moreover, the lower and upper bound frequencies are the same as a single-span beam with elastic supports of rotational spring constant of value $v/2$, and with fully clamped supports, respectively. To incorporate the above features, Eq.(32) for $\mu$ is modified to read

where the subscripts $s$ and $r$ denote, respectively, the $s$-th propagation band and the $r$-th
\[ \mu_{j^{(s-1)}N+1} = \left\{ \frac{1}{2} [1 - (-1)^s] + (-1)^s \frac{r-1}{N} \right\} \pi, \quad (s = 1, 2, \ldots, \infty, \quad r = 1, 2, \ldots, N) \]

frequency within each band. Then the frequency parameters \( \lambda_{j^{(s-1)}N+1} \) is numbered in an increasing order of \( j \).

The mode shape \( \tilde{W}_{j^s}(\xi) \) should be taken as the real part of \( W_{j^s}(\xi, \mu, \lambda_j) \), and the coefficients \( \Lambda_j \) and \( \Gamma_j \) in Eq.(29) should assume the values of

\[ \Lambda_j = \frac{1}{2}, \quad \Gamma_j = 1. \quad (34) \]

(b) Case \( v_n = v_N = \infty \)

In this case, the boundary conditions at the extreme ends are

\[ \tilde{W}_1'(0, \mu, \lambda) = \tilde{\Theta}_0(\mu)L = 0, \]
\[ \tilde{W}_N'(1, \mu, \lambda) = \tilde{\Theta}_N(\mu)L = 0. \]

Eq.(31) remains valid; however, the serialized version now reads

\[ \mu_{j^{(s-1)}N+1} = \left\{ \frac{1}{2} [1 - (-1)^s] + (-1)^s \frac{r-1}{N} \right\} \pi, \quad (s = 1, 2, \ldots, \infty, \quad r = 1, 2, \ldots, N). \]

The wave constant \( \mu = 0 \) and \( \mu = \pi \) correspond to the upper bound of an odd-numbered and an even-numbered propagation bands, respectively, contrary to case (a). In this case the mode shape takes the imaginary part of \( W_{j^s}(\xi, \mu, \lambda_j) \) and the coefficients in Eq.(29) are found to be
In this case, the left end of the multi-span beam is constrained by a rotational spring of stiffness constant \( \nu /2 \), while the right end is clamped. The corresponding boundary conditions read

\[
\Lambda_j = \begin{cases} 
1/2 , & \mu_j = k\pi \\
-i/2 , & \mu_j = k\pi ,
\end{cases}
\]

\[
\Gamma_j = \begin{cases} 
1 , & \mu_j = k\pi \\
-1 , & \mu_j = k\pi .
\end{cases}
\]

(c) Case \( \nu_0 = \nu /2 \) and \( \nu_N = \infty \)

Analogous to cases (a) and (b), the following equation for \( \mu \) is obtained

\[
\cos(\mu N) = 0 ,
\]

from which

\[
\mu_{(s-1)N+r} = \left\{ \frac{1}{2} \left[ 1 - (-1)^s \right] + (-1)^r \frac{2r-1}{2N} \right\} \pi ,
\]

\( ( s = 1,2,...,\infty , \quad r = 1,2,...,N ) . \)

Note that neither zero nor \( \pi \) is a solution of the above equation; thus a standing wave does not exist. The mode shape for this case is described by the real part of \( W_\beta(\xi,\mu_j,\lambda_j) \) with coefficients specified in Eq.(34). If the left end of the multi-span beam is treated as being clamped \( (\nu_0 = \infty) \), and the right end is treated as being elastically constrained by a rotational spring stiffness of \( \nu /2 \), then the mode shape is described by the imaginary part of \( W_\beta(\xi,\mu_j,\lambda_j) \) with coefficients given in
Eq.(37); while Eqs.(39) and (40) remain unchanged.

Tables I-III list the frequency parameters in the first two bands of a six-span beam evaluated by using both the exact and asymptotic formulas for the three sets of boundary conditions at the extreme ends. It can be seen that the exact and asymptotic solutions differ by less than 0.4 % in the first band, and they are almost identical in the higher bands ($s \geq 2$).

The normal modes associated with the frequency parameters in the first band are illustrated in Figs. 3(a), 3(b) and 3(c), respectively. The solid and dash lines correspond to the cases of $v=0$ and $v=10$, respectively. Figs. 3(a) and 3(b) portray the mode shapes for the two sets of exterior supports, namely the set of $v_0 = v_N = v/2$ and the set of $v_0 = v_N = \infty$. In these two cases the mode shapes are either symmetric or anti-symmetric with respect to the mid-point of the multi-span beam due to symmetric boundary conditions at the two extreme ends. Fig. 3(c) illustrates the mode shapes for the case $v_0 = v/2$ and $v_N = \infty$, and they are neither symmetric nor anti-symmetric, as expected.

**Forced Vibration Analysis**

In the preceding section, the frequency parameter $\lambda$, wave constant $\mu$ and the associated mode shape have been determined for a multi-span beam of finite or infinite total length. In this section, the exact analytic harmonic response of such a beam subjected to a convected harmonic loading is obtained using the normal mode approach. Furthermore, both the location and the magnitude of the peak response can be determined in advance. Thus, the important *coincident phenomenon* can be investigated in exact terms.
Orthogonality conditions of mode shapes

(a) Multi-span beam of finite total length

Consider two normal modes of a multi-span beam satisfying the following equations

\[ \frac{d}{d\xi} \left( \lambda_j^4 \vec{W}_{\beta,j}(\xi) \right) - \lambda_j^4 \vec{W}_{\beta,j}(\xi) = 0, \]

\[ \frac{d}{d\xi} \left( \lambda_k^4 \vec{W}_{\beta,k}(\xi) \right) - \lambda_k^4 \vec{W}_{\beta,k}(\xi) = 0, \]

where the first subscript \( \beta \) denotes the \( \beta \)-th span, and the second subscript, \( j \) or \( k \), corresponds to the serial number of a natural frequency. Multiplying the first equation in Eq.(41) by \( \vec{W}_{\beta,k}(\xi) \) and the second by \( \vec{W}_{\beta,j}(\xi) \), and integrating the difference between the two resulting expressions over the total length \( NL \) of the \( N \)-span beam, we obtain

\[ \sum_{\beta=1}^{N} \left\{ \int_{0}^{1} \left[ \vec{W}_{\beta,k}(\xi) \frac{d}{d\xi} \vec{W}_{\beta,j}(\xi) - \vec{W}_{\beta,j}(\xi) \frac{d}{d\xi} \vec{W}_{\beta,k}(\xi) \right] d\xi \right\} \]

\[ = (\lambda_j^4 - \lambda_k^4) \sum_{\beta=1}^{N} \int_{0}^{1} \vec{W}_{\beta,j}(\xi) \vec{W}_{\beta,k}(\xi) d\xi. \]

Integrating the product \( \vec{W}_{\beta,k}(\xi) \vec{W}_{\beta,j}(\xi) \) by parts

\[ \int_{0}^{1} \vec{W}_{\beta,k}(\xi) \vec{W}_{\beta,j}(\xi) d\xi = \left[ \vec{W}_{\beta,k}(\xi) \vec{W}_{\beta,j}(\xi) \right]_{0}^{1} \]

\[ + \int_{0}^{1} d\xi \left[ \vec{W}_{\beta,k}(\xi) \vec{W}_{\beta,j}(\xi) \right] + \left[ \vec{W}_{\beta,k}(\xi) \vec{W}_{\beta,j}(\xi) \right]_{0}^{1} \]

Eqs.(42) and (43) can be combined to yield

\[ \sum_{\beta=1}^{N} \left[ \vec{W}_{\beta,k}(\xi) \vec{W}_{\beta,j}(\xi) \right]_{0}^{1} \]

\[ = (\lambda_j^4 - \lambda_k^4) \sum_{\beta=1}^{N} \int_{0}^{1} \vec{W}_{\beta,j}(\xi) \vec{W}_{\beta,k}(\xi) d\xi. \]
Finally, taking into account the continuity conditions Eq.(6) at each interior support, we obtain

\[
\left[ \tilde{W}_{N,k}(1) \tilde{W}_{N,j}'(1) - \tilde{W}_{N,k}(1) \tilde{W}_{N,j}'(1) + \tilde{W}_{N,k}(1) \tilde{W}_{N,j}'(1) - \tilde{W}_{N,k}(1) \tilde{W}_{N,j}'(1) \right]
\]
\[- \left[ \tilde{W}_{1,k}(0) \tilde{W}_{1,j}''(0) - \tilde{W}_{1,k}(0) \tilde{W}_{1,j}''(0) + \tilde{W}_{1,k}(0) \tilde{W}_{1,j}''(0) - \tilde{W}_{1,k}(0) \tilde{W}_{1,j}''(0) \right]
\]
\[\quad = (\lambda_j^4 - \lambda_k^4) \sum_{\beta=1}^{N} \int_{0}^{1} \tilde{W}_{\beta,j}''(\xi) \tilde{W}_{\beta,k}(\xi) \, d\xi .\]

(45)

It may be noted that the left-hand side of Eq.(45) vanishes for any set of homogeneous boundary conditions of the form

\[a \tilde{W}(x) + b \tilde{W}''(x) = 0\]  

(46)

or

\[c \tilde{W}(x) + d \tilde{W}''(x) = 0\]  

(47)

at the two ends, where \(a, b, c, d\) are constants. The idealized boundary conditions, such as clamped-free, simply-simply supports, and so on, are special cases. Eq.(46) corresponds to a transverse elastic support, and Eq.(47) to a rotational elastic support. Thus, we obtain an orthogonality condition for normal modes of an \(N\)-span beam as follows

\[\sum_{\beta=1}^{N} \int_{0}^{1} \tilde{W}_{\beta,j}''(\xi) \tilde{W}_{\beta,k}(\xi) \, d\xi = \gamma_j^2 \delta_{jk} ,\]

(48)

where \(\delta_{jk}\) denotes the Kronecker delta and \(\gamma_j^2\) is defined as follows:

\[\gamma_j^2 = \sum_{\beta=1}^{N} \int_{0}^{1} \tilde{W}_{\beta,j}''^2(\xi) \, d\xi .\]

(49)

Note that the span serial number \(\beta\) and the local coordinate \(\xi\) are separable in the expression for the mode shape given in Eqs.(28) and (29). Indeed, \(\beta\) appears only in the
exponential functions not involving $\xi$. Therefore, integration over the entire length of a multi-
span beam can be carried out with respect to the local coordinate $\xi$, and then summed over the
span serial number $\beta$. It will be shown later that these properties can be used to advantage in
reducing the computational efforts when evaluating the dynamic response of the system.

Eq.(49) may be rewritten as follows:

$$\gamma_j^2 = \sum_{\beta=1}^{N} \int_0^1 \bar{\bar{W}}_{\beta,j}^2(\xi) \, d\xi = C_{j,j}^a I_a(\lambda_j) + C_{j,j}^b I_b(\lambda_j),$$

where $I_a(\cdot)$ and $I_b(\cdot)$ are integrals defined as

$$I_a(\lambda) = \int_0^1 f^2(\xi) \, d\xi$$

$$= \frac{1}{2} \left\{ 1 + \frac{1}{2\lambda} \sin(2\lambda) - \frac{\sin^2(\lambda)}{\sinh^2(\lambda)} \left[ 1 + \frac{1}{2\lambda} \sinh(2\lambda) \right] \right\},$$

$$I_b(\lambda) = \int_0^1 f(\xi)(1-\xi) \, d\xi$$

$$= \frac{1}{2} \left\{ -\cos(\lambda) - \frac{1}{\lambda} \sin(\lambda) + \frac{\sin^2(\lambda)}{\sinh^2(\lambda)} \left[ \cosh(\lambda) + \frac{1}{\lambda} \sinh(\lambda) \right] \right\},$$

and where $C_{j,j}^a$ and $C_{j,j}^b$ can be obtained from the following more general expressions

$$C_{j,k}^a = \sum_{\beta=1}^{N} \left( a_{\beta,j} \bar{\bar{a}}_{\beta,k} + b_{\beta,j} \bar{\bar{b}}_{\beta,k} \right)$$

$$= \Lambda_j \Lambda_k \left\{ (a_j a_k + b_j b_k) S_N(\mu_j + \mu_k) + \Gamma_j \Gamma_k (a_j a_k^* + b_j b_k^*) S_N(\mu_j + \mu_k) \right. \right.$$

$$+ \left. \Gamma_j (a_j a_k + b_j b_k) S_N(\mu_j - \mu_k) + \Gamma_k (a_j a_k^* + b_j b_k^*) S_N(\mu_j - \mu_k) \} ,$$

In Eqs.(53) and (54), an asterisk denotes the complex conjugate. $\Gamma$'s and $\Lambda$'s are defined by
\[ C_{jk}^b = \sum_{\beta=1}^{N} (\bar{a}_{\beta,j} b_{\beta,k} + \bar{a}_{\beta,k} b_{\beta,j}) \]

\[ = \Lambda_j \Lambda_k \{ (a_j b_k^* + a_k b_j^*) S_N(\mu_j + \mu_k) + \Gamma_j \Gamma_k (a_j^* b_k^* + a_k^* b_j^*) S_N^*(\mu_j + \mu_k) \]

\[ + \Gamma_k (a_j^* b_k^* + a_k^* b_j^*) S_N(\mu_j - \mu_k) + \Gamma_j (a_j^* b_k + a_k^* b_j) S_N^*(\mu_j - \mu_k) \} \]

\[ \Lambda = \begin{cases} 1/2, & \tilde{W}_\beta(\xi) = Re\{W_\beta(\xi)\} \\ -i/2, & \tilde{W}_\beta(\xi) = Im\{W_\beta(\xi)\} \end{cases} \]

\[ \Gamma = \begin{cases} 1, & \tilde{W}_\beta(\xi) = Re\{W_\beta(\xi)\} \\ -1, & \tilde{W}_\beta(\xi) = Im\{W_\beta(\xi)\} \end{cases} \]

and function \( S_N(\mu) \) is given by

\[ S_N(\mu) = \sum_{\beta=1}^{N} e^{-iu(\beta-1)} = \begin{cases} \frac{1-e^{-i\mu N}}{1-e^{-iu}} & \mu = 2m\pi \\ N & \mu = 2m\pi \end{cases} \]

(b). **Multi-span beam of infinite length**

In the case of a periodic beam of infinite length, the orthogonality condition of normal modes can also be derived by using a similar procedure. However, it is no longer necessary to impose any boundary conditions at the exterior supports. The mode shape \( W_\beta[\xi,\mu;\lambda,\lambda(\mu)] \) given in Eq.(16) is now applicable throughout the entire length. Eqs.(41) through (44) still hold, except that the finite sum is replaced by an infinite sum. By taking into account the continuity conditions, Eq.(6), at the interior supports, it is easy to show that the left-hand-side of Eq.(42) vanishes, i.e
\[ 2\pi \delta(\mu + \mu') \left\{ (e^{i\mu} - e^{-i\mu'}) W_1^0[0,\mu,\lambda_j(\mu)] W_1^1[1,\mu',\lambda_j(\mu')] \right. \\
+ \left. (e^{-i\mu} - e^{i\mu'}) W_1^0[1,\mu,\lambda_j(\mu)] W_1^1[0,\mu',\lambda_j(\mu')] \right\} = 0 , \]

where \( \delta(\cdot) \) is Dirac's delta function, and where use has been made of the identity

\[ \sum_{\beta = -\infty}^{\infty} e^{-i\mu(\beta - 1)} = 2\pi \delta(\mu) . \]

The orthogonality condition of the mode shapes for an infinitely long multi-span beam read

\[ \sum_{\beta = -\infty}^{\infty} \int_0^1 W_0^0[\xi,\mu,\lambda_j(\mu)] W_0^0[\xi,\mu',\lambda_j(\mu')] d\xi = \gamma_0^2[\mu,\lambda_j(\mu)] \delta(\mu + \mu') \delta_\omega , \]

where \( \delta_\omega \) is the Kronecker delta, and \( \gamma_0^2[\cdot] \) is defined as follows:

\[ \gamma_0^2[\mu,\lambda_j(\mu)] = \int_0^1 |W_1^1[\xi,\mu,\lambda_j(\mu)]|^2 d\xi \]

\[ = (|a|^2 + |b|^2) I_1[\lambda_j(\mu)] + 2Re\{ab^*\} I_2[\lambda_j(\mu)] , \]

in which integrals \( I_1(\cdot) \) and \( I_2(\cdot) \) are given in Eqs.(51) and (52), respectively, and \( a, b \) are defined in Eq.(17).

**Responses of multi-span beam under the convected loading**

Let us consider the forced vibration of a multi-span beam with damping. The equation of motion in the local coordinate system is given by

\[ EIL^{-4} y_\beta^{(4)}(\xi,t) + cy_\beta(\xi,t) + \rho A \ddot{y}_\beta(\xi,t) = p_\beta(\xi,t) , \]

\[ (\beta = N_1, \ldots, 1, 2, \ldots, N ; \quad 0 \leq \xi \leq 1) \]

where \( c = \) damping coefficient, \( p_\beta(\xi,t) = \) transverse pressure per unit length, and \( N_1=1 \) and \( N_2=N \) for a finitely long beam, whereas \( N_1=-\infty \) and \( N_2=\infty \) for an infinitely beam. Assuming that the
excitation and response are harmonic in time, we have

\[ P_\beta(\xi, t) = P_\beta(\xi) e^{i\omega t}, \]
\[ y_\beta(\xi, t) = Y_\beta(\xi) e^{i\omega t}. \]  

(62)

Function \( Y_\beta(\xi) \) will be referred as the harmonic-response function in what follows. For a harmonic loading convected over the beam at a velocity \( \omega L/\mu_f \)

\[ P_\beta(\xi) = P_0 e^{-i\omega(\xi + \beta - 1)} , \quad (\beta = 1, 2, \ldots, N) \]

(63)

where \( P_0 \) is the amplitude, and \( \mu_f \) is the wave constant of the loading.

(a) Multi-span beam of finite total length

First, let us consider the case of an \( N \)-span beam. We expand \( Y_\beta(\xi) \) and \( P_\beta(\xi) \) in terms of the normal modes of the system as follows

\[ Y_\beta(\xi) = \sum_{j=1}^{\infty} c_j \bar{W}_{\beta,j}(\xi), \]

(64)

\[ P_\beta(\xi) = \sum_{j=1}^{\infty} d_j \bar{W}_{\beta,j}(\xi), \quad (\beta = 1, 2, \ldots, N) \]

The relationship between coefficients \( c_j \) and \( d_j \) can be found by substituting Eqs.(62) and (64) into Eq.(61) and using Eq.(41) to obtain

\[ \sum_{j=1}^{\infty} \left( \lambda_j^4 - \lambda_f^4 + i\zeta \lambda_j^2 \right) c_j \bar{W}_{\beta,j}(\xi) = \frac{L^4}{EI} \sum_{j=1}^{\infty} d_j \bar{W}_{\beta,j}(\xi), \]

(65)

where \( \lambda_f^4 = \rho AL^4 \omega^2 / EI \) is a nondimensional loading frequency parameter, and \( \zeta = cL^2 / (\rho A EI) \) is a nondimensional damping parameter. Comparison of coefficients on the two sides of Eq.(65) yields
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where $H(\lambda_j, \lambda_j)$ is the frequency response function given by

$$H(\lambda_j, \lambda_j) = \frac{L^4}{EI} \left( \lambda_j^4 - \lambda_j^4 + i\xi \lambda_j^2 \right)^{-1} .$$

(67)

Hence, the harmonic response function is obtained in the following form

$$Y_\beta(\xi) = \sum_{j=1}^{\alpha} d_j H(\lambda_j, \lambda_j) \overline{W}_\beta,j(\xi) , \quad ( \beta = 1, 2, ..., N ).$$

(68)

The coefficients $d_j$ are obtained by applying the orthogonality condition for the mode shapes, namely Eq.(48), to the second equation in Eq.(64) to yield

$$d_j = \frac{1}{\gamma_j} \sum_{\beta=1}^{\alpha} \int_{0}^{1} \overline{W}_\beta,j(\xi) P_\beta(\xi) d\xi$$

$$= \frac{P_\beta}{\gamma_j} \left[ E_j^a g(\lambda_j, \mu_j) + E_j^b e^{-i\gamma} g^*(\lambda_j, \mu_j) \right] ,$$

(69)

where

$$E_j^a = \Lambda_j \left[ a_j S(\mu_j + \mu_j) + \Gamma_j a_j^* S(\mu_j - \mu_j) \right] ,$$

(70)

$$E_j^b = \Lambda_j \left[ b_j S(\mu_j + \mu_j) + \Gamma_j b_j^* S(\mu_j - \mu_j) \right] ,$$

(71)

$$g(\lambda, \mu_j) = \int_{0}^{1} f(\xi) e^{-i\gamma} d\xi = \frac{\sin(\lambda)}{\sinh(\lambda)} \nu ,$$

(72)

$$\nu = \frac{1}{2(\mu_j^2 + \lambda^2)} \left[ (\lambda - i\mu_j) e^{-(\lambda - i\mu_j)} + (\lambda + i\mu_j) e^{\lambda - i\mu_j} - 2\lambda \right] ,$$

(74)

in which $\text{sgn}(\cdot)$ denotes the sign function.
The dynamic response of an infinitely long multi-span beam subjected to a convected harmonic loading can also be evaluated in a similar way. Let us expand both the harmonic response and the loading function in the mode shapes of such a beam

\[
Y_\beta(\xi) = \sum_{s=1}^{\infty} \int_{\mu} c_s(\mu) W_\beta[\xi,\mu,\lambda_s(\mu)] d\mu ,
\]

\[
P_\beta(\xi) = \sum_{s=1}^{\infty} \int_{\mu} d_s(\mu) W_\beta[\xi,\mu,\lambda_s(\mu)] d\mu , \quad (\beta = 0, \pm 1, \pm 2, ..., \pm \infty)
\]

where \( s \) denotes the serial number of a propagation band. Multiplying both sides of the second equation in Eq.(75) by \( W_\beta^*[\xi,\mu',\lambda_s(\mu')] \) and performing integration over the length of the entire beam, we obtain upon applying the orthogonality conditions, Eq.(59),

\[
d_s(\mu) = \frac{1}{2\pi \gamma_0^2[\mu,\lambda_s(\mu)]} \sum_{\beta=-\infty}^{\infty} \int_0^1 P_\beta(\xi) W_\beta^*[\xi,\mu,\lambda_s(\mu)] d\xi .
\]

For an external excitation in the form of Eq.(63), the numerator in Eq.(76) may be simplified to
\[ \sum_{\beta=\pm\infty}^{1} \int_{0}^{1} P_{\beta}(\xi) W_{\beta}[\xi,\mu,\lambda_{s}(\mu)] d\xi = 2\pi \delta(\mu - \mu_{0}) P_{0} D[\mu,\lambda_{s}(\mu),\mu] , \]

\[ D[\mu,\lambda_{s}(\mu),\mu] = a [\mu,\lambda_{s}(\mu)] g[\lambda_{s}(\mu),\mu] + b [\mu,\lambda_{s}(\mu)] e^{-in} g^{*}[\lambda_{s}(\mu),\mu] , \]

in which \( a(\cdot) \) and \( b(\cdot) \) are defined in Eq.(17), and \( g(\cdot) \) is given by Eq.(72). Eq.(66) is still valid for \( c_{s}(\mu) \) and \( d_{s}(\mu) \). Hence, \( c_{s}(\mu) \) may be expressed as follows

\[ c_{s}(\mu) = \frac{\delta(\mu - \mu_{0}) P_{0}}{\gamma_{0}[\mu,\lambda_{s}(\mu)]} D[\mu,\lambda_{s}(\mu),\mu] H[\lambda_{s}(\mu),\mu] . \]

The harmonic response function for the infinitely long multi-span beam can be obtained by substituting Eq.(78) into the first equation in Eq.(75) to yield

\[ Y_{\beta}(\xi) = \sum_{\beta=\pm\infty}^{\infty} \int_{\mu\in\mathbb{R}} \frac{\delta(\mu - \mu_{0}) P_{0}}{\gamma_{0}[\mu,\lambda_{s}(\mu)]} D[\mu,\lambda_{s}(\mu),\mu] H[\lambda_{s}(\mu),\mu] W_{\beta}[\xi,\mu,\lambda_{s}(\mu)] d\mu , \]

\[ (\beta = 0, \pm 1, \pm 2, ..., \pm \infty ) . \]

Here, the integration range \( R \) must be chosen from the particular Brillouin zone defined in Eq.(21) which includes the loading wave constant \( \mu_{0} \). This is always possible since union of all Brillouin zones constitutes the entire one-dimensional space. Note the presence of a Dirac's delta function in Eq.(79) with an argument \( \mu_{0} - \mu \). It implies that only a group of propagating waves associated with \( \mu_{0} \) contributes to the response. Carrying out the integration in Eq.(79), we obtain

\[ Y_{\beta}(\xi) = \sum_{\beta=\pm\infty}^{\infty} \frac{P_{0}}{\gamma_{0}[\mu,\lambda_{s}(\mu)]} D[\mu,\lambda_{s}(\mu),\mu] H[\lambda_{s}(\mu),\mu] W_{\beta}[\xi,\mu,\lambda_{s}(\mu)] , \]

\[ (\beta = 0, \pm 1, \pm 2, ..., \pm \infty ) \]

where \( \gamma_{0}^{2}(\cdot), D(\cdot), H(\cdot) \) and \( W_{\beta}(\cdot) \) are given by Eqs.(60), (77), (67) and (16), respectively.
Results and discussion

For a multi-span beam under harmonic excitation, large response is likely to occur if the excitation frequency is within a propagation frequency band. When the excitation is convected along the beam, the response can be further amplified due to the so-called coincidence effect. For an \( N \)-span beam the magnitude of the harmonic response function may have as many as \( N \) peaks in each propagation band. The possible location of a peak in a propagation band for \( |Y_p(\xi)| \) can be determined from the condition

\[
\lambda_\gamma = \left( \lambda_\gamma^4 - \frac{\xi_\gamma^2}{2} \right)^{\frac{1}{4}}, \quad (j = 1, 2, \ldots),
\]

when the denominator in expression (67) for \( |H(\lambda_\gamma, \lambda_\gamma)| \) has a minimum magnitude, whereas the magnitude of harmonic response function \( Y_p(\xi) \) is dominated by the term with \( |H(\lambda_\gamma, \lambda_\gamma)| \). For an infinitely long multi-span beam, however, there is only one group of propagating waves, whose wave constant coincides with \( \mu_\tau \) that contributes to the response, as it can be seen from Eq.(79). Therefore, there is only one peak at

\[
\lambda_\gamma = \left[ \lambda_\gamma^4(\mu_\gamma)^s - \frac{\xi_\gamma^2}{2} \right]^\frac{1}{4}, \quad (s = 1, 2, \ldots)
\]

appearing in each propagation band.

Fig. 4(a) portrays the harmonic response at the mid-point of the second span of a four-span beam. It shows that there are four peaks in the first propagation band. In contrast, there is only one peak in the first band for the infinite multi-span beam shown in Fig. 4(b), and the response is considerably magnified due to the coincidence effect.

The effects of damping on the harmonic responses are also shown in Fig. 5(a) and 5(b) for a four-span beam and an infinitely long multi-span beam, respectively. It can be seen that
the values of the peaks in each propagation band is reduced with a larger damping coefficient. Hence, the profile of each peak becomes flatter as damping increases.

The results obtained from the present approach and Mead's approach (1971) are compared in Figs. 6(a) and 6(b) for an infinitely long beam with an evenly spaced hinge supports \((v=0)\). The dash line represents a 20-term approximation in Mead's formulation, whereas the solid curve represents a one-term approximation by the present approach in the first propagation band. The results are seen to be very close. The two results become indistinguishable in the first three propagation bands, when a twenty-term was used in the present approach, as shown in Fig.6(b). Most significantly, the present approach has the advantage in that the location of each possible peak in each propagation band can be determined; thus, the value of each peak can be evaluated precisely from Eq.(80).

Conclusions

The free and forced vibrations of periodically supported multi-span beams are studied in this paper. Both the case of finite total length and the case of infinite total length are considered. The wave propagation concept is applied in the analysis of free vibration of the beam systems. The dispersion equation and its asymptotic form are derived from which the natural frequencies can be determined for a given wave constant. An explicit asymptotic expression for the natural frequencies is also proposed for the specific case of zero rotational spring stiffness. It is shown that the agreement between the asymptotic and the exact frequencies is excellent. The mode shapes of free vibration are obtained in the complex form. In these mode shapes the span serial number and the local spatial coordinate are separable; thus, an integration over the entire length is reduced to one within a single span, and a summation over the serial
numbers of the spans. It is shown that the use of these mode shape expressions can greatly reduce the computational efforts in the forced vibration analysis.
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Table I. Frequency Parameters of Six-Span Beams with Rotational Spring Parameter $\nu$ (Case $\nu_0=\nu_n=\nu/2$)

<table>
<thead>
<tr>
<th>$\nu=kL/EI$</th>
<th>0</th>
<th>2</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Frequencies in the first band</strong></td>
<td>Exact</td>
<td>Asymp.</td>
<td>Exact</td>
</tr>
<tr>
<td></td>
<td>Eq.(18)</td>
<td>Eq.(24)</td>
<td>Eq.(18)</td>
</tr>
<tr>
<td>$\pi$</td>
<td>$\pi$</td>
<td>3.398</td>
<td>3.397</td>
</tr>
<tr>
<td>3.261</td>
<td>3.267</td>
<td>3.491</td>
<td>3.491</td>
</tr>
<tr>
<td>3.556</td>
<td>3.566</td>
<td>3.729</td>
<td>3.730</td>
</tr>
<tr>
<td>3.927</td>
<td>3.927</td>
<td>4.042</td>
<td>4.037</td>
</tr>
<tr>
<td><strong>Frequencies in the second band</strong></td>
<td>2$\pi$</td>
<td>2$\pi$</td>
<td>6.427</td>
</tr>
<tr>
<td>7.069</td>
<td>7.069</td>
<td>7.134</td>
<td>7.134</td>
</tr>
<tr>
<td>7.430</td>
<td>7.430</td>
<td>7.468</td>
<td>7.468</td>
</tr>
<tr>
<td>7.727</td>
<td>7.728</td>
<td>7.740</td>
<td>7.741</td>
</tr>
</tbody>
</table>
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<table>
<thead>
<tr>
<th>$v=kL/EI$</th>
<th>0</th>
<th>2</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Exact</td>
<td>Asymp. Eq.(18)</td>
<td>Exact</td>
</tr>
<tr>
<td></td>
<td>Asymp. Eq.(24)</td>
<td>Eq.(23)</td>
<td>Eq.(18)</td>
</tr>
<tr>
<td><strong>Frequencies in the first band</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$v$</td>
<td>$v_0=V_{V_0}=∞$</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$0$</td>
<td>$3.261$</td>
<td>$3.267$</td>
<td>$3.491$</td>
</tr>
<tr>
<td>$2$</td>
<td>$3.556$</td>
<td>$3.566$</td>
<td>$3.729$</td>
</tr>
<tr>
<td>$3$</td>
<td>$3.927$</td>
<td>$3.927$</td>
<td>$4.042$</td>
</tr>
<tr>
<td><strong>Frequencies in the second band</strong></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>$7.069$</td>
<td>$7.069$</td>
<td>$7.134$</td>
</tr>
<tr>
<td></td>
<td>$7.430$</td>
<td>$7.430$</td>
<td>$7.468$</td>
</tr>
<tr>
<td></td>
<td>$7.727$</td>
<td>$7.728$</td>
<td>$7.740$</td>
</tr>
</tbody>
</table>
Table III. Frequency Parameters of Six-Span Beams with Rotational Spring Parameter $\nu$ (Case $v_0=\nu/2, \nu_N=\infty$)

<table>
<thead>
<tr>
<th>$\nu=kL/EI$</th>
<th>0</th>
<th>2</th>
<th>200</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Exact</strong></td>
<td>Asymp.</td>
<td><strong>Exact</strong></td>
<td>Asymp.</td>
</tr>
<tr>
<td>Eq.(18)</td>
<td>Eq.(24)</td>
<td>Eq.(18)</td>
<td>Eq.(23)</td>
</tr>
<tr>
<td>Frequencies in the first band</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$3.393$</td>
<td>$3.403$</td>
<td>$3.596$</td>
<td>$3.598$</td>
</tr>
<tr>
<td>$4.696$</td>
<td>$4.679$</td>
<td>$4.702$</td>
<td>$4.685$</td>
</tr>
<tr>
<td>Frequencies in the second band</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$6.885$</td>
<td>$6.885$</td>
<td>$6.964$</td>
<td>$6.964$</td>
</tr>
<tr>
<td>$7.252$</td>
<td>$7.253$</td>
<td>$7.304$</td>
<td>$7.304$</td>
</tr>
<tr>
<td>$7.592$</td>
<td>$7.592$</td>
<td>$7.617$</td>
<td>$7.618$</td>
</tr>
<tr>
<td>$7.820$</td>
<td>$7.820$</td>
<td>$7.823$</td>
<td>$7.824$</td>
</tr>
</tbody>
</table>
Fig. 1. Multi-span beams with elastic rotational spring at each support

1(a). Finite length

1(b). Infinite length
Fig. 2. Dispersion relationships
3(a). $v_0=v/2$ and $v_N=v/2$

Fig. 3. Normal modes in the first band of a six-span beam ( — for $v=0$; --- for $v=10$)

$v = 0$; $v = 10$

$\lambda_1 = \pi ; 3.897$

$\lambda_2 = 3.261; 3.950$

$\lambda_3 = 3.556; 4.094$

$\lambda_4 = 3.927; 4.293$

$\lambda_5 = 4.298; 4.501$

$\lambda_6 = 4.601; 4.666$
3(b). \( \nu_0 = \infty \) and \( \nu_N = \infty \)
$v = 0 ; \quad v = 10$

$\lambda_1 = 3.173 ; \quad 3.911$

$\lambda_2 = 3.393 ; \quad 4.013$

$\lambda_3 = 3.738 ; \quad 4.189$

$\lambda_4 = 4.116 ; \quad 4.399$

$\lambda_5 = 4.463 ; \quad 4.593$

$\lambda_6 = 4.696 ; \quad 4.713$

3(c). $v_0 = v/2$ and $v_N = \infty$
Fig. 4(a). Nondimensional harmonic response of a four-span beam vs loading frequency parameter $\lambda_\gamma$ (— Using normal modes of the first band; --- Using normal modes of the first two bands)

Fig. 4(b). Nondimensional harmonic response of an infinitely long multi-span beams vs loading frequency parameter $\lambda_\gamma$ (— Using normal modes of the first band; --- Using normal modes of the first two bands)
Fig. 5(a). Nondimensional harmonic response of a four-span beam vs loading frequency parameter $\lambda_\gamma$ with different damping coefficients ($\beta=2$, $\xi=0.5$, $\mu=4.14$)

Fig. 5(b). Nondimensional harmonic response of an infinite long multi-span beam vs loading frequency parameter $\lambda_\gamma$ with different damping coefficients ($\beta=2$, $\xi=0.5$, $\mu=4.14$)
Fig. 6(a) Nondimensional harmonic response of an infinitely long multi-span beam in the first band ( — by present approach; --- by Mead's approach)

Fig. 6(b) Nondimensional harmonic response of an infinitely long multi-span beam in the first three bands ( — by present approach; --- by Mead's approach)
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Abstract

In this paper, an exact solution for free vibration of a two dimensional periodic grillage structure is obtained by using wave propagation concept. Each periodic node (or support) of such a grillage structure is constrained by a rigid transverse support, and two elastic rotational springs in two orthogonal directions. The rotational springs in each direction are identical. The four boundary edges of the grillage as a whole are either simply supported or clamped. The wave motions at all periodic nodes are investigated and the associated dispersion equation relating the natural frequency and wave constant is derived. It is shown that there exist both bending and torsional motions in a grillage structure, which are coupled between members in two perpendicular directions. General expressions of the synchronous mode shapes and non-synchronous deflection shapes are obtained for both bending and torsional motions in two directions. These can then be applied in formulating forced vibrations of the grillage structure. An example of a grillage with four-spans in each direction is given for illustration.
1. Introduction

A grillage consists of two sets of mutually orthogonal beams rigidly connected at the intersections where additional elastic constraints may be imposed in rotational and/or transverse directions. The properties and spacing of the beams, and the constraining springs in each direction are spatially periodic; however, they may differ in two different directions.

Grillages find wide applications in many forms of construction. A steel or concrete deck is often placed on a grillage to transfer the imposed loads. There are several methods for the analysis of a linear elastic grillage. The general method of statically indeterminate structures is applicable in the case of static loading, but it is extremely tedious except when the number of intersections is small. If the space between two neighboring beams is small then approximation of the overall grillage by an orthotropic plate is reasonable, for which the appropriate differential equation can be found (e.g. Timoshenko 1959). Ellington and McCallion (1957) proposed a more accurate method to obtain deflection under static loads by using a finite difference formulation, but they assumed that the beams did not resist torsion.

There have been rather few papers on the vibration of grillages. In their pioneering work, Ellington and McCallion (1959) assumed that the mass of the beams was concentrated at the nodes (intersections) of the grillage. Again, by neglecting the torsional stiffness of the beams, and using a finite difference equation approach, they obtained a frequency equation for a grillage with various boundary conditions. Wah (1963) improved this method by considering the torsional stiffness of the beams with both
distributed and lumped masses. It was noted in his work that the derivation of the frequency equation required an admissible transverse displacement at each node which satisfies the boundary conditions. Unfortunately, such an expression is not easily determinable except for the case of a rectangular grillage simply supported on all four exterior edges. For other support conditions, only the case of zero torsional stiffness was discussed in his paper. Recently, Dinkevich (1993) considered a grillage with a transverse spring at each support. A frequency equation was obtained for the case of simply supported edges and negligible torsional stiffness.

In this paper, both wave propagation in a periodic grillage of infinite size and free vibration of a grillage of finite size are investigated. Exact solutions for both cases are obtained by using the wave propagation concept. Every periodic node (or support) is constrained by a rigid transverse support and two elastic rotational springs in two orthogonal directions. The rotational springs are identical in the same direction, but they may be different in different directions. In the case of a grillage of finite size, the four boundary edges are assumed to be either simply supported or fully clamped. Both bending and torsional motions of each beam are taken into account in the analysis. The bending motions of the beams in one direction are coupled with the torsional motions of the beams in the other direction. The wave motions at all periodic nodes are investigated, and a dispersion equation that relates the natural frequency and the wave constant is derived. The general expressions of the mode shapes for both bending and torsional motions are obtained, which can be applied in the analysis of forced vibrations. An example of a grillage with four-spans in each direction is given for illustration.
2. Wave Propagation in an Infinite-Size Grillage

2.1 Basic Equations

Consider a two-dimensional grillage structure of an infinite size, composed of two sets of multi-span beams in two perpendicular directions. It is assumed that each support provides a rigid constraint against transverse motion, as well as elastic constraints against rotations about two axes, with elastic constants $k_x$ and $k_y$, respectively, as shown in Figs. 1(a) and 1(b). Although the transverse and torsional motions are uncoupled for a prismatic beam in one direction, they may be coupled in two sets of beams in the perpendicular directions. Let us focus our attention on node/support ($\alpha, \beta$) as shown in Fig. 1(a). The displacements in the four beams sharing the same support ($\alpha, \beta$) are denoted by the symbols as shown in Fig. 1(b). The equations for the bending motions of the beams in the $x$ and $y$ directions are, respectively,

\[
D_x \frac{\partial^4 X_{\alpha\beta}(\xi, t)}{\partial \xi^4} + m_x L_x^4 \frac{\partial^2 X_{\alpha\beta}(\xi, t)}{\partial t^2} = 0
\]

\[
D_y \frac{\partial^4 Y_{\alpha\beta}(\zeta, t)}{\partial \zeta^4} + m_y L_y^4 \frac{\partial^2 Y_{\alpha\beta}(\zeta, t)}{\partial t^2} = 0
\]

where $X_{\alpha\beta}, Y_{\alpha\beta}$ = transverse displacements, $m_x, m_y$ = masses per unit length, $L_x, L_y$ = span lengths and $D_x, D_y$ = bending rigidities of the two beams in the $x$ and $y$ directions, respectively.

The equations of the torsional motions are
\[ C_y \frac{\partial^2 \theta_{\alpha \beta}(\zeta, t)}{\partial \zeta^2} - n_y L_y^2 \frac{\partial^2 \theta_{\alpha \beta}(\zeta, t)}{\partial t^2} = 0 \]  

\[ C_x \frac{\partial^2 \psi_{\alpha \beta}(\xi, t)}{\partial \xi^2} - n_x L_x^2 \frac{\partial^2 \psi_{\alpha \beta}(\xi, t)}{\partial t^2} = 0 \]

Here, \( \psi \) and \( \theta \) are, respectively, the torsional displacements of the beams in the \( x \) and \( y \) directions, \( n_x, n_y \) = polar mass-moments of inertia per unit length, and \( C_x, C_y \) = torsional rigidities. The effect of warping of a cross-section due to non-uniform torsion is neglected. The positive directions of \( \psi \) and \( \theta \) are determined by the usual right-hand rule.

The local coordinates \( \xi \) and \( \zeta \) in the two directions are defined as follows:

\[ \xi = x/L_x - (\alpha - 1) \quad ; \quad (\alpha - 1)L_x \leq x \leq \alpha L_x \quad ; \quad 0 \leq \xi \leq 1 \]

\[ \zeta = y/L_y - (\beta - 1) \quad ; \quad (\beta - 1)L_y \leq y \leq \beta L_y \quad ; \quad 0 \leq \zeta \leq 1 \]

For an infinitely large grillage, there are no exterior supports. Continuity conditions must be met at each support. For the transverse motion of the beam, they require that

\[ X_{\alpha \beta}(\xi, t) \big|_{\xi = 1} = X_{\alpha + 1 \beta}(\xi, t) \big|_{\xi = 0} = 0 \]

\[ X_{\alpha \beta}'(\xi, t) \big|_{\xi = 1} = X_{\alpha + 1 \beta}'(\xi, t) \big|_{\xi = 0} = \Theta_{\alpha \beta}(t) L_x \]

\[ D_x \left[ X_{\alpha + 1 \beta}''(\xi, t) \big|_{\xi = 0} - X_{\alpha \beta}''(\xi, t) \big|_{\xi = 1} \right] + C_y \left[ \theta_{\alpha \beta}'(\zeta, t) \big|_{\zeta = 0} - \theta_{\alpha \beta}'(\zeta, t) \big|_{\zeta = 1} \right] = k_x \Theta_{\alpha \beta}(t) \]
\[ Y_{\alpha \beta}(\xi, t) |_{\xi=1} = Y_{\alpha \beta+1}(\xi, t) |_{\xi=0} = 0 \]
\[ Y'_{\alpha \beta}(\xi, t) |_{\xi=1} = Y'_{\alpha \beta+1}(\xi, t) |_{\xi=0} = -\Psi_{\alpha \beta}(t) L_y \]
\[ D_y \left[ Y''_{\alpha \beta+1}(\xi, t) |_{\xi=0} - Y''_{\alpha \beta}(\xi, t) |_{\xi=1} \right] \]
\[ - C_\xi \left[ \psi'_{\alpha+1 \beta}(\xi, t) |_{\xi=0} - \psi'_{\alpha \beta}(\xi, t) |_{\xi=1} \right] = k_\gamma \Psi_{\alpha \beta}(t) \]

where a prime denotes differentiation with respect to \( \xi \) or \( \zeta \). For the torsional motion, the boundary conditions read

\[ \theta_{\alpha \beta}(\xi, t) |_{\xi=0} = \Theta_{\alpha-1 \beta}(t), \quad \theta_{\alpha \beta}(\xi, t) |_{\xi=1} = \Theta_{\alpha \beta}(t) \]
\[ \psi_{\alpha \beta}(\xi, t) |_{\xi=0} = \Psi_{\alpha \beta-1}(t), \quad \psi_{\alpha \beta}(\xi, t) |_{\xi=1} = \Psi_{\alpha \beta}(t) \]

in which \( \Theta_{\alpha \beta}(t) \) and \( \Psi_{\alpha \beta}(t) \) are, respectively, the rotations at the \((\alpha, \beta)\)th support about two horizontal axes as shown in Fig. 1(b).

As seen from Eqs. (1) through (9), the \( \Theta(t) \) motion is related to the bending motion of the beams in the \( x \) direction and the torsional motion of the beams in the \( y \) direction, whereas, the \( \Psi(t) \) motion is related to the bending motion of the beams in the \( y \) direction and the torsional motion of the beams in the \( x \) direction. It is, therefore, possible that the vibration of a grillage structure can be decomposed into two uncoupled states in terms of the \( \Theta \)'s and \( \Psi \)'s, respectively. In what follows, we shall discuss the \( \Theta \) motion only. The \( \Psi \) motion is similar. Assume that the motions is harmonic.
\[ X_{\alpha \beta}(\xi, t) = \bar{X}_{\alpha \beta}(\xi) e^{i\omega t} \quad (10) \]

\[ \theta_{\alpha \beta}(\zeta, t) = \bar{\theta}_{\alpha \beta}(\zeta) e^{i\omega t} \quad (11) \]

\[ \Theta_{\alpha \beta}(t) = \bar{\Theta}_{\alpha \beta} e^{i\omega t} \quad (12) \]

Then, Eqs. (1) and (3) become

\[ \dddot{\bar{X}}_{\alpha \beta}(\xi) - \lambda_\phi^2 \bar{X}_{\alpha \beta}(\xi) = 0 \quad (13) \]

\[ \dddot{\bar{\theta}}_{\alpha \beta}(\zeta) + \eta_\phi \bar{\theta}_{\alpha \beta}(\zeta) = 0 \quad (14) \]

where \( \lambda_\phi \) and \( \eta_\phi \) are nondimensional frequency parameters given by

\[ \lambda_\phi = \left( \frac{m_x L_x^4}{D_x \omega^2} \right)^{\frac{1}{2}}, \quad \eta_\phi = \left( \frac{n_y L_y^2}{C_y \omega^2} \right)^{\frac{1}{2}}, \quad \eta_\phi = \kappa_x \lambda_\phi^2 \quad (15) \]

Solutions of Eqs. (13) and (14) are obtained as

\[ \bar{X}_{\alpha \beta}(\xi) = A_{\alpha \beta} f_{\lambda}(\xi) + B_{\alpha \beta} f_{\lambda}(1 - \xi) \quad (16) \]

\[ \bar{\theta}_{\alpha \beta}(\zeta) = C_{\alpha \beta} \sin \eta_\phi \zeta + D_{\alpha \beta} \sin \eta_\phi (1 - \zeta) \quad (17) \]

where function \( f_\lambda(\cdot) \) is given by

\[ f_\lambda(\xi) = \sin \lambda \xi - \frac{\sin \lambda}{\sinh \lambda} \sinh \lambda \xi \quad (18) \]

By applying the continuity condition at the node \((\alpha, \beta)\), the coefficients in Eqs. (16) and (17) are determined in terms of the angular displacements at the nodes \((\alpha-1, \beta), (\alpha, \beta-1)\) and \((\alpha, \beta)\) as follows:
\[ A_{\alpha\beta} = \frac{L_x}{\Delta(\lambda_{\Theta})} \left[ f_{\alpha}(1) \bar{\Theta}_{\alpha\beta} - f_{\alpha}(0) \bar{\Theta}_{\alpha-1\beta} \right] \tag{19} \]

\[ B_{\alpha\beta} = \frac{L_x}{\Delta(\lambda_{\Theta})} \left[ f_{\alpha}(0) \bar{\Theta}_{\alpha\beta} - f_{\alpha}(1) \bar{\Theta}_{\alpha-1\beta} \right] \]

\[ C_{\alpha\beta} = \frac{\bar{\Theta}_{\alpha\beta}}{\sin\eta_\theta} \quad ; \quad D_{\alpha\beta} = \frac{\bar{\Theta}_{\alpha\beta-1}}{\sin\eta_\theta} \tag{20} \]

where \( \Delta(\cdot) \) is given by

\[ \Delta(\lambda_{\Theta}) = 2\lambda_{\Theta}^2 \frac{\sin\lambda_{\Theta}}{\sinh\lambda_{\Theta}} (1 - \cos\lambda_{\Theta} \cosh\lambda_{\Theta}) \tag{21} \]

It can be seen from Eq. (17) that \( \sin\eta_\theta = 0 \) corresponds to a single span beam with clamped supports for the torsional motion.

2.2 Wave Motions and Dispersion Relation

Similar to the case of one-dimensional multi-span beam discussed in previous paper[9], only the motions at the periodic supports (nodes) of the structure are to be investigated. Note that the motions at all periodic nodes (supports) of the grillage are not independent, but they may belong to that of a two-dimensional harmonic wave, which may propagate through all the nodes of the grillage.

For the grillage structure presently considered, only rotational displacements are possible at the supports due to the transversely rigid constraint. Let \( \Theta_{\alpha\beta}(t) \) be the angular displacement at node \((\alpha,\beta)\) shown in Fig. 1(b), which can be represented by a two-dimensional harmonic wave propagating through node (or support) \((\alpha,\beta)\) as
\[ \Theta_{a\beta}(t) = C_\Theta e^{i(\omega t - (\mu_{x,a} + \mu_{y,\beta}))}, \quad \text{or} \]
\[ \Theta_{a\beta} = C_\Theta e^{-i(\mu_{x,a} + \mu_{y,\beta})} \]

in which \( \mu_{x,a} \) and \( \mu_{y,\beta} \) are the components of a wave constant vector in the \( x \) and \( y \) directions, and \( C_\Theta \) is the amplitude of the wave motion.

If this two-dimensional harmonic wave can propagate through the periodic nodes of the grillage, the frequency parameters \( \lambda_x \) and \( \eta_y \), which are functions of natural frequency \( \omega \) and wave constants \( (\mu_{x,a}, \mu_{y,\beta}) \), must be related in a dispersion equation as follows

\[ 2 \gamma_x \lambda_x \sinh\lambda_y (\cos\lambda_x - \cos\mu_{x,a}) - \sin\lambda_x (\cosh\lambda_x - \cos\mu_{x,a}) \]
\[ \cos\lambda_x \cosh\lambda_x - 1 \]
\[ + 2 \sqrt{1 - \gamma_x^2} \eta_y \frac{\cos\eta_x - \cos\mu_{y,\beta}}{\sin\eta_x} + \nu_x = 0 \]

where \( \nu_x \) and \( \gamma_x \) are nondimensional parameters given by

\[ \nu_x = k_x \left( \frac{D_x^2}{L_x^2} + \frac{C_y^2}{L_y^2} \right)^{-\frac{1}{2}}; \quad \gamma_x = \frac{D_x}{L_x} \left( \frac{D_x^2}{L_x^2} + \frac{C_y^2}{L_y^2} \right)^{-\frac{1}{2}}; \quad 0 \leq \gamma_x \leq 1 \]

The dispersion equation is obtained by substituting Eqs. (16) through (20) into the third condition in Eq. (6). The first and second terms in Eq. (23) indicate, respectively, the contributions from the bending motion of the beams in the \( x \) direction and the torsional motion of the beams in the \( y \) direction, and the last term is attributable to the external rotational spring \( k_x \). When \( \gamma_x = 0 \) (or \( D_x = 0 \)), the problem reduces to a purely torsional vibration of a multi-span beam with periodic elastic rotational constraints in the \( y- \)
direction. On the other hand, when \( \gamma_x = 1 \) (or \( C_y = 0 \)), the problem becomes a purely bending vibration of a multi-span beam in the \( x \)-direction that has been discussed in the previous paper[9].

It should be noted that if the wave components \((\mu_{\theta_x}, \mu_{\theta_y})\) are replaced by

\[
\mu_{\theta,x}^{(J)} = \mu_{\theta,x} + 2j_x \pi \\
\mu_{\theta,y}^{(J)} = \mu_{\theta,y} + 2j_y \pi , \quad (j_x, j_y = \pm 1, \pm 2, \ldots)
\]

the dispersion equation, Eq. (23), remains unchanged. For free vibration analysis, we may, without loss of generality, choose \( \mu_{\theta,x} \) and \( \mu_{\theta,y} \) as follows

\[
-\pi < \mu_{\theta,x} \leq \pi ; \\
-\pi < \mu_{\theta,y} \leq \pi .
\]

The range of \( \mu_{\theta,x} \) and \( \mu_{\theta,y} \) specified in Eq. (26) is known as the first Brillouin zone (Brillouin 1953) in the case of two dimensional periodic structure. A positive \( \mu_{\theta,x} \) corresponds to a wave propagation in the positive \( x \)-direction, and a negative \( \mu_{\theta,x} \) corresponds to that in the negative \( x \)-direction. The meaning of \( \mu_{\theta,y} \) is analogous, except that it pertains to the \( y \) direction.

The natural frequencies of the grillage can be readily determined from the dispersion equation (23), given the values of wave constants \((\mu_{\theta,x}, \mu_{\theta,y})\), where \( \lambda_\theta \) and \( \eta_\theta \) are both functions of \( \omega \) as seen from Eq. (15). Analogous to the one dimensional case, it can be seen from the dispersion equation that the natural frequency of the grillage is a multi-valued function of the wave constant. The relationship between \( \lambda_\theta \) (or \( \eta_\theta \)) and \((\mu_{\theta,x}, \mu_{\theta,y})\) in the propagating bands may be represented by a set of frequency surfaces as...
shown in Fig. 2. Among four edges of each surface, the edge along which the value of \( \lambda_\Theta \) (or \( \eta_\Theta \)) is a constant as well as a maximum corresponds to an upper-bound frequency. These upper-bound frequencies can also be determined from one of the conditions, each of which is obtained by letting a denominator in the dispersion equation be zero, namely,

\[
1 - \cosh\lambda_\Theta \cos \lambda_\Theta = 0
\]

\[
\sin \eta_\Theta = 0
\]

The upper-bound frequencies along the edges \( \mu_\Theta x = 0 \) and \( \pi \), determined from the first condition in (27), correspond to a single span beam with clamped ends for bending motion. The upper-bound frequencies along the edges of \( \mu_\Theta y = 0 \) are \( \pi \), given by the second condition of Eq. (27), correspond to a single span beam with clamped ends for torsional motion. It is interesting to note that the propagation band (or frequency surface) between \( 1.5\pi \) and \( 2\pi \) for the grillage structure is a non-propagating band for a one-dimensional periodic multi-span beam, as shown in [9]. The range of a non-propagating band for the grillage structure becomes narrower due to the contribution of the torsional motion in the beams.

Analogously, the dispersion equation for the wave motion of \( \Psi(t) \) has the same form as Eq. (23). It may be obtained easily from Eq. (23) by formally replacing the subscripts \( x \) and \( \Theta \) by \( y \) and \( \Psi \), respectively, to yield
\[
2 \gamma_y \lambda_y \frac{\sinh \lambda_y (\cos \lambda_y - \cos \mu_{y,y}) - \sin \lambda_y (\cosh \lambda_y - \cos \mu_{y,y})}{\cos \lambda_y \cosh \lambda_y - 1} \\
+ 2 \sqrt{1 - \gamma^2_y} \eta_y \frac{\cos \eta_y - \cos \mu_{y,x}}{\sin \eta_y} + \nu_y = 0
\]

(28)

where

\[
\lambda_y = \left( \frac{m_y L_y^4}{D_y} \right)^{\frac{1}{2}}, \quad \eta_y = \left( \frac{n_x L_x^2}{C_x} \right)^{\frac{1}{2}}, \quad \eta_y = \kappa_y \lambda^2_y
\]

(29)

\[
\nu_y = k_y \left( \frac{D_y^2}{L_y^2} + \frac{C_x^2}{L_x^2} \right)^{-\frac{1}{2}}, \quad \gamma_y = \frac{D_y}{L_y} \left( \frac{D_y^2}{L_y^2} + \frac{C_x^2}{L_x^2} \right)^{-\frac{1}{2}}; \quad 0 \leq \gamma_y \leq 1
\]

(30)

2.3 Deflections of Bending and Torsional Motions

The bending and torsional deflections of the beams in the x and the y directions within an individual span can readily be obtained by substituting Eqs. (19) and (20) into Eqs. (16) and (17), where \( \Theta_{\alpha \beta} \) is given by Eq. (21). It is noted from Eqs. (19), (20) and (22) that the ratios \( A_{\alpha \beta}/B_{\alpha \beta} \) and \( C_{\alpha \beta}/D_{\alpha \beta} \) are independent of the span numbers \( \alpha \) and \( \beta \). This implies that deflections in two neighboring spans differ only by a phase shift. Thus, the deflections of bending and torsional motions of the entire structure can be represented as follows:

\[
\bar{X}_{\alpha \beta}(\xi) = \bar{X}_{10}(\xi) e^{-i[\mu_{x,1}(\alpha - 1) + \mu_{x,2} \beta]}, \quad (\alpha, \beta = 0, \pm 1, \pm 2, \ldots \pm \infty)
\]

(31)
where

\[ \theta_{\alpha\beta}(\zeta) = \overline{\theta}_{01}(\zeta) e^{-i[\mu_\alpha + \mu_\beta (\beta - 1)]}, \quad (\alpha, \beta = 0, \pm 1, \pm 2, \ldots \pm \infty) \]  

(32)

and where \( f_\lambda(\cdot) \) is defined in Eq. (18), and coefficients \( A_{10}, B_{10}, C_{01} \) and \( D_{01} \) are given for several cases as follows:

**Case a:** \( \mu_{\theta,x} \neq j_\pi \) and \( \mu_{\theta,y} = j_\pi \)

In this case, the wave motions of \( \Theta_{\alpha\beta}(t) \) propagate in four directions, as shown in Fig. 3. The coefficients \( A_{10}, B_{10} \) and \( C_{01} \) and \( D_{01} \) are obtained from Eqs. (19) to (22)

\[ A_{10} = C \left[ f_{\lambda}'(1) e^{-i\mu_\lambda} - f_{\lambda}'(0) \right], \]  

(35)

\[ B_{10} = C \left[ f_{\lambda}'(0) e^{-i\mu_\lambda} - f_{\lambda}'(1) \right] \]

\[ C_{01} = e^{-i\mu_\lambda}, \quad D_{01} = 1 \]  

(36)

where \( C \) is determined by using the continuity condition of angular displacement at the support \((\alpha, \beta)\), that is

\[ L^{-1} \overline{X}_{\alpha\beta}'(\xi)|_{\xi=1} = \overline{\theta}_{\alpha\beta}(\zeta)|_{\zeta=1} = \overline{\Theta}_{\alpha\beta} \]  

(37)

Eq. (37) is solved to yield

\[ C = \frac{L \sin \theta}{\Delta(\lambda_\theta)} \]  

(38)

where \( \Delta(\cdot) \) is defined in Eq. (20).
Case b: $\mu_{\theta x} = j_\pi$ and $\mu_{\theta y} = j_\pi$

It should be noted that when $\mu_{\theta x} = j_\pi$ the harmonic wave in the $x$ direction has the appearance of a standing wave. As discussed in [9], the deflection in each span in the $x$ direction coincides with a mode shape of single span beam with either idealized supported or fully clamped ends. The ratio between two angular displacements at two ends of a span in the $x$ direction is

$$\frac{\Theta_{\alpha \beta}}{\Theta_{\alpha -1 \beta}} = (-1)^{s_\beta}, \quad s_\beta = \text{integer of } \left\lfloor \frac{\lambda_{\theta x}}{\pi} \right\rfloor$$

(39)

It follows from substituting Eq. (39) into Eq. (19) that

$$\frac{A_{\alpha \beta}}{B_{\alpha \beta}} = (-1)^{s_\beta - 1}$$

(40)

Thus, the coefficients in Eqs. (33) and (34) are

$$A_{10} = 1, \quad B_{10} = (-1)^{s_\beta - 1}$$

(41)

$$C_{01} = C e^{-is_\beta}, \quad D_{01} = C$$

(42)

where $C$ may be determined from Eq. (37) to yield

$$C = (-1)^{i} \frac{f_{\alpha}(1) - (-1)^{s_\beta - 1} f_{\alpha}(0)}{L_x \sin \eta_{\theta}}$$

(43)

Case c: $\mu_{\theta x} = j_\pi$ and $\mu_{\theta y} = j_\pi$

Contrary to case b, the wave motion in the $y$ direction has a standing wave appearance. The torsional motion in the $y$ direction in each span has the same form as
that of a single span beam with either simply supported or fully clamped ends. The
corresponding angular displacements at the two ends of a span in the y direction are
related as

\[
\frac{\Theta_{\alpha \beta}}{\Theta_{\alpha \beta -1}} = (-1)^{s_{r}+1}, \quad s_{r} = \text{integer part of } \left[\frac{\eta_{\theta}}{\pi}\right]
\] (44)

which is based on the fact that the odd-numbered (even-numbered) mode shapes of a
single span beam for torsional motions are symmetric (anti-symmetric) with respect to the
mid-point of the span for either simply supported or fully clamped ends. Hence, the
coefficients in Eqs. (33) and (34) are obtained as

\[
A_{10} = C [f'_{\lambda}(1) e^{-i\mu_{x}} - f'_{\lambda}(0)],
\]

\[
B_{10} = C [f'_{\lambda}(0) e^{-i\mu_{x}} - f'_{\lambda}(1)]
\]

\[
C_{01} = 1, \quad D_{01} = (-1)^{s_{r}+1}
\] (46)

in which

\[
C = (-1)^{i_{y}} \frac{L_{x} \sin \eta_{\theta}}{\Delta(\lambda_{\theta})}
\] (47)

Case d: \( \mu_{\theta x} = j_{y} \pi \) and \( \mu_{\theta y} = j_{x} \pi \)

In this specific case, the motion has the form of a standing wave in both the x and
y directions. Combining the cases b and c, we have

\[
A_{10} = L_{x} \sin \eta_{\theta} (-1)^{i_{y}}, \quad B_{10} = A_{10} (-1)^{s_{r}+1}
\] (48)
\[ C_{01} = \left[ f'_{\alpha}(-1) - (-1)^{r+1}f'_{\alpha}(0) \right] (-1)^{r+1}, \quad D_{01} = C_{01} (-1)^{r+1} \] (49)

3. Free Vibration of a Finite-Size Grillage

3.1 Boundary Conditions along the Exterior Edges

For a grillage of finite size, having \( N_x \) spans in the \( x \) direction and \( N_y \) spans in the \( y \) direction, the boundary conditions along the four exterior edges should be imposed. These four edges are identified as \( \alpha = 0, \alpha = N_x, \beta = 0 \) and \( \beta = N_y \). Each boundary is treated as an edge-beam, with one-half the elastic and inertia properties of an interior beam. The boundary conditions at each node along each edge may be expressed in the following general form

\[
k_{\alpha \beta} \Theta_{\alpha \beta}(t) = D_x \left( 1 - \frac{1}{2} \delta_{0 \beta} - \frac{1}{2} \delta_{N_x \beta} \right) \left[ (1 - \delta_{\alpha N_y}) X''_{\alpha 1\beta}(0, t) - (1 - \delta_{\alpha 0}) X''_{\alpha \beta}(1, t) \right] \\
+ C_y \left( 1 - \frac{1}{2} \delta_{\alpha 0} - \frac{1}{2} \delta_{\alpha N_y} \right) \left[ (1 - \delta_{N_x \beta}) \Theta'_{\alpha 1 \beta}(0, t) - (1 - \delta_{0 \beta}) \Theta'_{\alpha \beta}(1, t) \right]
\] (50)

where \( \delta_{ij} \) is the Kronecker delta. The case \( k_{\alpha \beta} = \infty \) represents a clamped edge, for which the boundary condition (50) reduces to \( \Theta_{\alpha \beta}(t) = 0 \) (or \( \Theta_{\alpha \beta} = 0 \)). The case

\[
k_{\alpha \beta} = \frac{1}{2} \left( 1 - \frac{1}{2} \sum_{r=0, N_x} \sum_{s=0, N_y} \delta_{\alpha r} \delta_{s \beta} \right) k_x
\] (51)

will be referred to as an ideally supported edge.

3.2 Mode Shapes of Bending and Torsional Motions

For a grillage of finite size there generally exist four wave motions in different
directions, as shown in Fig. 3, sharing the same frequency $\omega$, due to reflections at the boundaries. By taking into account these four wave motions, the angular displacement function at node $(\alpha, \beta)$ becomes

$$
\tilde{\Theta}_{\alpha \beta} = c_1 e^{-i(\mu_x \alpha + \mu_y \beta)} + c_2 e^{i(\mu_x \alpha + \mu_y \beta)} + c_3 e^{-i(\mu_x \alpha - \mu_y \beta)} + c_4 e^{i(\mu_x \alpha - \mu_y \beta)}
$$

(52)

where $c_k \{k=1,2,3,4\}$ are constants to be determined by imposing the boundary conditions.

In view of Eqs. (16) through (20), the mode shapes of such a grillage can be obtained by combining the above four wave motions. Analogous to the case of a grillage of infinite size, these mode shapes are formulated for the following four cases:

**Case a: $\mu_{\theta, x} = j_\pi$ and $\mu_{\theta, y} = j_\pi$**

In this case, four wave motions in (50) propagate in directions not parallel to the $x$ or the $y$ axis shown in Fig. 3. Once the value of $\tilde{\Theta}_{\alpha \beta}$ is determined, the mode shapes for the bending and torsional motions are obtained from Eqs. (16) and (17) with the coefficients given in Eqs. (19) and (20), respectively.

The case of a grillage with clamped edges along the four edges is selected as an illustrative example. The other cases are listed in Table 1. Upon imposing the boundary conditions along the edges of $\alpha = 0$ and $\beta = 0$, i.e.

$$
\tilde{\Theta}_{0 \beta} = 0 \quad (\beta = 0, 1, 2, ..., N_y)
$$

$$
\tilde{\Theta}_{\alpha 0} = 0 \quad (\alpha = 0, 1, 2, ..., N_x)
$$

(53)

we obtain $C_1 = C_2 = - C_3 = - C_4 = - C$. Thus, Eq. (52) reduces to
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\[ \bar{\Theta}_{\alpha,\beta} = 4C \sin \mu_{\alpha,x} \alpha \sin \mu_{\alpha,y} \beta \]  

(54)

By imposing on equation (54) the other two boundary conditions along the edges \( \alpha = N_x \) and \( \beta = N_y \),

\[ \bar{\Theta}_{N_x,\beta} = 0 , \quad ( \beta = 0,1,2,\ldots,N_y ) \]  

(55)

\[ \bar{\Theta}_{\alpha,N_y} = 0 , \quad ( \alpha = 0,1,2,\ldots,N_x ) \]  

(56)

we then have

\[ \sin \mu_{\theta,x} N_x = 0 ; \quad \sin \mu_{\theta,y} N_y = 0 \]  

(57)

Therefore,

\[ \mu_{\theta,x} = \frac{j \pi}{N_x} , \quad ( j = 1,2,\ldots,N_x - 1 ) \]  

(58)

\[ \mu_{\theta,y} = \frac{k \pi}{N_y} , \quad ( k = 1,2,\ldots,N_y - 1 ) \]  

Table 1 lists the angular displacement functions \( \bar{\Theta}_{\alpha,\beta} \) and the equations for obtaining the wave constants \( \mu_{\theta,x} \) and \( \mu_{\theta,y} \) for all sixteen sets of boundary conditions.

It is seen from the Table 1 that when a pair of opposite edges of a grillage are either ideally supported or clamped, the associated wave constants in that direction can also be an integer multiple of \( \pi \). These cases are discussed in detail in the following sections.

Case b: \( \mu_{\theta,x} = j_x \pi \) or \( \mu_{\theta,y} = j_y \pi \)

In this case, a pair of opposite boundary edges parallel to the y direction can be either ideally supported or clamped. Then the \( \Theta_{\alpha,y}(t) \) motion can be represented by two
waves propagating in the positive and negative $y$-direction. In view of Eqs. (31) and (32), the mode shapes for the bending and torsional motions may be written as follows

$$
\bar{X}_{\alpha\beta}(\xi) = \bar{X}_{10}(\xi) (-1)^{\gamma_{\alpha-1}'} (c_1 e^{-i\omega_s \beta} + c_2 e^{i\omega_s \beta})
$$

(58)

$$
\bar{\theta}_{\alpha\beta}(\xi) = \left\{ c_1 \bar{\theta}_{01}(\xi) e^{-i\omega_s \beta} + c_2 \bar{\theta}_{01}^*(\xi) e^{i\omega_s \beta} \right\} (-1)^{\gamma_{\alpha-1}'}
$$

(59)

where asterisk denotes the complex conjugate and $\bar{X}_{10}(\xi)$ and $\bar{\theta}_{01}(\xi)$ are given in Eqs. (33) and (34) with the coefficients specified by Eqs. (41) through (43). The coefficients $c_1$ and $c_2$ in Eqs. (58) and (59) are determined by using the boundary condition along edge $\beta = 0$ for the following two cases, namely, the ideally supported and the clamped edges.

Consider first the case in which the boundary along $\beta = 0$ is clamped, i.e. $\bar{\theta}_{a0} = \bar{\theta}_{a0}(1) = 0$. The opposite boundary along $\beta = N_y$ could be either the ideally supported or clamped. Imposing the boundary condition $\bar{\theta}_{a0} = 0$ on Eq. (59) results in $c_1 = - c_2$. Thus, the mode shapes for the bending and torsional motions reduce to

$$
\bar{X}_{\alpha\beta}(\xi) = \bar{X}_{10}(\xi) (-1)^{\gamma_{\alpha-1}'} \sin \mu_{\alpha,\beta}
$$

(60)

$$
\bar{\theta}_{\alpha\beta}(\xi) = \text{Im} \left\{ \bar{\theta}_{01}^*(\xi) e^{i\omega_s \beta} \right\} (-1)^{\gamma_{\alpha-1}'}
$$

(61)

where $\text{Im}\{ \cdot \}$ denotes the imaginary part of a complex expression, and the common factor $2ic_2$ has been omitted.

Consider next the case of ideally supported edge along $\beta = 0$. The opposite boundary along $\beta = N_y$ may be either the ideally supported or the clamped edges. The boundary condition along $\beta = 0$ obtained from (50) has the form of
\[
\frac{1}{2} k_x \bar{\Theta}_{\alpha_0} = \frac{1}{2} D_x [\bar{X}''_{\alpha_10}(0) - \bar{X}''_{\alpha_10}(1)] + C_\alpha \bar{\Theta}'_{\alpha_1}(0), \tag{62}
\]

\[
(\alpha = 1, 2, ..., N_x - 1)
\]

Substituting Eqs. (58) and (59) into Eq. (62), we conclude that if \(c_1 = c_2\). Then Eq.(62) is equivalent to the dispersion equation Eq. (23) in the special case of \(\mu_{\Theta_x} = j\pi\). It follows from Eqs. (58) and (59) that the mode shapes for the bending and torsional motions are

\[
\bar{X}_{\alpha\beta}(\xi) = \bar{X}_{10}(\xi) (-1)^{j_1^{(\alpha-1)}} \cos \mu_{\Theta_x} \beta \tag{63}
\]

\[
\bar{\Theta}_{\alpha\beta}(\xi) = \text{Re}\{ \bar{\Theta}_{10}(\xi) e^{-i\mu_{\Theta_x}(\beta-1)} \} (-1)^{j_1^{\alpha+1}} \tag{64}
\]

where \(\text{Re}\{\cdot\}\) denotes the real part of a complex expression.

Of course, Eqs. (63) and (64) are equivalent to Eqs. (60) and (61) when one edge is \textit{ideally supported} and the opposite edge is clamped.

Case c: \(\mu_{\Theta_x} = j\pi\) and \(\mu_{\Theta_y} = j\pi\)

Analogous to Case b, the motion can be represented by two waves propagating in the positive and the negative \(x\)-direction. Two opposite edges parallel to the \(x\) direction can be either clamped or \textit{ideally supported}. The following mode shapes of the bending and torsional motions are obtained from Eqs. (31) through (34), with the coefficients given by Eqs. (45), (46) and (47)

\[
\bar{X}_{\alpha\beta}(\xi) = \left[ c_1 \bar{X}_{10}(\xi) e^{-i\mu_{\Theta_x}(\alpha-1)} + c_2 \bar{X}^*_{10}(\xi) e^{i\mu_{\Theta_x}(\alpha-1)} \right] (-1)^{j_1^{\beta}} \tag{65}
\]
Let the edge along $\alpha = 0$ be clamped; i.e. $\bar{\Theta}_0 \beta = 0$, where $\beta = 1, 2, \ldots, N_\gamma - 1$. The opposite edge along $\alpha = N_x$ may be either clamped or ideally supported. By imposing the boundary condition along $\alpha = 0$ on Eq. (66), we find $c_1 = - c_2$. Thus, the expressions for mode shapes Eqs. (65) and (66) reduce to:

$$\bar{X}_{\alpha \beta}(\xi) = \text{Im}\left\{\bar{X}_{10}^{*}(\xi)e^{i\omega_x(\alpha - 1)}\right\} \left( -1 \right)^{\gamma}$$  \quad (67)

$$\bar{\theta}_{\alpha \beta}(\zeta) = - c_{\alpha 1}(\zeta) \left( -1 \gamma \right)^{\beta - 1} \sin \mu_{\theta, x} \alpha$$  \quad (68)

If the edge along $\alpha = 0$ is ideally supported, then the boundary condition may be obtained from Eq. (50) as follows:

$$\frac{1}{2} k_x \bar{\theta}_0 \beta = D_x \bar{X}_{1\beta}''(0) + \frac{1}{2} C_y \left\{ \bar{\theta}_{0 \beta + 1}'(0) - \bar{\theta}_{0 \beta}'(1) \right\}$$  \quad (69)

$$\left( \beta = 1, 2, \ldots, N_\gamma - 1 \right)$$

The edge along $\alpha = N_x$ may be either ideally supported or clamped. Substitution of Eqs. (65) and (66) into the boundary condition Eq. (69), and use of dispersion equation (23) result in $c_1 = c_2$. Hence, the mode shapes in this case become:

$$\bar{X}_{\alpha \beta}(\xi) = \text{Re}\left\{\bar{X}_{10}(\xi)e^{-i\omega_x(\alpha - 1)}\right\} \left( -1 \right)^{\gamma}$$  \quad (70)

$$\bar{\theta}_{\alpha \beta}(\zeta) = \bar{\theta}_{01}(\zeta) \left( -1 \gamma \right)^{\beta - 1} \cos \mu_{\theta, x} \alpha$$  \quad (71)

**Case d**: $\mu_{\theta, x} = j_x \pi$ and $\mu_{\theta, y} = j_y \pi$

In this case, each pair of opposite edges must be both clamped or both ideally supported. 
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supported, and the mode shapes coincide with the deflection shapes of a grillage of infinite size. These mode shapes may be expressed as follows:

\[
\bar{X}_{\alpha}(\xi) = \bar{X}_{10}(\xi) (-1)^{\beta} + \bar{\beta}_{01}(\xi) \cdot \bar{\theta}_{\alpha}(\xi) = \bar{\theta}_{01}(\xi) (-1)^{\alpha + \beta - 1}
\]

where \( \bar{X}_{10}(\xi) \) and \( \bar{\theta}_{01}(\xi) \) are given by Eqs. (33) and (34), and the associated coefficients are specified by Eqs. (48) and (49).

3.3 Example and Discussion

As an example, a grillage of finite size, consisting of four spans each in the \( x \) and \( y \) directions \((N_x = 4 \text{ and } N_y = 4)\) with all clamped edges is investigated. The nondimensional parameters are chosen as \( \nu = 0, \gamma_x = 0.5, \kappa_x = 0.08 \).

The wave constants and the associated frequencies obtained from the first and second frequency surfaces are listed in Table 2. It is seen from Figs. 2(a) and 2(b) that the first upper-bound frequency occurs at \( \mu_{\nu} = 0 \), whereas the second upper-bound frequency appears at \( \mu_{\nu} = \pi \). Note that the first upper-bound frequency corresponds to a bending motion of the beams in the \( x \)- direction, whereas the second upper-bound frequency corresponds to a torsional motion of the beams in the \( y \)-direction. For emphasis, each of these is marked by an asterisk in Table 2.

The mode shapes in the spans in the \( x \)- and \( y \)-directions are shown in Figs. 3(a)-3(m) for both bending and torsional motions, where the parameters are fixed at \( \nu = 0.5, \gamma_x = 0.5, \kappa_x = 0.08 \). It is seen that the mode shapes of the bending and torsional motions
for all spans are related, since they must be consistent at the nodes. Moreover, the mode shapes must be either symmetric or anti-symmetric since the boundary conditions on opposite edges are symmetric in this case. The mode shape corresponding to each upper-bound frequency in the first column in Table 2 is devoid of torsional motion. In contrast, the mode shapes corresponding to each upper-bound frequency in the second column is devoid of bending motion.

4. Conclusions

Exact solutions have been obtained for wave propagation in a periodic grillage of infinite size, and for free vibration of one of finite size. Attention is focused on the motion at the periodic supports, thus by-passing the complicated motion between two neighboring supports. It is shown that the non-propagation frequency bands are narrower for a two-dimensional grillage structure than that of a one-dimensional periodic multi-span beam. The mode shapes of free vibration for both bending and torsional motions obtained herein may be used in a forced vibration analysis using the normal mode approach. One implicit assumption in the present analysis is that wave propagation in the x and y directions are synchronized such that they appear as components of a "plane" wave propagating in an oblique direction. The possibility of a "curvilinear" wave front will not be considered at this time.
Table 1. Angular displacement and wave constants of grillage of finite size with various boundary conditions.

<table>
<thead>
<tr>
<th>Boundary conditions</th>
<th>$\bar{\Theta}_{\alpha,\beta}$</th>
<th>Equations for $\mu_{\alpha,x}$ and $\mu_{\alpha,y}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$C_x$,$C_x$ and $C_y$,$C_y$</td>
<td>$\sin\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$S_x$,$S_x$ and $C_y$,$C_y$</td>
<td>$\cos\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$S_x$,$C_x$ and $C_y$,$C_y$</td>
<td>$\cos\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\cos\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$C_x$,$S_x$ and $C_y$,$C_y$</td>
<td>$\sin\mu_{\alpha,x} \alpha \sin\mu_{\alpha,y}$</td>
<td>$\cos\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$C_x$,$C_x$ and $S_y$,$S_y$</td>
<td>$\sin\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$C_x$,$S_x$ and $S_y$,$S_y$</td>
<td>$\cos\mu_{\alpha,x} \cos\mu_{\alpha,y}$</td>
<td>$\cos\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$S_x$,$C_x$ and $S_y$,$S_y$</td>
<td>$\cos\mu_{\alpha,x} \cos\mu_{\alpha,y}$</td>
<td>$\cos\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$S_x$,$S_x$ and $S_y$,$S_y$</td>
<td>$\cos\mu_{\alpha,x} \cos\mu_{\alpha,y}$</td>
<td>$\cos\mu_{\alpha,x} N_x = 0$ ; $\sin\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$C_x$,$C_x$ and $C_y$,$S_y$</td>
<td>$\sin\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\cos\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$C_x$,$C_x$ and $S_y$,$C_y$</td>
<td>$\sin\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\cos\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$C_x$,$S_x$ and $S_y$,$C_y$</td>
<td>$\sin\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\cos\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$S_x$,$S_x$ and $S_y$,$C_y$</td>
<td>$\cos\mu_{\alpha,x} \cos\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\cos\mu_{\alpha,y} N_y = 0$</td>
</tr>
<tr>
<td>$S_x$,$C_x$ and $S_y$,$C_y$</td>
<td>$\sin\mu_{\alpha,x} \sin\mu_{\alpha,y}$</td>
<td>$\sin\mu_{\alpha,x} N_x = 0$ ; $\cos\mu_{\alpha,y} N_y = 0$</td>
</tr>
</tbody>
</table>

Note: $C_x$, $C_y$ = clamped support; $S_x$, $S_y$ = ideal support; subscripts indicate direction. $N_x$ = number of spans in the $x$-direction; $N_y$ = number of spans in the $y$-direction.
Table 2. The first two groups of frequencies of a finite-size grillage ($N_x=4, N_y=4$) with all edges clamped ($v_x=0, \gamma_x=0.5, \eta_x=0.08$)

<table>
<thead>
<tr>
<th>$i$</th>
<th>$j$</th>
<th>$\mu_{\theta,x} = \frac{i\pi}{N_x}$</th>
<th>$\mu_{\theta,y} = \frac{j\pi}{N_y}$</th>
<th>$\frac{\lambda_{\theta}^{(1)}}{\pi}$</th>
<th>$\frac{\lambda_{\theta}^{(2)}}{\pi}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>1</td>
<td>1.5056*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>2</td>
<td>1.5056*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>3</td>
<td>1.5056*</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>1</td>
<td>1.3829</td>
<td></td>
<td>1.6852</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>2</td>
<td>1.4198</td>
<td></td>
<td>1.7664</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>3</td>
<td>1.4422</td>
<td></td>
<td>1.8882</td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>1.9947* ($\eta_{\theta}=\pi$)</td>
</tr>
<tr>
<td>2</td>
<td>1</td>
<td>1.2162</td>
<td></td>
<td>1.7729</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>2</td>
<td>1.2752</td>
<td></td>
<td>1.8386</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>3</td>
<td>1.3185</td>
<td></td>
<td>1.9332</td>
<td></td>
</tr>
<tr>
<td>2</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>1.9947* ($\eta_{\theta}=\pi$)</td>
</tr>
<tr>
<td>3</td>
<td>1</td>
<td>1.0666</td>
<td></td>
<td>1.8207</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>2</td>
<td>1.1478</td>
<td></td>
<td>1.8775</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>3</td>
<td>1.2076</td>
<td></td>
<td>1.9531</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>4</td>
<td></td>
<td></td>
<td></td>
<td>1.9947* ($\eta_{\theta}=\pi$)</td>
</tr>
</tbody>
</table>

Note: An asterisk denotes an upper-bound frequency.
Fig. 1(a) Periodic grillage with rotational constraints at each node

Fig. 1(b) Notations for displacements at node \((\alpha, \beta)\)
(a). The first frequency surface

(b). The second frequency surface

Fig. 2 Dispersion relationship of wave motion in a grillage
Fig. 3 Wave propagation in four directions in a grillage of finite size.
4(a) \( \mu_{\theta,x} = 3\pi/4, \mu_{\theta,y} = \pi/4; \lambda_{\theta} = 1.0981\pi \)

4(b) \( \mu_{\theta,x} = 3\pi/4, \mu_{\theta,y} = 2\pi/4; \lambda_{\theta} = 1.1696\pi \)
4(c). $\mu_{\theta,x} = 3\pi/4, \mu_{\theta,y} = 3\pi/4; \lambda_{\theta} = 1.22351\pi$

4(d) $\mu_{\theta,x} = 2\pi/4, \mu_{\theta,y} = \pi/4; \lambda_{\theta} = 1.2369\pi$
4(e) \( \mu_{\theta,x} = 2\pi/4, \mu_{\theta,y} = 2\pi/4; \lambda_\theta = 1.2896\pi \)

4(f) \( \mu_{\theta,x} = 2\pi/4, \mu_{\theta,y} = 3\pi/4; \lambda_\theta = 1.3288\pi \)
4(g). $\mu_{\theta,x} = \pi/4$, $\mu_{\theta,y} = \pi/4$; $\lambda_\theta = 1.3946\pi$

4(h). $\mu_{\theta,x} = \pi/4$, $\mu_{\theta,y} = 2\pi/4$; $\lambda_\theta = 1.4266\pi$
4(i). $\mu_{\theta x} = \pi/4, \mu_{\theta y} = 3\pi/4; \lambda_\theta = 1.4462\pi$

4(j). $\mu_{\theta x} = 0, \mu_{\theta y} = \pi/4; \lambda_\theta = 1.5056\pi$
Fig. 4 Mode shapes of grillage with clamped edges ( $v_x = y_x = 0.5; \kappa_x = 0.08$ )

4(k). $\mu_{\theta,x} = 0$, $\mu_{\theta,y} = 2\pi/4$; $\lambda_\theta = 1.5056\pi$

4(l). $\mu_{x,x} = 0$, $\mu_{\theta,y} = 3\pi/4$; $\lambda_\theta = 1.5056\pi$
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CHAPTER # 5

Random Vibration of Space Shuttle

Weather Protection Systems
The paper deals with random vibrations of the space shuttle weather protection systems. It is shown that the Timoshenko beam theory must be utilized to describe the structural behavior of the system. Use of the simple Bernoulli-Euler theory may result in an error of about 50% in determining the mean-square value of the bending moment in the weather protection system.

Introduction

This study deals with the random vibrations of space shuttle weather protection systems modeled as Timoshenko beams. The experimentally determined excitation, rather than assumed expression of its cross-spectral density will be utilized. Random vibrations of Timoshenko beams
under simplest, "rain-under-roof" excitation, namely with both time-wise and space-wise white noise, was considered previously. Samuels and Eringen [1] were the first authors to study random vibrations of Timoshenko beams. They concluded, for the above excitation, that the results produced by using either the Timoshenko or Bernoulli-Euler theory differed by less than five percent. Crandall and Yildiz [2] studied effects of both the dynamical models utilized and of the postulated damping mechanism. They considered, as an excitation, the time-wise band-limited white noise and investigated the growth pattern of the response characteristics with the increase of the cut-off frequency. Banerjee and Kennedy (1985) investigated the effect of axial compression, whereas Singh and Abdelnaser (1993), studied the effect of boundary conditions. The latter study is in agreement with the paper by Samuels and Eringen (1957) in the sense that for the length-to-depth ratio \( L/d \) above nine, the percentage-wise difference between results produced on one hand, by the Timoshenko theory and, on the other hand by the Bernoulli-Euler theory is less than five percent. Therefore, one may conclude that for this case of the length-to-depth ratio one should utilize a simpler Bernoulli-Euler theory.

However the above studies were concentrating on the excitation whose spectral density is constant. As a result, within the modal analysis approach, only the low end of the frequency spectrum is contributing significantly to the response. However, the shear deformation and rotary inertia are affecting considerably only the higher frequencies. Since the contribution of \( j \)th mode is inverse proportional to \( \omega_j^4 \) for the viscously-damped beam, the significantly affected frequencies contributed very little in formulation of the response. This is the reason of uncovering a small numerical difference between the Bernoulli-Euler and Timoshenko beams.
However, the situation must not be such in the general case of excitation, as was first demonstrated by Elishakoff and Lubliner (1985). They considered the band-limited white noise excitation with two cut-off frequencies, namely, the lower one $\omega_{c,1}$ and the upper one $\omega_{c,2}$, i.e. the spectral density was taken constant for frequency ranges $-\omega_{c,2} \leq \omega \leq -\omega_{c,1}$ and $\omega_{c,1} \leq \omega \leq \omega_{c,2}$. Such a band limited white noise tends to ideal white noise when $\omega_{c,1}$ tends to zero and $\omega_{c,2}$ tends to infinity. It was demonstrated that when $\omega_{c,1}$ is zero or close to zero, both the Timoshenko theory and the Bernoulli-Euler theory produce similar results. However, when $\omega_{c,1}$ increases, the higher modes become more important. Since the higher natural frequencies are reduced by the effects of shear deformation and rotary inertia, the response predicted by Timoshenko theory is in excess of that predicted by the Bernoulli-Euler theory. In such circumstances one must utilize Timoshenko beam theory. In several example cases Lubliner and Elishakoff (1985) demonstrated that the application of the Bernoulli-Euler theory would yield up error of order of 50% or more.

In this study we consider the response of weather protection systems to random excitations. The set of consistent differential equation, as discussed by Elishakoff and Lubliner (1985) is utilized. Namely, the fourth order derivative of the displacement with respect to time, appearing in the original Timoshenko equation is neglected as discussed by Love (1927), Tseitlin (1961), Egle (1969), Elishakoff and Abramovich (1992).

The typical weather protection systems for launch vehicles are made of thin corrugated metal sheets (see Fig. 1), with a much larger bending stiffness in the direction perpendicular to the corrugation, namely, $I_z >> I_y$. These sheets are supported by thin beams parallel to the $O_z$ direction. Such a weather protection system is susceptible to excessive shear deformation. It is
therefore reasonable to model such a system as a Timoshenko beam.

**Equivalent Timoshenko Beam**

For the sake of analysis, a typical segment of the corrugated sheet may be substituted by an equivalent I beam as shown in (Fig. 2). We equate an infinitesimal element of the web of the corrugated beam with its equivalent part on the I beam, (Fig.2).

\[
y = \eta \cos \alpha
\]

(1)

\[
t_1 \, dy = t \, d\eta; \quad t_1 = \frac{t}{\cos \alpha}
\]

(2)

Furthermore, the shear flow in the two elements must be equal,

\[
\tau t = \tau_1 t_1
\]

(3)

where \( \tau \) and \( \tau_1 \) are the shear stresses in the corrugated sheet and the I beams, respectively. Hence

\[
\tau_1 = \tau \cos \alpha
\]

(4)

The shear strains are given by

\[
\gamma = \frac{\tau}{G}; \quad \gamma_1 = \frac{\tau_1}{G_1}
\]

(5)

where \( G \) is the shear modulus of the material in the corrugated beam, and \( G_1 \) is the equivalent shear modulus in the I beam.

Now, for the I beam web to have the same shear stiffness, the displacement \( u \) in the
longitudinal direction must be the same as that of the corrugated web,

\[ du = \gamma d\eta = \gamma_1 dy \] (6)

Hence

\[ \gamma_1 = \frac{\gamma}{\cos \alpha} \] (7)

and

\[ \frac{\tau_1}{G_1} = \frac{\tau \cos \alpha}{G_1} = \frac{\tau}{G \cos \alpha} \] (8)

From Eq.(8), one obtains the equivalent shear modulus

\[ G_1 = G \cos^2 \alpha \] (9)

one can show that shear stress energies are equal in the two models

\[ dU = \frac{1}{2} \frac{\tau_1^2}{G_1} I_1 dy = \frac{1}{2} \frac{\tau^2 \cos^2 \alpha}{G \cos^2 \alpha} t d\eta = \frac{1}{2} \frac{\tau^2}{G} t d\eta \] (10)

**Free Vibration of Timoshenko Beam**

The equation of motion for a Timoshenko beam may be written as follows (Elishakoff and Lubliner 1985),
where $\beta_0$ is the transverse viscous damping coefficient $\beta_0 = c/\rho A$. The natural frequencies of the structure are found by letting $\beta_0 = 0$, $q(x,t) = 0$ and

$$w(x,t) = \psi(x)e^{i\omega t} \quad (12)$$

For a simply supported beam, the mode shape can be chosen as

$$\psi_j(x) = \sin\frac{j\pi x}{L} \quad (13)$$

where $j$ is the number of half sine waves in the $x$ direction. The natural frequencies are computed from

$$\omega_j^2 = \frac{EI}{\rho A}\left(\frac{j\pi}{L}\right)^4 \left[1 + \frac{I}{A}\left(\frac{j\pi}{L}\right)^2\left(1 + \frac{E}{kG_1}\right)^{-1}\right] \quad (14)$$

The shear correction factor $k'$ is given by (Cowper, 1966)

$$k' = 10(1+\nu) \frac{1+3m}{B} \quad (15)$$

where $\nu$ is Poisson's ratio, and $B$ is defined as

$$B = 12 + 72m + 150m^2 + 90m^3 + \nu(11 + 66m + 135m^2 + 90m^3) + 30m \frac{2(m + m^2)}{B}$$

$$+ 5\nu \frac{2}{B} (8m + 9m^2) \quad (16)$$
\[ m = \frac{2blf}{ht}, \quad t_f = t_w = t_1, \quad b = \frac{a}{2}, \quad n = \frac{b}{h} \]  

Random Vibration of Timoshenko Beam

Consider a random acoustic excitation field characterized by a cross-spectral density

\[ \Phi_q(x_1, x_2; \omega) = S_q(\omega) \exp[-\alpha(\omega)|x_1 - x_2| - i\gamma(\omega)(x_1 - x_2)] \]  

where \( S_q(\omega) \) is the spectral density at the reference point \( x_1 = x_2 = x; \) \( \alpha(\omega) \) and \( \gamma(\omega) \) are, respectively, the decay and phase functions of \( \omega \). They are determined from experimental data and are given in the Appendix. Assuming that the beam has reached the state of probabilistic stationarity, the cross-spectral densities of response for displacement and moment are respectively found as follows (Lin 1976; Elishakoff 1983):

\[ \Phi_{DD}(x_1, x_2; \omega) = b^2 \int_0^L \int_0^L \Phi_q(y_1, y_2; \omega) H_D(x_1, y_1; \omega) H^*_D(x_2, y_2; \omega) dy_1 dy_2 \]  

\[ \Phi_{MM}(x_1, x_2; \omega) = b^2 \int_0^L \int_0^L \Phi_q(y_1, y_2; \omega) H_M(x_1, y_1; \omega) H^*_M(x_2, y_2; \omega) dy_1 dy_2 \]  

where \( H_D \) and \( H_M \) are the frequency response functions of displacement and bending moment, respectively, \( L \) is the length of the beam, \( b \) is the width of the beam.

In order to derive the function \( H_D \), let the harmonic point loading be imposed at location \( y \):
Thus, the responses of displacement and moment at location of \( x \) will be

\[
\begin{align*}
q(x, t) &= \delta(x - y) e^{i\omega t} \\
\omega(x, t) &= H_D(x, y; \omega) e^{i\omega t} \\
M(x, t) &= H_M(x, y; \omega) e^{i\omega t}
\end{align*}
\]

Substituting Eq. (22) into Eq. (11) and expanding \( H_D \) in the series in terms of the mode shapes \( \psi_j(x) \), we obtain the following expression for \( H_D(x, y; \omega) \)

\[
H_D(x, y; \omega) = \sum_{j=1}^{\infty} \frac{1}{\nu_j^2} H_j(\omega) \psi_j(x) \psi_j(y)
\]

with \( \nu_j^2 \) being the norm of \( j \)-th mode namely,

\[
\nu_j^2 = \int_0^L \psi_j^2(x) dx = \frac{L}{2}
\]

The modal frequency response function in the \( j \)-th mode \( H_j(\omega) \), is derived as

\[
H_j(\omega) = \left[ 1 + \frac{\alpha \lambda_1 \lambda_2 (j\pi)^2}{\rho L^2 E} \right]^{-1} \left[ \omega_j^2 - \omega^2 + i \omega \beta_0 \frac{1 + \alpha \lambda_1 \lambda_2 (j\pi)^2}{1 + \alpha \lambda_2 (1 + \lambda_1)(j\pi)^2} \right]^{-1}
\]

with two nondimensional parameters

\[
\lambda_1 = \frac{E}{kG}, \quad \lambda_2 = \frac{I}{AL^2}
\]

Moreover, \( \alpha \) is an artificial parameter, with \( \alpha = 1 \) corresponding to the Bresse-Timoshenko
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theory and $\alpha = 0$ associated with the Bernoulli-Euler theory.

Note that the relationship between the bending moment $M(x,t)$ and displacement $w(x,t)$ is

$$M(x,t) = -EI\left[w''(x,t) - \frac{\alpha}{kGA}V'_y(x,t)\right]$$

$$= -EI\left[w''(x,t) - \frac{\alpha}{kGA}[c_0\dot{w}(x,t) + \rho A\ddot{w}(x,t) - q(y,t)]\right]$$

Substituting Eqs. (21)-(23) into equation Eq. (28), we obtain $H_M$ as follows

$$H_M(x,y,\omega) = -EI\left[H_D''(x,y,\omega) + \frac{\alpha \rho}{k'}G\left[(\omega^2 - i\omega\beta_0)H_D(x,y,\omega) + \frac{1}{\rho A}\delta(x-y)\right]\right]$$

The cross-spectral densities for displacement and moment can be rewritten by substituting Eqs. (24)-(29) into Eqs. (19), (20) as follows

$$\Phi_{DD}(x_1,x_2;\omega) = b^2 \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} H_j(\omega)H_k(\omega)\psi_j(x_1)\psi_k(x_2)I_{jk}(\omega)$$
\[ \Phi_{jk}(x_1,x_2;\omega) = b^2(EL)^2 \sum_{j=1}^{\infty} \sum_{k=1}^{\infty} \left[ \psi_j''(x_1)\psi_k''(x_2) + \eta^2(\omega^4 + \omega^2\beta^2_0)\psi_j(x_1)\psi_k(x_2) \right] 
+ \eta(\omega^2 + i\omega\beta_0)\psi_j''(x_1)\psi_k(x_2) + \eta(\omega^2 - i\omega\beta_0)\psi_k''(x_2)\psi_j(x_1) \right] H_j(\omega)H_k(\omega)I_{jk}(\omega) 
+ \frac{\eta}{\rho A} \sum_{k} \left[ \eta(\omega^2 + i\omega\beta_0)\psi_k(x_2) + \psi_k''(x_2) \right] H_k(\omega)J_k(x_2;\omega) 
+ \frac{\eta}{\rho A} \sum_{j} \left[ \eta(\omega^2 - i\omega\beta_0)\psi_j(x_1) + \psi_j''(x_1) \right] H_j(\omega)J_j(x_1;\omega) 
+ \left( \frac{\eta}{\rho A} \right)^2 \Phi_q(x_1,x_2;\omega) \right] ; \quad \eta = \frac{\alpha p}{kG} \]

where two integrals of \( I_{jk} \) and \( J_j \) are defined as follows:

\[ I_{jk}(\omega) = \frac{1}{v_j^2 v_k^2} \int_0^L \int_0^L \Phi_q(y_1,y_2;\omega)\psi_j(y_1)\psi_k(y_2) dy_1 dy_2 \]  

and

\[ J_j(x) = \frac{1}{v_j^2} \int_0^L \Phi_q(y,x;\omega)\psi_j(y) dy \]

Note that the integral of \( I_{jk}(\omega) \) possesses the Hermitian property,

\[ I_{jk}(\omega) = I_{jk}^*(\omega) \]  

\[ I_{jk}(-\omega) = I_{jk}^*(\omega) \]

Hence, the mean square values of both displacement and moment can be obtained by integration of both two spectral densities defined by Eqs (28),(29) over positive range of frequencies only, i.e.
\[ E[w^2(x,t)] = 2 \int_0^\infty \Phi_{DD}(x,x,\omega) d\omega \]  
(35)

\[ E[M^2(x,t)] = 2 \int_0^\infty \Phi_{MM}(x,x,\omega) d\omega \]  
(36)

In which, the integrals \( I_k \) and \( J_j \) can be replaced by their respective real parts and are evaluated in the exact form as follows:

\[
I_k(\omega) = \frac{1}{\sqrt{\gamma}} \int_0^L \int_0^L \text{Re} \left\{ \Phi_q(y_1,y_2;\omega) \psi_j(y_1) \psi_k(y_2) dy_1 dy_2 \right\} d\omega
\]

\[
= 4S_q(\omega) jk \sqrt{\gamma} \left\{ \frac{1 + \exp[-(\bar{\alpha} + \bar{\gamma})]}{[\alpha + \gamma]^2 + (k\gamma)^2] [\alpha + \gamma]^2 + (j\pi)^2]} \right\}
\]

\[
+ \alpha \delta_{jk} \frac{1 + [\bar{\alpha}^2 + \gamma^2](j\pi)^{-1}}{[(\alpha + \gamma)^2 + (j\pi)^2][(\alpha + \gamma)^2 + (k\gamma)^2]}
\]

\[
J_j(x,\omega) = \frac{1}{\sqrt{\gamma}} \int_0^L \text{Re} \left\{ \Phi_q(x,x;\omega) \psi_j(y) dy \right\}
\]

\[
= 2S_q(\omega) \text{Re} \left\{ \frac{1}{[(\alpha + \gamma)^2 + (j\pi)^2]} \left[ (\alpha - \gamma) \sin(j\pi \xi) - j\pi \cos(j\pi \xi) + j\pi \xi e^{-\xi} \right] \right\}
\]

\[
+ \frac{1}{[(\alpha + \gamma)^2 + (j\pi)^2]} \left[ (\alpha - \gamma) \sin(j\pi \xi) + j\pi \cos(j\pi \xi) + (-1)j\pi \xi e^{\xi} \right] \right\},
\]

Where nondimensional parameters \( \bar{\alpha} \) and \( \bar{\gamma} \) are defined as follows:

\[
\bar{\alpha} = \alpha(\omega)L ; \quad \bar{\gamma} = \gamma(\omega)L ; \quad \xi = x/L
\]

(39)
Numerical Example and Discussion

A thin corrugated metal sheet—the typical weather protection system for launch vehicles, (Fig. 1) is chosen as an example for application. We chose an element of a sheet (Fig. 2) and modeled it as an equivalent I-beam, with properties $I = 0.0247 \text{ in}^4, A = 0.264 \text{ in}^2, b = 1.1 \text{ in}$. Thus, two nondimensional parameters in Eq.(27), become $\lambda_1 = 8.852; \lambda_2 = 3.3 \times 10^5$.

Table 1 lists the natural frequencies of the beam within both the Timoshenko theory, and the Bernoulli-Euler theory approximations. It can be seen, as expected, that the values of natural frequencies of the Timoshenko beam are less than those of the Bernoulli beam, and for the higher order modes there is a bigger difference between two approximations.

Fig. 4 and Fig. 5 portray the exact spectral densities of the displacement and the moment at the mid-section of the beam. The solid curve presents results associated with the Bernoulli-Euler theory while the dashed one denotes the results obtained using the Timoshenko beam theory. Only odd-numbered modes contribute to the response, due to sinusoidal mode shapes. It is shown that within the same range of frequencies (0 to 1000 Hz), the spectral density of response for the Timoshenko beam has more peaks than that for the Bernoulli-Euler beam. In other words, for the Timoshenko beam there are generally more modal contributions to the response of the structure due to the increased modal density of natural frequencies. For the spectral density of displacement (Fig. 4) the first peak is the largest within both beam theories. The difference of values of the first peak for two beams is very small. Hence the value of areas under the spectral density curves, or the mean square values of displacement are very close, with attendant difference constituting about 1.2%.

However, for the spectral density of moment (Fig. 5), the higher order modes dominate in formulating the response of the structure. This is because there is a high peak around 585 Hz in the loading spectral density $S_q(\omega)$ (Fig. 3), and in addition there appears a factor $j^2k^2$ in
the expression for $H_M$. Therefore the contribution of higher modes is significant. The
difference between the values of spectral densities calculated via the Timoshenko and the
Bernoulli-Euler theories, and their associated contribution to the mean square value of moment
is remarkable.

The value of mean square for the Timoshenko beam is almost twice that for the Bernoulli beam. This implies that choosing Bernoulli-Euler beam model may not be on the safe side, for
the design of the weather protection systems. As a result the refined Timoshenko beam model
rather than simple Bernoulli-Euler theory should be chosen for the space shuttle weather
protection structure under the acoustic loading.
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Table 1. Natural Frequencies of the Weather Protection System Modeled as Bernoulli Euler-Beam or Timoshenko-Beam

<table>
<thead>
<tr>
<th>i</th>
<th>Natural Frequencies, $f_i$ [Hz]</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Timoshenko-Beam</td>
</tr>
<tr>
<td>1</td>
<td>1.739829</td>
</tr>
<tr>
<td>2</td>
<td>6.926167</td>
</tr>
<tr>
<td>3</td>
<td>15.46189</td>
</tr>
<tr>
<td>4</td>
<td>27.19260</td>
</tr>
<tr>
<td>5</td>
<td>41.91663</td>
</tr>
<tr>
<td>6</td>
<td>59.39734</td>
</tr>
<tr>
<td>7</td>
<td>79.37590</td>
</tr>
<tr>
<td>8</td>
<td>101.5836</td>
</tr>
<tr>
<td>9</td>
<td>125.7528</td>
</tr>
<tr>
<td>10</td>
<td>151.6251</td>
</tr>
<tr>
<td>11</td>
<td>178.9584</td>
</tr>
<tr>
<td>12</td>
<td>207.5304</td>
</tr>
<tr>
<td>13</td>
<td>237.1413</td>
</tr>
<tr>
<td>14</td>
<td>267.6140</td>
</tr>
<tr>
<td>15</td>
<td>298.7939</td>
</tr>
<tr>
<td>16</td>
<td>330.5479</td>
</tr>
<tr>
<td>17</td>
<td>362.7619</td>
</tr>
<tr>
<td>18</td>
<td>395.3398</td>
</tr>
<tr>
<td>19</td>
<td>428.2004</td>
</tr>
<tr>
<td>20</td>
<td>461.2764</td>
</tr>
<tr>
<td>21</td>
<td>494.5116</td>
</tr>
<tr>
<td>22</td>
<td>527.8599</td>
</tr>
<tr>
<td>23</td>
<td>561.2834</td>
</tr>
<tr>
<td>24</td>
<td>594.7518</td>
</tr>
<tr>
<td>25</td>
<td>628.2399</td>
</tr>
<tr>
<td>26</td>
<td>661.7276</td>
</tr>
<tr>
<td>27</td>
<td>695.1992</td>
</tr>
<tr>
<td>28</td>
<td>728.6419</td>
</tr>
<tr>
<td>29</td>
<td>762.0460</td>
</tr>
<tr>
<td>30</td>
<td>795.4041</td>
</tr>
<tr>
<td>31</td>
<td>828.7104</td>
</tr>
<tr>
<td>32</td>
<td>861.9608</td>
</tr>
<tr>
<td>33</td>
<td>895.1523</td>
</tr>
<tr>
<td>34</td>
<td>929.2831</td>
</tr>
<tr>
<td>35</td>
<td>961.3519</td>
</tr>
<tr>
<td>36</td>
<td>994.3586</td>
</tr>
<tr>
<td>37</td>
<td>1027.303</td>
</tr>
<tr>
<td>38</td>
<td>1060.186</td>
</tr>
<tr>
<td>39</td>
<td>1093.008</td>
</tr>
<tr>
<td>40</td>
<td>1125.770</td>
</tr>
</tbody>
</table>
Appendix

The model of cross-spectral density for acoustic loading utilized in this study is given by Eq. (18) where the spectral density $S_q(\omega)$ is approximated by the following expression

$$S_q(\omega) = \sum_{j=1}^{3} a_j \left| \frac{\omega}{\omega_j} \right| \exp \left[ -\frac{b_j^2 - (1 - c_j)^2}{2(1 - c_j)} \right] ; \quad \omega_j = 2\pi f_j \quad ; \quad b_j = \left( \frac{\omega}{\omega_j} - c_j \right) \quad (40)$$

with parameters listed in the Table:

<table>
<thead>
<tr>
<th>$j$</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>$a_j \left[ \text{(psi)}^2/\text{(r/s)} \right]$</td>
<td>$1.1 \times 10^{-2}$</td>
<td>$4.5 \times 10^{-3}$</td>
<td>$1.9 \times 10^{-2}$</td>
</tr>
<tr>
<td>$f_j \left[ \text{Hz} \right]$</td>
<td>$105$</td>
<td>$290$</td>
<td>$585$</td>
</tr>
<tr>
<td>$c_j$</td>
<td>$0.8$</td>
<td>$-1.0$</td>
<td>$0.995$</td>
</tr>
</tbody>
</table>

Decay function $\alpha(\omega)$ is defined as

$$\alpha(\omega) = 0.03 + 5.0 \times 10^{-5} \frac{\omega}{2\pi} \left( \frac{\omega}{2\pi} - \frac{22}{2\pi} \right) \quad (41)$$

and has a width dimension of [1/ft]. Phase function $\gamma(\omega)$ reads

$$\gamma(\omega) = 0.77 \sin \left( 0.14 \frac{\omega}{2\pi} \right) + 0.045 \frac{\omega}{2\pi} \quad (42)$$

having a dimension [degree/ft].
Fig. 1 A corrugated metal sheet

Fig. 2 A typical segment of the corrugated sheet and the equivalent I beam
Fig. 3a Spectral density of acoustic loading

\[ S_b(\omega) = \frac{\langle s(t) s(t) \rangle}{\langle s(t) \rangle^2} \] [psi^2/(s^2)]

\[ \omega/2\pi \ [\text{Hz}] \]

Fig. 3b Variation of the decay function

\[ \psi(\Delta x, \omega) = e^{-\alpha(\omega)|\Delta x|} \]
Fig. 3c Phase function $\gamma(\omega)(x_2-x_1)$
Fig. 4 Spectral densities of the displacement at the mid-point of the beam

Fig. 5 Spectral densities of the bending moment at the mid-point of the beam
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ABSTRACT

Several recent developments in the stochastic linearization technique are summarized in this review paper. The nonlinear oscillator subjected to colored noise is examined; the case of the nonlinear damping is discussed; the "true" stochastic linearization technique is described. The results of the latter match the exact mean square responses of the nonlinear structure. The combination of the stochastic linearization with the Monte Carlo method is outlined. In addition, the accuracy of a new linearization technique in contrast with the classical linearization scheme is examined for a Duffing oscillator subjected to white or colored noise excitations. The results obtained by the two linearization schemes are compared in terms of percentage-wise error in reference with the exact solution or numerical results obtained through Monte Carlo simulation. These applications confirm a superior performance of new linearization technique in comparison with the classical one, in several examples considered. Under some circumstances however, namely for some nonlinear softening oscillators, the conventional linearization may yield more accurate results. The method of weighing functions improves the accuracy of both the conventional and new stochastic linearization methods.

The developments which are described in this review mostly took place after excellent accounts on the classical version of the stochastic linearization technique, the monograph by Roberts and Spanos (1990), and the review article by Socha and Soong (1991), have been published recently.

INTRODUCTION

Stochastic linearization technique is the most versatile method for analysis of general non-linear systems and structures under random excitation. In almost thirty years since it was proposed for the first time by Booton (1953) and Kazakov (1954) it has been widely applied for the study of various non-linear systems which are not amenable to exact solutions. For example, the monograph by Roberts and Spanos (1990), and the recent review paper by Socha and Soong (1991) give comprehensive accounts of some of these developments. The fundamental idea of the method lies in replacing the original non-linear system by a linearized one in such a way that the difference between two systems is minimal in some probabilistic sense. Following the classical approach, the linearized system parameters are determined in the manner that the difference between the nonlinear force and the force in the linearized system is minimal in the mean square value. In some recent papers by Falsone (1992.a,1992.b) it has been demonstrated that, when parametric excitations are present, it is more suitable to measure the difference on the coefficients of the Itô differential rule. It is remarkable that, when only purely external excitations are present, Falsone's approach coincides with the classical stochastic linearization.
Recently, for the case of purely external excitations, some new stochastic linearization techniques have been suggested (Wang and Zhang, 1985; Zhang, 1989; Zhang, Elishakoff, Zhang, 1991; Elishakoff, 1991; Elishakoff and Zhang, 1992a; Elishakoff and Zhang, 1992b) in which the differences between the nonlinear original system and the linearized one are considered in terms of potential energy. In particular, Elishakoff (1991) investigated a Duffing oscillator subjected to a white noise excitation; it has been shown that the best results are obtained when the linearized system parameters are obtained through minimizing the mean square error between the potential energies of the original non-linear and the replacing linear system. The exact solution for the stationary probability density of Duffing oscillator is readily available and approximate solutions are not needed for this problem; therefore the validity of the modified stochastic linearization technique is easily checked for this case. Moreover, the results furnished by the stochastic linearization technique are compared with those yielded by the Monte Carlo simulations when the exact solutions are unavailable.

It has demonstrated, (Elishakoff, 1991) that for some combinations of the parameters of the Duffing oscillator the proposed linearization criteria may yield results in perfect agreement with exact solution. For other sets of parameters, the proposed linearization yields results which are slightly greater than the exact probabilistic responses, whereas the conventional linearization yields responses which are below the exact values. Since generally engineers utilize the notion of safety factors, the structures designed through use of conventional stochastic linearization, may turn out to be "over-designed." When the Duffing oscillator is extremely weakly nonlinear, the conventional stochastic linearization may exhibit less error, than the energy-wise stochastic linearization. However, for these almost linear systems the percentage-wise error is under two percent for either stochastic linearization criteria. Therefore, for the Duffing oscillator, the energy-wise stochastic linearization is almost always preferable.

The aim of this paper is to give a brief account of some recent developments, as well as to investigate the accuracy of this new linearization technique in the case of colored noise excitation. The results obtained in this way have been compared with those obtained by means of the Monte Carlo simulation.

The combined use of concept of potential energy and energy dissipation function is discussed for nonlinearly damped structures with nonlinear restoring force. Finally, the combined use of the stochastic linearization and Monte Carlo method is discussed.

NEW VERSUS CLASSICAL LINEARIZATION TECHNIQUES

Let us consider the single-degree-of-freedom system governed by the following equation of motion

\[ m\ddot{X} + c\dot{X} + f(X) = W(t) \]  

(1)

where \( m \) is the mass, \( c \) is the damping, \( f(\cdot) \) is the restoring force, which is considered here as a non-linear function of the displacement \( X \), \( W(t) \) is a random, stationary, Gaussian excitation upper dots denote time derivatives. The basic idea of any stochastic linearization technique consists in the replacement of the original non-linear equation (1) by such a linear equation that
the difference between the two systems is minimal in some probabilistic sense. According to the classical linearization technique (Booton, 1953; Kazakov, 1954; Roberts and Spanos, 1990; Socha and Soong, 1991), equation (1) is replaced by the following linear one:

\[ m\ddot{x} + c\dot{x} + k_{eq}^{(1)}x = W(t) \]  

(2)

in which \( k_{eq}^{(1)} \) is the spring coefficient, chosen in such a way that the difference between equation (2) and equation (1) attains a minimum in mean square sense, that is

\[ E\left[ (f(x) - k_{eq}^{(1)}x)^2 \right] = \text{min} \]  

(3)

where \( E[\cdot] \) means mathematical expectation of (\( \cdot \)). Following this approach one finds the well-known relationship for \( k_{eq}^{(1)} \), namely (Booton, 1953; Kazakov, 1954)

\[ k_{eq}^{(1)} = \frac{E[f(x)x]}{E[x^2]} \]  

(4)

where \( E[f(x)x] \) is evaluated taking into account that the replacing system is linear; so that, since the input is Gaussian, the response is assumed to be likewise Gaussian.

An alternative criterion was suggested by Kazakov (1954) in his pioneering paper. This criterion requires that the mean square values of the nonlinear restoring force \( f(x) \) and the equivalent, linear restoring force \( k_{eq}^{(2)}x \) be equal

\[ E[f^2(x)] = E[(k_{eq}^{(2)}x)^2] \]  

(5)

which leads to expression

\[ k_{eq}^{(2)} = \sqrt{\frac{E[f^2(x)]}{E[x^2]}} \]  

(6)

It is interesting to note that the Booton-Kazakov criterion (3) is almost universally utilized in the literature. To the best of author's knowledge, the Kazakov criterion (5) has been elucidated only in the book by Popov and Paltov (1960). They have observed that for numerous cases, mean-square values of the response, furnished by the Booton-Kazakov criterion constituted a larger value than the result delivered by the Kazakov criterion. Hence they suggested to utilize the arithmetic mean of these two results to obtain an approximation which would be closer to the exact mean square, than the ones delivered by either Booton-Kazakov (1953) or Kazakov (1954) criteria.

Bolotin (1984) demonstrated on the particular example of a half-degree-of-freedom system (the simple oscillator with negligible mass, for which an exact solution was constructed by Caughey and Dienes, 1961) that the exact mean-square displacement may be in access of results
furnished by either Booton-Kazakov or Kazakov criteria. Therefore the approximation suggested by Popov and Paltov (1960) is not necessarily more exact than those given by either criteria (3) or (5).

Recently, a new stochastic linearization technique has been suggested (Wang and Zhang, 1985; Zhang, 1989; Zhang, Elishakoff, Zhang, 1991; Elishakoff, 1991; Elishakoff and Zhang, 1992), based on the concept of potential energy.

Following this technique, equation (1) is replaced by the following linear one:

\[ m\ddot{X} + c\dot{X} + k_{eq}^{(2)}X = W(t), \]

in which the new stiffness spring \( k_{eq}^{(2)} \) is chosen in such a way that the mean square deviation between the potential energies possessed by the original non-linear system (1) and by its linear counterpart in Eq.(5), attains its minimum, that is:

\[ E \left[ \left( U(X) - k_{eq}^{(3)}X^2/2 \right)^2 \right] = \min \]

resulting in:

\[ k_{eq}^{(3)} = 2 \frac{E[U(X)X^2]}{E[X^4]} \]

In equations (8) and (9) the expression \( U(X) \) represents the potential energy of the original non-linear system. Elishakoff (1991) applied this new technique to a Duffing oscillator subjected to a white noise excitation, and performed a systematic comparison with an exact solution. It was shown that the new technique exhibits a "better" performance than the classical linearization; namely, for particular values of parameters, the new linearization may yield the exact response. In the next section the classical and new linearization techniques are applied to Duffing oscillator to illustrate the superiority of the new stochastic linearization technique.

In analogy with Kazakov's (1954) criterion, given in Eq. (5), Elishakoff and Zhang (1992) suggested to use the fourth criterion, based on the requirement that the mean-square values of the potential energy of the original system and its linear counterpart be equal:

\[ E \left\{ U(X)^2 \right\} = E \left\{ \left( k_{eq}^{(4)}X^2/2 \right)^2 \right\} \]

yielding

\[ k_{eq}^{(4)} = \sqrt{ \frac{E[U(X)]^2}{E[X^4]} } \]
Criteria (3), (4), (8) and (10) are applicable to systems with linear damping characteristics. For the nonlinearly damped system these four criteria are directly generalized. The conventional stochastic linearization technique demands that the mean square difference between the nonlinear damping force \( \varphi(\dot{X}) \) and its linear counterpart \( c_{eq}^{(1)} \dot{X} \) be minimal:

\[
E \left[ (\varphi(\dot{X}) - c_{eq}^{(1)} \dot{X})^2 \right] = \min
\]

yielding

\[
c_{eq}^{(1)} = \frac{E[\varphi(\dot{X})\dot{X}]}{E(\dot{X}^2)}
\]  

(13)

In full analogy with the Kazakov's criterion (5), applicable for the system with nonlinear restoring force, we can also require that the mean-square values of the dissipation force and its linear equivalent be equal, i.e.

\[
E \left[ \varphi^2(\dot{X}) \right] = E \left[ (c_{eq}^{(2)} \dot{X})^2 \right]
\]

(14)

which results in

\[
c_{eq}^{(2)} = \sqrt{\frac{E[\varphi^2(\dot{X})]}{E(\dot{X}^2)}}
\]  

(15)

To the best of our knowledge this criterion is formulated here for the first time. The third possible criterion of equivalence between the nonlinearly damped system and the one with linear damping was formulated by Wang and Zhang (1985) and Elishakoff and Zhang (1992.b). They required that the mean-square difference between the energy dissipation function \( \Phi(\dot{X}) \) of the original nonlinear system and that of the equivalent linear system \( c_{eq}^{(2)} \dot{X}^2/2 \) should be minimal

\[
E \left[ \Phi(\dot{X}) - c_{eq}^{(2)} \dot{X}^2/2 \right]^2 = \min
\]

(16)

resulting in the equivalent damping coefficient

\[
c_{eq}^{(2)} = \frac{2E[\Phi(\dot{X})\dot{X}^2]}{E(\dot{X}^4)}
\]  

(17)
The fourth criterion was suggested by Elishakoff and Zhang (1992.b). It is based on requirement of equality of mean squares of $\Phi(\dot{X})$ and $c_{eq}^{(4)}\dot{X}^2/2$, namely

$$E[\Phi^2(\dot{X})] = E\left[(c_{eq}^{(4)}\dot{X}^2/2)^2\right]$$

with attendant value of $c_{eq}^{(4)}$

$$c_{eq}^{(4)} = \frac{2E[\Phi^2(\dot{X})]}{E(\dot{X}^4)}$$

We will evaluate several examples to illustrate the performance of the proposed stochastic linearization criteria.

**DUFFING OSCILLATOR UNDER WHITE NOISE**

Consider Duffing oscillator subjected to ideal white noise excitation

$$\ddot{X} + \beta \dot{X} + \alpha X + \varepsilon X^3 = W(t)$$

The mean-square displacement for the system with $\varepsilon = 0$ reads

$$E(X^2)|_{\varepsilon = 0} = \frac{\pi S}{\alpha \beta} e_0^2$$

where $S$ is the value of the spectral density of excitation $W(t)$. The exact probability density of $X$ is uniformly available in the literature and will allow a comparison between the conventional and the new stochastic linearization methods:

$$p_x(x) = C_2 \exp\left[-\frac{\pi S}{\alpha \beta} \left(\frac{1}{2} x^2 + \frac{1}{4} \frac{\varepsilon}{\alpha} x^4\right)\right]$$

where $C_2$ is a normalization constant. In view of Eq.(21), Eq.(22) can be rewritten as

$$p_x(x) = C_2 \exp\left[-\frac{1}{e_0^2} \left(\frac{1}{2} x^2 + \frac{1}{4} \frac{\varepsilon}{\alpha} x^4\right)\right]$$

We introduce new variables
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The normalization condition

\[ C_2 \int_{-\infty}^{\infty} \exp \left[ -\frac{1}{e_0^2} \left( \frac{1}{2} x^2 + \frac{1}{4} \frac{\varepsilon}{\alpha} x^4 \right) \right] dx = 1 \]  

(25)

yields

\[ C_2 = [pZ_1(y)]^{-1} \]  

(26)

where

\[ Z_1(y) = 2 \int_{0}^{\infty} \exp(-\tau^4 - 4y^2\tau^2) d\tau \]  

(27)

Mean square displacement

\[ E(X^2) = \int_{-\infty}^{\infty} x^2 p_x(x) dx \]  

(28)

reads

\[ E(X^2) = \frac{p^2 Z_2(y)}{Z_1(y)} = 2e_0^2 Z_2(y) \left( \frac{\alpha}{\varepsilon} \right)^{1/2} \]  

(29)

where

\[ Z_2(y) = 2 \int_{0}^{\infty} \tau^2 \exp(-\tau^4 - 4y^2\tau^2) d\tau \]  

(30)

Functions \( Z_1(y) \) and \( Z_2(y) \) are defined and tabulated for certain values of \( y \) by Stratonovich (1961). Note that these functions can also be reduced to cylindrical functions of a fractional order (Bolotin; 1984, Piszczek and Niziol, 1984; Constantinou, 1985). Consider a particular case

\[ e_0^2 = 0.54, \quad \alpha/\varepsilon = 1 \]  

(31)

In these circumstances,
\[ y = 0.34021 , \quad Z_1(y) = 1.26368 , \quad Z_2(y) = 0.26310 \]  

(32)

The exact mean square value becomes

\[ E(X^2) = 0.306 \]  

(33)

Let us now contrast the performance of the conventional and new stochastic linearization techniques. Conventional stochastic linearization yields

\[ k_{eq}^{(1)} = \alpha + 3\varepsilon E(X^2) \]  

(34)

Substitution into expression for the mean-square value

\[ E(X^2) = \pi S / k_{eq}^{(1)} \beta \]  

(35)

yields

\[ E(X^2) = \pi S / \beta [\alpha + 3\varepsilon E(X^2)] \]  

(36)

or, in view of Eq.(34)

\[ E(X^2) = e_0^2 / [1 + 3(\varepsilon/\alpha)E(X^2)] \]  

(37)

resulting in a quadratic

\[ 3(\varepsilon/\alpha)[E(X^2)]^2 + E(X^2) - e_0^2 = 0 \]  

(38)

For numerical values adopted in Eq.(44), we have, instead of Eq.(38)

\[ 3[E(X^2)]^2 + E(X^2) - 0.54 = 0 \]  

(39)

with attendant mean-square value

\[ E(X^2) = 0.289 \]  

(40)

which constitutes a difference of 6.47% with the exact solution.

Consider now the energy based stochastic linearization method. Eq.(6) yields
Substitution $k_{eq}^{(2)}$ instead of $k_{eq}^{(1)}$ in Eq.(35) yields

$$E(X^2) = \pi \beta / \alpha \{ \alpha + 2.5 \beta E(X^2) \}$$

or in view of Eq.(21)

$$E(X^2) = e_0^2 /[1 + 2.5(\varepsilon/\alpha) E(X^2)]$$

This results in a quadratic

$$2.5(\varepsilon/\alpha) [E(X^2)]^2 + E(X^2) - e_0^2 = 0$$

For the values in Eq.(44), we get an equation

$$2.5[E(X^2)]^2 + E(X^2) - 0.54 = 0$$

with attendant mean-square value $E(X^2) = 0.306$ which coincides with the exact value given in Eq.(33). For value of $e_0^2$ in vicinity of 0.54 and ratio $\varepsilon/\alpha$ in vicinity of unity, the relative error furnished by a new stochastic linearization technique may constitute about one percent, much smaller than the one produced by the conventional stochastic linearization technique.

The discovered coincidence of the stochastic linearization result with exact solution suggests that for specific set of parameters (namely for $e_0^2 \approx 0.54$) the new version of stochastic linearization constitutes a "true" linearization, in terminology of Kozin (1987).

**DUFFING OSCILLATOR UNDER COLORED NOISE**

For the Duffing oscillator subjected to Gaussian white noise the problem is amenable to exact solution. Consider now the case where the exact solution is absent. Indeed, the power of the stochastic linearization lies in its applicability when all other analytical methods may fail. Consider a Duffing oscillator subjected to a colored noise (Falsone and Elishakoff, 1992). The motion of the system is governed by the differential Eq.(20), where, under new circumstances, $Q(t)$ is a filtered noise; in particular, we assume that $Q(t)$ is the response of the following first order filter equation

$$Q = -\gamma Q + \gamma W(t)$$

$W(t)$ being a white noise with constant spectral density $S$. In equation (46) the parameter $\gamma$ gives the measure of the filtering. In fact, it is easy to verify that the spectral density function $S_Q(\omega)$ of $Q(t)$ is given by
\[ S_q(\omega) = \frac{\gamma^2}{\gamma^2 + \omega^2} S \]  

(47)

and, for large values of \( \gamma \), \( S_q(\omega) \) tends to \( S \).

According to the classical linearization technique, Eq.(46) is replaced by the linearized one in which the linearized spring \( k_{eq}^{(1)} \) is given by Eq.(34). In this way, the stationary mean square value response of the linearized system reads

\[ E[X^2] = \frac{\gamma(\gamma + \beta)}{k_{eq}^{(1)} \beta (k_{eq}^{(1)} + \beta \gamma + \gamma^2)} \pi S \]  

(48)

It is worth noting that, for large values of \( \gamma \), this quantity tends to the mean square response of the linear system subjected to the white noise \( W(t) \).

According to the new linearization technique, specified in Eq.(11), the linearized spring \( k_{eq}^{(3)} \) is given by Eq. (41). The stationary mean-square response is given in Eq.(48) where \( k_{eq}^{(1)} \) is replaced by \( k_{eq}^{(3)} \).

The two linearization techniques have been first applied to the Duffing oscillator by varying the filter parameter \( \gamma \) and fixing the system parameters at values utilized by (Elishakoff, 1991):

\[ \pi S/\alpha \beta = 0.54; \quad \varepsilon/\alpha = 1.00 \]  

(49)

These values are the same ones for which the new linearization technique yielded the exact stationary solution, when the input is a white noise (Elishakoff, 1991). Falsone and Elishakoff (1992) evaluated the percentage-wise error between the results obtained by means of each of the two linearization schemes, and the results obtained by means of Monte Carlo simulation. The superior accuracy of the new linearization approach than that of the classical one was evident for each value of the filter parameter \( \gamma \) examined. Moreover, it is worth noting that, for \( \gamma = 10 \), the percentage error of the results obtained by the new technique is practically zero, confirming the previous result obtained by Elishakoff (1991). In the paper by Falsone and Elishakoff (1992) the percentage error for \( \gamma = 1 \), \( \pi S/\alpha \beta = 0.54 \) and varying the \( \varepsilon/\alpha \) was studied. The preferable accuracy of the new approach established even for high level of non-linearity; indeed for \( \varepsilon/\alpha = 2 \) the classical linearization yielded an error of 12% whereas the error within the new method was under two percent.

These results confirm that, in the case of a Duffing oscillator, the linearization with respect to the potential energy yields much more accurate results than the classical linearization approach, even when the input is a colored noise and the level of non-linearity is high.
Let us elucidate now the proposed criteria on an example which was studied earlier in the literature via the perturbation method (Khabbaz, 1964). Namely, the system governed by the following differential equation

\[ m\ddot{x} + c_0\dot{x} + a_0x + k_0x(1 + b_2\dot{x}^2 + b_4\dot{x}^4) = W(t) \quad (50) \]

is investigated. In Eq. (11) \( m \) is the mass, \( c_0 \) and \( k_0 \) are coefficients modelling the damping and spring stiffness of the linear system which is obtained by a formal substitution: \( a_2 = b_2 = a_4 = b_4 = 0 \). Here coefficients \( a_2, b_2, a_4 \) and \( b_4 \) are assumed to be positive and specified, \( W(t) \) is a stationary Gaussian white noise. The exact solution of Eq. (50) is unavailable. We derive approximate solutions through various stochastic linearization criteria. The results are compared both with those yielded by the perturbation method and by the Monte Carlo simulation.

We first consider the analysis through conventional stochastic linearization. Conditions (4) and (13) yield respectively,

\[ k_{eq}^{(1)} = k_0\left[ E(x^2) + a_2E(x^4) + a_4E(x^6) \right] / E(x^2) \quad (51) \]

\[ c_{eq}^{(1)} = c_0\left[ E(\dot{x}^2) + b_2E(\dot{x}^4) + b_4E(\dot{x}^6) \right] / E(\dot{x}^2) \quad (52) \]

The mean square displacement of the linear system (with \( a_2 = b_2 = a_4 = b_4 = 0 \)) equals

\[ \sigma^2_{x_0} = \pi S / c_0 k_0 \quad (53) \]

where \( S \) is the spectral density of \( W(t) \). For the equivalent linear system the mean-square displacement is

\[ \sigma^2_x = \pi S / c_{eq} k_{eq} \quad (54) \]

Moreover, the mean-square velocity equals

\[ \sigma^2_{\dot{x}} = k_{eq} \sigma^2_x / m = \pi S / c_{eq} m \quad (55) \]

Utilizing the postulated jointly normal probability density of the displacement and velocity for evaluation of Eqs. (51) and (52), results in
\[ k_{eq}^{(1)} = k_0 (1 + 3a_2 \sigma_x^2 + 15a_4 \sigma_x^4) \]  

(56)

\[ c_{eq}^{(1)} = c_q \left[ 1 + 3b_2 (k_f/m)(1 + 3a_2 \sigma_x^2 + 15a_4 \sigma_x^4) \sigma_x^2 
+ 15b_4 (k_0^2/m^2)(1 + 3a_2 \sigma_x^2 + 15a_4 \sigma_x^4)^2 \sigma_x^4 \right] \]  

(57)

Substitution of Eqs. (56) and (57) into Eq. (54) yields a polynomial equation

\[ \sum_{i=0}^{9} A_i (\sigma_x^2)^i = 0 \]  

(58)

where coefficients \( A_i \) read

\[ A_0 = -\sigma_x^2, \quad A_1 = 1, \quad A_2 = 3(a_2 m + k_0 b_2)/m \]

\[ A_3 = 3(5a_4 m^2 + 6mk_0 a_2 b_2 + 5k_0^2 b_4)/m^2 \]

\[ A_4 = 9k_0(3ma_2 b_2 + 10ma_2 b_2 + 15k_0 a_4 b_4)/m^2 \]

\[ A_5 = 135k_0(2ma_4 b_2 + 3k_0 a_2 b_4 + 5k_0 a_4 b_4)/m^2 \]

\[ A_6 = 135k_0(5ma_4 b_2 + 3k_0 a_2 b_4 + 30k_0 a_4 b_4)/m^2 \]

\[ A_7 = 2025k_0^2 a_4 b_4 (3a_2^2 + 5a_4)/m^2 \]

\[ A_8 = 30375k_0^2 a_2 a_4 b_4 /m^2, \quad A_9 = 50625k_0^2 a_2^3 b_4 /m^2 \]  

(59)

Here \( \sigma_x^2 \) is the mean-square response of the corresponding linear system. According to the Descartes' rule of signs, the polynomial Eq.(58) has a single positive root for \( \sigma_x^2 \), since the sequence of coefficients in Eq.(18) has only one change in sign. The evaluation of the mean-square displacement should be performed numerically.

Let us now utilize the criteria (8) and (16). The potential energy of the system reads

\[ U(X) = k_0 \left\{ (1/2)X^2 + (1/4)a_2 X^4 + (1/6)a_4 X^6 \right\} \]  

(60)

For the energy dissipation function we obtain
\[
\Phi(\dot{X}) = \int_0^\infty c_0 \dot{u} (1 + b_2 \dot{u}^2 + b_4 \dot{u}^4) d\dot{u}
\]
\[
= c_0 \left\{ (1/2) \dot{X}^2 + (1/4) b_2 \dot{X}^4 + (1/6) b_4 \dot{X}^6 \right\}
\]

(61)

The expression for \(k_{eq}^{(3)}\) reads

\[
k_{eq}^{(3)} = 2k_0 K_{eq}^{(2)}
\]

(62)

where

\[
K_{eq}^{(2)} = (1/2) + (5/4) a_2 \sigma_x^2 + (35/6) a_4 \sigma_x^4
\]

(63)

The expression for the equivalent linear damping reads

\[
c_{eq}^{(3)} = 2c_0 \left[ (1/2) + (5/4) b_2 \sigma_x^2 + (35/6) b_4 \sigma_x^4 \right] = 2c_0 C_{eq}^{(2)}
\]

(64)

where

\[
C_{eq}^{(2)} = \frac{1}{2} + \frac{5}{4} b_2 \frac{2k_0}{m} \left( \frac{1}{2} + \frac{5}{4} a_2 \sigma_x^2 + \frac{35}{6} a_4 \sigma_x^4 \right) \sigma_x^2
\]

\[
+ \frac{35}{6} b_4 \frac{4k_0}{m^2} \left( \frac{1}{2} + \frac{5}{4} a_2 \sigma_x^2 + \frac{35}{6} a_4 \sigma_x^4 \right)^2 \sigma_x^4
\]

(65)

The mean-square displacement equals

\[
\sigma_x^2 = \frac{\pi S}{c_{eq}^{(2)} k_{eq}^{(2)}} = \frac{\sigma_x^2}{4C_{eq}^{(2)} K_{eq}^{(2)}}
\]

(66)

Substitution of Eqs.(63) and (64) into Eq.(66) leaves us with a polynomial equation

\[
\sum_{i=0}^9 B_i (\sigma_x^2)^i = 0
\]

(67)

where the coefficients \(B_i\) are defined as
\[ B_0 = -\sigma_x^2, \quad B_1 = 1, \quad B_2 = 5(a_2m + k_0b_2)/2m \]
\[ B_3 = 5(14a_4m^2 + 15mk_0a_2b_2 + 14k_0^2b_4)6m^2 \]
\[ B_4 = 25k_0(15a_2^2b_2m + 56a_4b_2m + 84k_0a_2b_4)/24m^2 \]
\[ B_5 = 175k_0(10a_2a_4b_2m + 15k_0a_2^2b_4 + 28k_0a_4b_4)/12m^2 \]
\[ B_6 = 875k_0(28a_4^2b_2m + 15k_0a_2^3b_4 + 168k_0a_2^2b_4)/72m^2 \]
\[ B_7 = 6125k_0^2a_4b_4(15a_2^2 + 28a_4)/36m^2 \]
\[ B_8 = 214375k_0^2a_2a_4^2b_4/18m^2, \quad B_9 = 1500625k_0^2a_4b_4/81m^2 \]

Again, Eq.(67), like Eq.(58) has a single positive root. Combined utilization of criteria (10) and (18) yields

\[ k_{eq}^{(3)} = 2k_0K_{eq}^{(3)} \] (69)

where

\[ K_{eq}^{(3)} = \left[ \frac{1}{4} + \frac{5}{4}a_2\sigma_x^2 + 35\left( \frac{1}{16}a_2 + \frac{1}{6}a_4 \right)\sigma_x^4 \right. \]
\[ + \frac{105}{4}a_2a_4\sigma_x^6 + 105a_4\sigma_x^8 \] (70)

Also

\[ C_{eq}^{(3)} = 2c_0C_{eq}^{(3)} \] (71)

where

\[ C_{eq}^{(3)} = \left[ \frac{1}{4} + \frac{5}{4}\frac{b_2k_{eq}^{(3)}}{m} \sigma_x^2 + 35\left( \frac{1}{16}b_2 + \frac{1}{6}b_4 \right)\left( \frac{k_{eq}^{(3)}}{m} \right)^2 \sigma_x^4 \right. \]
\[ + \frac{105}{4}b_2b_4\left( \frac{k_{eq}^{(3)}}{m} \right)^3 \sigma_x^6 + 105b_4\left( \frac{k_{eq}^{(3)}}{m} \right)^4 \sigma_x^8 \] (72)

Substitution of expressions for equivalent spring stiffness and equivalent damping coefficient into Eq.(54) yields an equation for \( \sigma_x^2 \):
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The explicit form of the resulting polynomial equation in terms of $\sigma^2$ is cumbersome and is not reproduced here. One can show, however, that the resulting equation also possesses a single root, as in previous cases.

The numerical results for Eq.(58)-(67) have been obtained by Elishakoff and Zhang (1992.b). Comparison with the results of Monte Carlo method (see Fig. 1 in the above paper) demonstrated that the conventional stochastic linearization technique results in the largest error. For small values of the parameter $\varepsilon$ criteria 3 and 4 yielded values which were extremely close to the simulated mean-square responses. For intermediate values of $\varepsilon$, namely $\varepsilon \approx 1$, the fourth criterion performed the best, whereas for larger values, namely for $\varepsilon \approx 2$, the third criterion yielded results in close vicinity to those of the Monte Carlo method. Elishakoff and Zhang (1992.b) considered also a softening system:

$$m\ddot{X} + c\dot{X} + \left(\frac{k_0}{\varepsilon}\right)\text{sgn}(X)(1 - e^{-\varepsilon|X|}) = W(t)$$

For values of $\varepsilon$ up to unity the criterion of equal energy variances yielded results in best agreement with the simulation. In the range $1 \leq \varepsilon < 2$ the energy wise minimum mean square criterion turned out to be superior to other criteria.

HYBRID WEIGHTED STOCHASTIC LINEARIZATION-MONTE CARLO METHOD

The motivating considerations for developing a hybrid stochastic linearization-Monte Carlo Method are as follows.

The fraction of problems amenable to exact solutions is very small. For most problems the exact solutions are unavailable. In these circumstances either purely numerical approximate techniques are utilized, or the Monte Carlo method is applied. Amount of computations within the Monte Carlo solution of the problem may be enormous for a large system. One still may want some analytical method combined with small scale simulation. One can significantly reduce the amount of calculations by the proposed method. To do this we choose the following form of the weighting functions (Elishakoff and Colombi, 1993)

$$w(X) = \left(1 + \sum_{i=1}^{n} \alpha_i U^i\right)^{1/2}$$  \hspace{1cm} (75)

where coefficients $\alpha_i$ and $\beta_i$ should be determined from the numerical experiments by the Monte Carlo method; $n$ signifies the number of series of Monte Carlo simulations. Note that weighting functions have also been considered, although in totally different contexts by Wang and Zhang (1985), Yu and Cao (1988), Izumi et al (1989), Fang and Fang (1991), Elishakoff and Zhang 6-15

In other respects however, the proposed method is that of stochastic linearization. The four alternative criteria are replaced by their equivalents utilizing the weighting functions. For example, the third, criterion is replaced by

\[
E\left\{w(X)[U(X) - k_{eq}^{(3)}X^2/2]\right\}^2 = \min
\]

yielding

\[
k_{eq}^{(3)} = \frac{2E[w^2(X)U(X)X^2]}{E[w^2(X)X^4]}
\]

Each simulation series should be conducted for specified sets of parameters of the system. Thus for \(n\) specified sets of parameters the results of Monte Carlo simulations will numerically coincide with the results of the stochastic linearization technique. It is expected that for other sets of parameters the accuracy of the results yielded by the stochastic linearization technique with weighting function will be quite satisfactory.

Consider, for illustration purposes, a system governed by the following differential equation

\[
m\dddot{X} + c\dot{X} + k_1X + k_2X^5 = W(t)
\]

where \(m\), \(c\), \(k_1\) and \(k_2\) are positive constants, \(W(t)\) is an ideal white noise with zero mean. The system (82) is amenable of exact solution. It has been chosen in order to elucidate the errors associated with approximate techniques. It was shown by Zhang, Elishakoff and Zhang (1991) that energy based linearization technique, even without recourse to the weighting functions reduces the errors in determining the mean-square displacement of the system, by about 50%.

We will illustrate the application of the energy based stochastic linearization technique with weighing function. The potential energy of the nonlinear system in Eq.(83) reads

\[
U(X) = (1/2)k_1X^2 + (1/6)k_2X^6
\]

We perform a single series of Monte Carlo simulations. Hence, in Eq.(79), \(n\) is fixed at unity, with

\[
w(X) = (1 + \alpha_XU)^{1/2}
\]

Substitution of Eq.(112) in Eq.(77), in view of Eq.(111) results in

\[
k_{eq} = k_1 + 2k_2\frac{E[6X^8 + 3\alpha k_1X^{10} + \alpha k_2X^{14}]}{E[36X^4 + 18\alpha k_1X^6 + 6\alpha k_2X^{10}]}
\]
The spectral analysis yields the following mean-square displacement

\[ \sigma_x^2 = \frac{\pi S}{ck_{eq}} = \frac{\sigma_{x_i}^2}{1 + A} \]  

(82)

where \( \sigma_{x_i}^2 \) is defined as

\[ \sigma_{x_i}^2 = \frac{\pi s}{ck_1} \]  

(83)

The "corrective" term \( A \) reads

\[ A = \frac{k_2}{k_1} \frac{E[6X^8 + 3\alpha k_2 X^{10} + \alpha k_2 X^{14}]}{E[36X^4 + 12\alpha k_1 X^6 + 6\alpha X^{10}]} \]  

(84)

To calculate \( E[X^2] \) we use the usual approximation that \( X \) has a normal probability density with zero mean Eq.(88) becomes:

\[
15015\alpha k_2^2 \sigma_x^{12} + 630\alpha k_2 \sigma_x^8 + \left(70k_2 - 315\alpha k_2 k_1 \sigma_{x_i}\right) \sigma_x^4 + 15\alpha k_1^2 \sigma_x^4 + \left(6k_1 - 15\alpha k_1^2 \sigma_{x_i} \sigma_x^2\right) \sigma_x^2 - 6k_1 \sigma_x = 0
\]  

(85)

In the latter equation the parameter \( \alpha \) is not known. In order to determine it, we first solve an auxiliary problem of evaluation the mean square displacement \( \sigma_x^2 \) for specified set of parameters, by the Monte Carlo method, say for

\[ m = m^{(1)}, \quad k_1 = k_1^{(1)}, \quad c = c^{(1)}, \quad k_2 = k_2^{(1)} \]  

(86)

The result of simulation is denoted by \( \hat{\sigma}_x^2 \). This allows one to determine the value of \( \alpha = \hat{\alpha} \) corresponding the simulation results

\[
\hat{\alpha} = \frac{-2(35k_2 \hat{\sigma}_x^6 - 3k_1 \hat{\sigma}_x^2 + 3k_1 \hat{\sigma}_{x_i})}{15\hat{\sigma}_x(1001k_2^2 \hat{\sigma}_x^{12} + 42k_2k_1 \hat{\sigma}_x^8 - 21k_2k_1 \hat{\sigma}_x^4 \hat{\sigma}_{x_i} + k_1^2 \hat{\sigma}_x^4 - k_1^2 \hat{\sigma}_{x_i}^2 \hat{\sigma}_x^2)}
\]  

(87)

We fix \( \alpha \) at the value \( \hat{\alpha} \) determined from this equation, and use it in Eq.(85) for values of parameters, other than those listed in Eq.(86). Once \( \hat{\alpha} \) is substituted, Eq.(85) becomes a polynomial equation with respect to \( \sigma_x^2 \)
To gain some insight, let us consider some numerical results. Let $m^{(1)} = 1$, $c^{(1)} = 0.1$, $k^{(1)}_1 = 10$, $k^{(1)}_2 = 15$. Simulation results are in close vicinity with exact solution. Calculations yield $\hat{\sigma}_x^2 = 0.687$. The conventional linearization yields for this set of parameters $\sigma_x^2 = 0.5043$, or 23.44% off the exact solution, and about 20% off the simulation for a sample of $10^6$ simulating systems. The energy based stochastic linearization without weighting function results in an estimate $\sigma_x^2 = 0.5456$, or 17% off the exact value.

The value of $\hat{\sigma}$, matching the results of the Monte Carlo method and stochastic linearization equals $\hat{\sigma} = -0.000607$. As noted above, at $k^{(1)}_1 = 10$ the stochastic linearization technique yields results coincident with those furnished by the Monte Carlo Method. At value $k^{(2)}_1 = 11$, the conventional stochastic linearization is off the solution predicted by the Monte Carlo method by 22.77%. The energy based criterion without weighting function results in 17% of error. The proposed combination of the energy-wise linearization with the Monte Carlo method yields an error under 5%, which corresponds to the reduction of error associated with the conventional stochastic linearization, by the factor of 4.6. In the closer vicinity to the parameters for which Monte Carlo analysis was performed error may be significantly smaller. For example, for $k^{(3)}_1 = 10.5$, the proposed method yields an error of only 3.85%.

CONCLUSION

The results of the application have confirmed a superior performance of the new linearization techniques, for various cases, including both "hard" and "soft" oscillators. It appears that additional studies will prove useful to study the applicability of the proposed new stochastic linearization criteria in civil, mechanical, aeronautical, aerospace and naval engineering contexts.
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Abstract—A new stochastic linearization technique is employed to investigate the large amplitude random vibrations of a simply-supported or a clamped beam on elastic foundation under a stochastic loading which is space-wise either (a) white-noise or (b) uniformly distributed load and time-wise white noise. The new version of the stochastic linearization method is based on the requirement that mean square deviation of the strain energy of the nonlinearly deformed beam, and the strain energy of the equivalent beam in a linear state, should be minimal. As a result, the modal mean square displacements are expressed as solutions of a set of nonlinear algebraic equations. Results obtained by conventional equivalent linearization method and by the new technique are compared with the numerical results obtained from integration of the exact probability density function (when exact solution is available) or with the result of the Monte Carlo simulations (when the exact solution is unavailable). It is shown that the new stochastic linearization technique yields much more accurate estimate of the mean square displacement than the classical linearization method, which has attracted in the past interest of about 400 investigators in variety of nonlinear random vibration problems.
INTRODUCTION

Since it was first proposed by Booton [1] and Kazakov [2] four decades ago, the stochastic linearization method has been applied in numerous engineering fields. Application of this method to mechanical systems was performed by Caughey [3-5]. The excellent reviews of these studies have been given by Roberts and Spanos [6] and Socha and Soong [7]. Several authors recently have studied the various new versions of the improved stochastic linearization technique [8-10], which can be classified into two main categories: energy-based versions [8] and weighting function based versions [9-10]. Review of these developments was recently presented by Elishakoff and Falsone [11]. In the recent study [12] by the present authors, the beam under the time-wise and space-wise white noise loading was studied by the conventional and the new version of stochastic linearization technique, which is based on the criterion of minimum mean square deviation of potential energies. Comparison was performed with the exact solution available in that case. In the present study, the same energy-based method is employed to investigate the beam under general time dependent stationary random excitation, when exact solution is unavailable. The beam is resting on an elastic foundation and simply supported at both ends, and loaded by a stationary random excitation. As a result of moderately large vibrations, the different modes are coupled with each other, whose effect has been shown quite significant in Ref. [13-14]. Numerical simulations are carried out to compare their results with those yielded by the new and conventional linearization techniques. It is found that the new version of the stochastic linearization technique yields considerably more accurate results for the mean square response of the beam than the conventional stochastic linearization technique, especially in the case of large nonlinearity.
PROBLEM FORMULATION

Consider a beam resting on an elastic foundation, restrained at its ends, and loaded with spacewise distributed time dependent loading \( p(x,t) \). The equation governing moderately large vibrations reads [8]

\[
EI \frac{\partial^4 w}{\partial x^4} - N \frac{\partial^2 w}{\partial x^2} + pA \frac{\partial^2 w}{\partial t^2} + \beta \frac{\partial w}{\partial t} + K_f w = p(x,t)
\]

where the axial force is given by

\[
N = \frac{EA}{2L} \int_0^L \left( \frac{\partial w}{\partial x} \right)^2 \, dx
\]

and \( E \) is the elastic modulus, \( I = \) moment of inertia of the cross section, \( \rho = \) mass density, \( A = \) cross sectional area, \( L = \) length of beam, \( K_f = \) stiffness of the elastic foundation, \( p(x,t) = \) time dependent stationary and ergodic random distributed loading acting on the beam. Moreover, for the load we will make an assumption of the multiplicative representation, i.e.

\[
p(x, t) = r(x) q(t)
\]

where \( r(x) \) is the deterministic function of the axial coordinate only and \( q(t) \) is the random function of the time alone. Also the autocorrelation function of the loading, which is considered to be weakly stationary in time, is known. According to the Wiener-Khintchine relationship

\[
E[q(t_1)q(t_2)] = R(t_2 - t_1) = \int_{-\infty}^{\infty} S(\omega) e^{i\omega(t_1 - t_2)} \, d\omega
\]

where \( S(\omega) \) is the spectral function of \( q(t) \).
Let the beam deflection function be expanded in terms of appropriate orthonormal set of mode shapes in vacuum $\phi_n(x)$ of the associated linear structure as

$$w = \sum_{n=1}^{\infty} W_n(t) \phi_n(x)$$

(5)

where $\phi_n(x)$ satisfy the following relationships

$$EI \frac{d^4 \phi_n}{dx^4} = \rho A \omega_n^2 \phi_n$$

(6)

$$\int_0^1 \phi_m \phi_n d\xi = \delta_{mn} \quad \xi = x/l$$

Then the expression for the axial force becomes

$$N = \frac{EA}{2L} \left[ \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} W_m W_n \frac{d\phi_m}{dx} \frac{d\phi_n}{dx} dx \right]$$

(7)

$$= \frac{EA}{2L} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} D_{mn} W_m W_n$$

where

$$D_{mn} = \int_0^1 \frac{d\phi_m}{d\xi} \frac{d\phi_n}{d\xi} d\xi = D_{nm}$$

(8)

In view of Eq.(6), the governing equation (1) takes the following form
\[
\sum_{n=1}^{\infty} \left[ (\ddot{W}_n + \frac{\beta}{\rho A} W_n + \omega_n^2 W_n + \frac{K_f}{\rho A} W_n)\phi_n - \frac{E}{2\rho L^4} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} D_{ij} W_i W_j \frac{d^2\phi_n}{d\xi^2} \right] = \frac{r(x)q(t)}{\rho A} \tag{9}
\]

Multiplication of Eq.(9) by \(\phi_m\), integration over the length of the beam and the use of orthogonality conditions given in Eq.(6) yield a set of coupled nonlinear differential equations for the modal amplitudes \(W_m(t)\)

\[
\ddot{W}_m + \frac{\beta}{\rho A} W_m + \omega_m^2 W_m + \frac{K_f}{\rho A} W_m + \frac{E}{2\rho L^4} \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{n=1}^{\infty} D_{ij} R_{mn} W_i W_j W_n = \frac{Q_m}{\rho A}q(t) \tag{10}
\]

where

\[
Q_m = L \int_0^1 \phi_m(\xi) r(\xi) d\xi
\tag{11}
\]

\[
R_{mn} = \int_0^1 \phi_m \frac{d^2\phi_n}{d\xi^2} d\xi
\]

By either conventional or the new version of the stochastic linearization technique, Eq.(10) is replaced by a linear one

\[
\ddot{W}_m + \frac{\beta}{\rho A} W_m + k_{m,eq} \omega_m^2 W_m = \frac{Q_m}{\rho A}q(t) \tag{12}
\]

where \(k_{m,eq}\) is the nondimensional equivalent stiffness. The problem consists in evaluating \(k_{m,eq}\) through two versions of stochastic linearization technique and comparing the results for response with those obtained from the Monte Carlo simulations.
ANALYSIS

The potential energy of the system, represented by Eq.(10) reads, in conjunction with Eq. (9)

\[ U = \sum_{m=1}^{\infty} \frac{1}{2} \left( \frac{\omega_m^2}{\rho A} \right) W_m^2 + \sum_{m=1}^{\infty} \frac{E}{2 \rho L^4} \left( \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{n=1}^{\infty} D_{i,j} R_{m,n} W_i W_j W_n \right) dW_m \]  

(13)

The main idea of the modified method consists in the requirement that the mean square difference between the potential energy, associated with the original nonlinear equation, Eq.(10), and its equivalent linear counterpart Eq.(12), to be minimal. That is

\[ E \left\{ U - \sum_{n=1}^{\infty} \frac{1}{2} k_{n,eq} \omega_n^2 W_n^2 \right\}^2 \right\} = \min \]  

(14)

which is achieved by demanding

\[ \frac{d}{d(k_{m,eq} \omega_m^2)} \left\{ E \left[ U - \sum_{n=1}^{\infty} \frac{1}{2} k_{n,eq} \omega_n^2 W_n^2 \right]^2 \right\} = 0 \]  

(15)

\( (m = 1, 2, \ldots) \)

The conditions (15) are equivalent to

\[ E \left\{ U - \sum_{n=1}^{\infty} \frac{1}{2} k_{n,eq} \omega_n^2 W_n^2 \right\} W_m^2 = 0 \]  

(16)

\( (m = 1, 2, \ldots) \)

Thus, if only first \( N \) normal modes are included, Eq.(16) can be written as
where

\[
[A] = \begin{bmatrix}
E[W_1^2W_2^2] & E[W_1^2W_3^2] & \cdots & E[W_1^2W_N^2] \\
E[W_2^2W_1^2] & E[W_2^2W_3^2] & \cdots & E[W_2^2W_N^2] \\
& \vdots & \ddots & \vdots \\
E[W_N^2W_1^2] & E[W_N^2W_2^2] & \cdots & E[W_N^2W_N^2]
\end{bmatrix}
\]  

(18)

\[
\{k_{eq}\} = \{k_{1,eq}, k_{2,eq}, \ldots, k_{N,eq}\}
\]

\[
\{B\}^T = \{E[W_1^2U] \ E[W_2^2U] \ \cdots \ E[W_N^2U]\}
\]

The solution can be written as

\[
\{k_{1,eq}, \omega_1^2, k_{2,eq}, \omega_2^2, \ldots, k_{N,eq}, \omega_N^2\}^T = 2 [A]^{-1} \{B\}
\]  

(19)

For the Gaussian random processes with zero mean, we have [14]

\[
E[z_1z_2 \ldots z_m] = \sum_{\text{all independent pairs}} \left[ \prod_{j<k} E[z_jz_k] \right]
\]

(20)

where the number of independent pairs is equal to \((2m)!/2^m m!\). In view of the representation of the potential energy by Eq.\((13)\), the following terms will appear in \{B\}.
\[
E[W_n^2W_n^2] = E[W_n^2]E[W_n^2] + 2(E[W_nW_n])^2
\]
\[
\]
\[
+ 2E[W_iW_n]E[W_iW_n^2W_n]
\]
\[
= E[W_i^2]E[W_n^2W_n^2] + 2(E[W_iW_n])^2E[W_n^2]
\]
\[
+ 2(E[W_iW_n])^2E[W_n^2] + 8E[W_iW_n]E[W_iW_n]E[W_nW_n]
\]

The moments \(E[W_nW_n]\) are related with the spectra of the system in the following way

\[
E[W_nW_n] = \frac{Q_nQ_n}{(\rho A)^2} \int_{-\infty}^{\infty} h_n(t-t_1) h_n(t-t_2) E[q(t_1)q(t_2)] dt_1 dt_2
\]

where the function \(h_n(t)\) is the response of the SDOF system represented by each of equations (12) to a unit impulse. The Fourier transform of \(h_n(t)\)

\[
h_n(t) = \frac{1}{2\pi} \int_{-\infty}^{\infty} e^{i\omega t} H_n(\omega) d\omega
\]

\[
H_n(\omega) = \int_{-\infty}^{\infty} e^{-i\omega t} h_n(t) dt
\]

is given by

\[
H_n(\omega) = \frac{1}{k_m c \omega_m^2 - \omega^2 + i \frac{\beta}{\rho A} \omega_m}
\]

For stationary random excitations

\[
E[q_1(t)q_2(t)] = R(t_2 - t_1) = \int_{-\infty}^{\infty} S(\omega) e^{i\omega(t_2 - t_1)} d\omega
\]

7-8
With the use of Eq. (23), the double integral in Eq. (22) becomes

\[
S_{mn} = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} h_m(t-t_1) h_n(t-t_2) E[q(t_1)q(t_2)] \, dt_1 \, dt_2
\]

\[
= \int_{-\infty}^{\infty} H_m(-\omega) H_n(\omega) S(\omega) \, d\omega
\]

(26)

For the white noise excitation, \(S_{mn}\) can be evaluated through frequency response function of system (12) by means of residue theorem to yield

\[
S_{mn} = \frac{4\pi S_0}{\rho A} \frac{\beta}{\sum_{m} k_{m,eq} \omega_m^2} - k_{n,eq} \omega_n^2 + 2(\frac{\beta}{\rho A})^2 (k_{m,eq} \omega_m^2 + k_{n,eq} \omega_n^2)
\]

(27)

where \(S_0\) is a constant value of the spectral density \(S(\omega)\). As a result, \(S_{mn}\) is expressed through the sought parameters \(k_{m,eq}\). After substituting Eq.(27) to Eq.(22), and the result into Eqs.(21), (19), (18), we obtain a set of nonlinear algebraic equations, i.e, Eq.(17) in terms of \(k_{m,eq}\), which must be solved numerically to obtain \(k_{m,eq}\).

From the conventional stochastic linearization technique, we have

\[
\bar{k}_{m,eq} = 1 + \frac{K_f}{\rho A \omega_m^2} + \frac{E}{2\rho L^4 \omega_m^2 \Omega_m} \left( \frac{1}{\rho A} \right)^2 \sum_{i=1}^{\infty} \sum_{j=1}^{\infty} \sum_{n=1}^{\infty} D_{ij} R_{mn} Q_i Q_j Q_n \frac{(S_{ij} S_{mn} + 2S_{im} S_{jn})}{S_{mn}}
\]

(28)

The overbar denotes the association with the conventional stochastic linearization. Note that in obtaining the latter expression for \(\bar{k}_{m,eq}\), we utilized the same procedure as Seide [15]; indeed when \(K_f=0\), Eq.(28) coincides with Eq.(22) of Ref. [15]. In the same fashion as for the new stochastic linearization, we have arrived at a set of nonlinear algebraic equations which must be
solved numerically.

A particular case of the beam simply supported at both ends under a spacewise uniform random excitation is numerically evaluated:

$$\phi_m(\xi) = \sqrt{2} \sin m\pi\xi$$

$$Q_m = \begin{cases} 
0 & \text{if } m \text{ is even} \\
\frac{2\sqrt{2}}{m\pi} & \text{if } m \text{ is odd}
\end{cases}$$

$$D_{mn} = \begin{cases} 
0 & \text{if } m = n \\
m^2\pi^2 & \text{if } m = n
\end{cases}$$

$$R_{mn} = D_{mn}$$

$$\omega_m^2 = \frac{EI}{\rho AL^4} m^4\pi^4$$

Then accordance with Eq.(13) the potential energy reads

$$U = \frac{\omega_0^2}{2} \left[ \sum_{m=1}^{N} m^4W_m^2 + \alpha \sum_{m=1}^{N} W_m^2 + \frac{1}{4R^2} \left( \sum_{m=1}^{N} m^2W_m^2 \right)^2 \right]$$

(30)

where

$$\alpha = \frac{K_f}{\rho A\omega_0^2}, \quad \omega_0^2 = \frac{\pi^4EI}{\rho AL^4}, \quad \omega_m^2 = \omega_0^2 m^4, \quad R = \sqrt{\frac{I}{A}}$$

(31)
Therefore Eq. (19) becomes

\[
\left\{ k_{1,eq}, 16k_{2,eq}, \ldots, N^4k_{N,eq} \right\}^T = \frac{2}{\omega_0} [A]^{-1} \{ E[W_1^2U], E[W_2^2U], \ldots, E[W_n^2U] \}^T
\]  

(32)

This set represents a set of nonlinear algebraic equations since \( E[W_j^2U] \) themselves contain \( k_{j,eq} \).

For the simply supported beam with elastic foundation, the motion of equation (10) becomes

\[
\ddot{W}_m + \frac{\beta}{\rho A} \dot{W}_m + \omega_m^2 \left( 1 + \frac{\alpha}{m^4} + \frac{1}{2R^2m^2} \sum_{n=1}^{\infty} n^2 \dot{W}_n^2 \right) W_m = \frac{q(t)}{\rho A} Q_m
\]

(33)

As a result, the equivalent coefficients in Eq.(28) by the conventional stochastic linearization technique become

\[
\bar{k}_{m,eq} = 1 + \frac{\alpha}{m^4} + \frac{1}{2R^2m^2} \sum_{n=1}^{\infty} n^2 \frac{Q_n^2}{(\rho A)^2} \frac{(S_{mm}S_{nn} + 2S_{mn}^2)}{S_{mm}}
\]

(34)

For \( R \to \infty \) the contribution of nonlinear terms disappears. Therefore, \( R \) in actuality is a nonlinearity parameter. We will be interested in evaluating the effect of this parameter on the mean square response.

**NUMERICAL RESULTS AND DISCUSSION**

Calculations are performed to compute the mean square responses by the new and conventional stochastic linearization techniques. Since no exact solution is available for the beam under spacewise excitation, the numerical simulation is also carried out for all the cases of parameters listed at the figures.

In carrying out the numerical computations, the following material parameters have been
assumed throughout the present work, $\omega_0^2=1.0$, and $\beta_0=\beta/(\rho A)=0.1$. Three normal modes are considered in the numerical evaluation, but only the first mode response is plotted in the figures since the first mode response dominates the mean square displacements of the beam. In Fig. 1, the mean square responses by conventional and new linearization and Monte Carlo simulation versus the nonlinearity coefficient $R$ are shown for the case of $S_\sigma=1.0$, $\alpha=0.0$, $\beta=0.1$. Fig. 2 also shows the three results obtained both through conventional and new stochastic linearization techniques, and Monte Carlo simulation for another set of parameters with $S_\sigma=5.0$, $\alpha=1.0$, $\beta=0.1$. It can be seen that the new version of stochastic linearization method exhibits a superior performance over the conventional one at all ranges of variation of $R$. Fig. 3 displays the influence of the stiffness of the elastic foundation on the mean square response of the system for the case $S_\sigma=0.1$, $\beta=0.1$, $R=1.0$. These results clearly indicate that the present method yields results in closer vicinity with the simulation results than the conventional linearization technique.
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Fig. 1 The mean square response of the first mode $E[W_1^2]$ calculated in the three mode approximation ($N=3$) vs. the nonlinearity coefficient $R$ ($S_0=1$, $\alpha=0$, $\beta=0.1$).

Fig. 2 The mean square response of the first mode $E[W_1^2]$ calculated in the three mode approximation ($N=3$) vs. the nonlinearity coefficient $R$ ($S_0=1$, $\alpha=1$, $\beta=0.1$).

Fig. 3 The mean square response of the first mode $E[W_1^2]$ calculated in the three mode approximation ($N=3$) vs. the nonlinearity coefficient $R$ ($S_0=5$, $\alpha=1$, $\beta=0.1$).

Fig. 4 The influence of the stiffness of the elastic foundation $\alpha$ on the mean square response of the system ($S_0=0.1$, $\beta=0.1$, $R=1$).
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Abstract: The new stochastic linearization technique is employed to investigate the nonlinear mean square response of a beam with arbitrary boundary conditions under time dependent stationary random excitation. To demonstrate the accuracy of this new method, mean square response is obtained through both the new and conventional versions of the stochastic linearization technique. An example of a beam with both ends simply supported, is presented, for the case of white noise excitation, to illustrate the present method. Numerical simulations are performed to check the accuracy of the modified technique. It is shown that the modified version can yield more accurate results for the mean square response of the beam than the conventional stochastic linearization technique, especially when there exists a large nonlinearity.

Keywords: conventional and new stochastic linearization, nonlinear beam, mean square response, Monte-Carlo simulation
1. INTRODUCTION

The random vibrations of beams in linear and nonlinear settings have been investigated by several authors. Linear random vibrations have been investigated by Eringen (1957), Bogdanoff and Goldberg (1960), Crandall and Yildiz (1962), Elishakoff and Livshits (1984) and Elishakoff (1987), by employing the normal mode method. Eringen (1957), Elishakoff (1987) and Elishakoff and Livshits (1984) were able to sum up the infinite series of modal contributions and derive closed-form solutions for simply supported beams subjected to loading which is both time-wise and space-wise white noise. For this particular excitation, Herbert (1964, 1965) succeeded to obtain an exact, although not a closed-form solution, for probability density function of modal displacements. For the general case of excitation, when dealing with the nonlinear stochastic boundary-value problems, most investigators have employed approximate techniques: either the classical perturbation method or the stochastic linearization technique. The latter method has attracted numerous investigators. Indeed the only monograph in this subject, that by Roberts and Spanos (1990) lists approximately 250 papers utilizing the stochastic linearization technique. The review by Sinitsin (1974) lists about 120 studies predominantly performed in Russia. The review paper by Socha and Soong (1991) lists numerous publications written in both West and East. Thus presently there are approximately 400 studies based on the classical stochastic linearization technique. Unfortunately, these methods have severe limitations: the perturbation method usually only leads to results of acceptable accuracy for the case of small nonlinearity; stochastic linearization technique can yield an error as large as 20% in the estimate of the mean-square response for some cases of nonlinearity and excitation. It should be born in mind that even an exact solution by the Fokker-Planck equation method may involve a large
amount of multiple integrations to evaluate the mean square responses if many modes need to be included. The latter difficulty is of purely numerical nature whereas the approximate methods have their inherent difficulties. Furthermore the fact that the (numerically cumbersome) exact solution is available for extremely specific cases of excitations rules out its general application.

The above disadvantages of the approximate methods and absence of the exact solution for the general loading case encouraged the present authors to seek for alternative approximate technique. Improved stochastic linearization method seems to be an attractive method in this respect due to the fact that it not only retains the advantages of the conventional stochastic linearization method such as simplicity and straightforward manner of derivations, but also may greatly improve the accuracy. Several authors recently studied the various versions of the improved stochastic linearization technique (Elishakoff and Zhang, 1991; Elishakoff, 1991; Zhang, Elishakoff and Zhang 1990; Fang and Fang, 1991). In this study a new stochastic linearization technique, as discussed in several references (Elishakoff and Zhang, 1991; Elishakoff, 1991; Zhang, Elishakoff and Zhang, 1990), is extended to treat random vibrations of the nonlinearly deformed beam. The main idea of the new method consists in the requirement that the mean square value of the difference of potential energies of deformation, associated with the original nonlinear equation and its equivalent linear counterpart, should be minimal. It is instructive to first elucidate the basic idea on the example of the single-degree-of-freedom system, governed by the following differential equation

\[ m\ddot{x} + c\dot{x} + g(x) = F(t) \]  

where \( F(t) \) is a random excitation resulting in stochastic response \( x(t) \); \( g(x) \) is a nonlinear deterministic function of displacement \( x \). Within the stochastic linearization scheme, this
The differential equation is replaced by the "equivalent" linear equation

\[ m\ddot{x} + c\dot{x} + k_{eq}x = F(t) \]  

(2)

where the coefficient \( k_{eq} \) is determined through some suitable criterion of equivalence. In the linearization scheme utilized by Elishakoff and Zhang (1991), the equivalence criterion is chosen as follows

\[ E\left\{ [U(x) - \frac{1}{2}k_{eq}x^2]^2 \right\} = \min \]  

(3)

where \( U(x) \) is the potential energy of deformation of the original nonlinear structure, i.e.

\[ U(x) = \int_0^x g(\alpha) d\alpha \]  

(4)

This is accomplished by requiring

\[ \frac{d}{dk_{eq}} E\left\{ [U(x) - \frac{1}{2}k_{eq}x^2]^2 \right\} = 0 \]  

(5)

Eq.(5) results in the following expression for the equivalent spring stiffness

\[ k_{eq} = \frac{2E[x^2U(x)]}{E(x^4)} \]  

(6)

In recent studies (Elishakoff and Zhang, 1991; Elishakoff, 1991; Zhang, Elishakoff and Zhang, 1990), the authors have demonstrated the accuracy of this linearization technique by comparing the computed mean square displacements from different stochastic linearization methods with some known exact solutions. In present study, the authors extend the above technique to the continuous structures. The main idea is same as the one described for the single-degree-of-freedom system, except that the original continuous nonlinear structure is replaced by a multi-
degree-of-freedom linear system, and a set of equivalent spring stiffnesses are expressed by equations analogous to Eq. (6) with \( x \) now corresponding to different modal displacements. The procedure will be elucidated in detail for random vibrations of the nonlinearly deformed beam.

In this paper we consider beams simply supported or damped at their ends. Two loading conditions are considered: (a) the space-wise and time-wise white noise, in which case the exact solution is also obtained, (b) the space-wise uniformly distributed load and time-wise white noise, in which case no exact solution is available and the Monte Carlo simulations should be performed. In all cases and wide variety of levels of excitation the proposed method turns out to be superior to the classical stochastic linearization method.

2. FORMULATION OF THE PROBLEM

Consider a beam on elastic foundation with pin-ended supports that are restrained from axial motion (Fig. 1).

The beam is under a loading \( q(x, t) \) which is space-wise and time-wise white noise with the following auto-correlation function

\[
R_{qq}(x_1, t_1; x_2, t_2) = 2\pi S_0 \delta(x_2 - x_1) \delta(t_2 - t_1)
\]

(7)

The deflection is represented by the Fourier series in terms of mode shapes of the undamped beam

\[
w(x, t) = \sum_{n=1}^{N} w_n(t) \sin \frac{n\pi x}{L}
\]

(8)

\( w_n(t) \) is the modal contribution corresponding to \( n \)th mode. It is assumed that only the first \( N \)
modes of the beam are significantly contributing to formulating the response. However, it should be born in mind that the assumption that the power spectral density of the load is that of white noise implies that all the modes are excited and contribute to the response of the beam; $N$ is determined by the required accuracy in evaluation of the specific response characteristic, such as mean-square displacement or mean-square stress. Crandall and Yildiz (1962) have shown that for the linearly deformed beam under white noise excitation, if the infinite series representing quantities such as mean square displacement, mean square stress, etc., converge, then the results can be made as accurate as desired by taking sufficiently large $N$. It is reasonable to expect similar results for the nonlinear problem. We consider a Bernoulli-Euler beam with transverse damping. Due to the fact that the equivalence criterion will utilize the concept of energy, we first formulate appropriate energies of the beam. Kinetic energy of the beam is given by, with Eq.(8) taken into account

$$T = \frac{\rho A}{2} \int_0^L \left( \frac{\partial w}{\partial t} \right)^2 \, dx = \frac{\rho A L}{4} \sum_{n=1}^N (\omega_n)^2$$ \hspace{1cm} (9)

the potential energy of bending deformation reads

$$V_b = \frac{EI}{2} \int_0^L \left( \frac{\partial^2 w}{\partial x^2} \right)^2 \, dx = \frac{\pi^4 EI}{4 L^3} \sum_{n=1}^N n^4 w_n^2$$ \hspace{1cm} (10)

Potential energy of stretching is given by

$$V_s = \frac{AE}{2L} \left[ \frac{1}{2} \int_0^L \left( \frac{\partial w}{\partial x} \right)^2 \, dx \right]^2 = \frac{\pi^4 AE}{32 L^3} \left[ \sum_{n=1}^N n^2 w_n^2 \right]^2$$ \hspace{1cm} (11)

whereas the potential energy of the deformation due to elastic foundation is
\[ V_e = \int_0^L \frac{1}{2} k_e w^2 dx = \frac{1}{4} k_e L \sum_{n=1}^N w_n^2 \]  

where \( k_e \) is the translational stiffness of Winkler foundation. Potential function of the load is

\[ V_l = -\int_0^L q(x,t) w(x,t) dx \]  

We expand the load in the series analogous to Eq.(8)

\[ q(x,t) = \sum_{n=1}^N q_n(t) \sin \frac{n \pi x}{L} \]  

where again \( N \) terms have been retained. Then \( V_l \) becomes

\[ V_l = -\frac{L}{2} \sum_{n=1}^N q_n w_n \]  

The Lagrangian \( \mathcal{L} = T - V \), where \( V = V_b + V_s + V_t + V_r \) may now be written as

\[ \mathcal{L} = \frac{\rho A L}{4} \sum_{n=1}^N (\dot{w}_n)^2 - \frac{\pi^4 EI}{4 L^3} \sum_{n=1}^N n^4 w_n^2 \]

\[ - \frac{\pi^4 EA}{32 L^3} \left[ \sum_{n=1}^N n^2 w_n^2 \right]^2 - \frac{1}{4} k_e L \sum_{n=1}^N w_n^2 - \frac{L}{2} \sum_{n=1}^N q_n w_n \]  

The equations of motion are

\[ \frac{d}{dt} \left( \frac{\partial \mathcal{L}}{\partial \dot{w}_n} \right) - \frac{\partial \mathcal{L}}{\partial w_n} = 0 \quad (n = 1, 2, \ldots, N) \]  

where \( w_n \) are considered as generalized coordinates. Substitution of Eq.(16) into (17) yields the following \( N \) equations in terms of the modal amplitudes \( w_n(t) \)
\[
\ddot{w}_n + \frac{\beta}{\rho A} \dot{w}_n + \omega_n^2 n^4 \left[ 1 + \frac{\alpha}{n^4} + \frac{1}{4R_n^2 n^2} \sum_{m=1}^{N} m^2 \omega_m^2 \right] w_n = f_n \quad (n = 1, 2, \ldots, N)
\]

where \( \beta \) is an introduced linear viscous-damping term. In addition, following notations have been utilized:

\[
\omega_0^2 = \frac{\pi^4 EI}{\rho AL^4}, \quad \alpha = \frac{k_I}{\rho A \omega_0^2}, \quad R = \sqrt{\frac{I}{A}}, \quad f_n = \frac{q_n}{\rho A}
\]  

Eq.(18) is a nonlinear stochastic differential equation. We seek the mean square response of the modal amplitudes. In this study, a new stochastic linearization technique described in the preceding section for the single-degree-of-freedom system, is generalized to investigate the continuous structure at hand. The nonlinear system (18) is replaced by the following equivalent linear one:

\[
\ddot{w}_n + \frac{\beta}{\rho A} \dot{w}_n + k_n^{(n)} w_n = f_n(x) \quad (n = 1, 2, \ldots, N)
\]

In Eq.(20), it is assumed that the replacing linear system is a decoupled one. The question of the decoupling will be addressed in detail in Appendix.

In our problem, the total potential energy of the system (18) is
We generalize the requirement of Eq. (3) valid for the single-degree-of-freedom system, for continuous beam by requiring

\[
E \left[ U(w_1, w_2, \ldots, w_N) - \sum_{n=1}^{N} \frac{1}{2} k_{eq}^{(n)} w_n^2 \right]^2 = \min
\]

which is achieved by using conditions

\[
\frac{d}{dk_{eq}^{(m)}} \left\{ E \left[ U(w_1, w_2, \ldots, w_N) - \sum_{n=1}^{N} \frac{1}{2} k_{eq}^{(n)} w_n^2 \right]^2 \right\} = 0
\]

\[(m = 1, 2, \ldots, N)\]

The conditions (23) are equivalent to

\[
E \left[ U(w_1, w_2, \ldots, w_N) - \sum_{n=1}^{N} \frac{1}{2} k_{eq}^{(n)} w_n^2 \right] w_m^2 = 0
\]

\[(m = 1, 2, \ldots, N)\]

After some algebra, we arrive at the following expression for nonlinear spring constants

\[
\{k_{eq}\} = 2 [A]^{-1} \{B\}
\]

where
\[
\begin{align*}
\{k_{eq}\}^T &= \{k_{eq}^{(1)} \ k_{eq}^{(2)} \ \cdots \ k_{eq}^{(n)}\} \\
\{B\}^T &= \{E[w_1^2U] \ E[w_2^2U] \ \cdots \ E[w_n^2U]\}
\end{align*}
\]

\[
[A] = 
\begin{bmatrix}
E[w_1^2w_1^2] & E[w_1^2w_2^2] & \cdots & E[w_1^2w_n^2] \\
E[w_2^2w_1^2] & E[w_2^2w_2^2] & \cdots & E[w_2^2w_n^2] \\
\vdots & \vdots & \ddots & \vdots \\
E[w_n^2w_1^2] & E[w_n^2w_2^2] & \cdots & E[w_n^2w_n^2]
\end{bmatrix}
\]

(26)

We denote

\[
y_i = E[w_i^2] \tag{27}
\]

Gaussian assumption for distribution of \( w_i \) and the subsequent conclusion that the equivalent system is decoupled (see Appendix), leads to the independence between different modal amplitudes \( w_i \) and \( w_j (i \neq j) \). Therefore

\[
E[w_i^4] = 3y_i^2
\]

\[
E[w_i^2w_j^2] = y_iy_j \quad \text{for } i \neq j \tag{28}
\]

For simplicity, let us investigate the particular case \( N=3 \). We have

\[
[A]^{-1} = \frac{1}{10y_1y_2y_3}
\begin{bmatrix}
4y_2y_3 & -y_3 & -y_2 \\
y_1 & -y_3 & 4y_1y_3 \\
-y_2 & -y_1 & 4y_1y_2
\end{bmatrix}
\]

(29)
Consequently we obtain

\[ E[w_n^2 U] = \frac{\omega_0^2}{2} E[w_n^2 \sum_{m=1}^3 m^4 w_m^2] + \frac{\alpha \omega_0^2}{2} E[w_n^2 \sum_{m=1}^3 w_m^2] + \frac{\omega_0^2}{16 R^2} E[w_n^2 (\sum_{m=1}^3 m^2 w_m^3)^2] \]  

(30)

Under the assumption that the system is driven by zero mean Gaussian white noise \( q_n \) with spectral density \( S_o \), i.e. \( f_n \) with spectral density \( S_o/(\rho A)^2 \), we obtain from Eq.(20)

\[ k_{eq}^{(n)} = \sigma_o^2 \omega_0^2 / y_n \]  

(31)

or

\[ (k_{eq}) = \sigma_o^2 \omega_0^2 \{ 1/y_1 \quad 1/y_2 \quad \cdots \quad 1/y_n \}^T \]  

(32)

where

\[ \sigma_o^2 = \frac{L^4 S_o}{\pi^3 \beta EI} \]  

(33)

Substituting \( k_{eq}^{(n)} \) in Eq.(32) into Eq.(25) and noting the fact that \( w_n \) is Gaussian yields

\[ \begin{bmatrix} \sigma_o^2 \\ \sigma_o^2 \\ \sigma_o^2 \end{bmatrix} = \left( \frac{2}{\omega_0^2} \right) \left( \frac{1}{10 y_1 y_2 y_3} \right) \begin{bmatrix} 4 y_2 y_3 & -y_1 y_3 & -y_1 y_2 \\ -y_2 y_3 & 4 y_1 y_3 & -y_1 y_2 \\ -y_2 y_3 & -y_1 y_3 & 4 y_1 y_2 \end{bmatrix} \begin{bmatrix} E[w_1^2 U] \\ E[w_2^2 U] \\ E[w_3^2 U] \end{bmatrix} \]  

(34)

where
Substitution of Eq. (35) into Eq.(34) results in a set of algebraic nonlinear equations for \( y_1, y_2, \) and \( y_3 \). For different excitation levels characterized by \( \sigma_o \), the foundation modulus \( \alpha \) and various radii of gyration \( R \), Eq.(34) can be solved numerically. In our study, the standard Levenberg-Marquardt algorithm is implemented.

With \( y_i = E[w_i^2] \) obtained, we arrive at the mean square response of the beam as

\[
E[w^2(x, t)] = \sum_{n=1}^{3} \sum_{m=1}^{3} E(w_m w_n) \sin \frac{m\pi x}{L} \sin \frac{n\pi x}{L} \tag{36}
\]

However, the modal amplitudes \( w_m \) are uncorrelated. Therefore, while the membrane stress causes the modal amplitudes to become statistically dependent, it still leaves them uncorrelated. Eq.(36) then reduces to
\[ E[\dot{w}^2(x, t)] = \sum_{m=1}^{3} y_m \sin^2 \frac{m\pi x}{L} \quad (37) \]

3. COMPARISON WITH OTHER METHODS

(1) Fokker-Planck equation method.

From the solution of Fokker-Planck equation, the exact expression of the probability density function is obtained as

\[ p(w_1, w_2, \ldots, w_N) = \frac{1}{c} \exp \left\{ -\frac{1}{2\sigma_0^2} \left[ \sum_{n=1}^{N} n^4 w_n^2 + \frac{1}{8R^2} \sum_{n=1}^{N} \sum_{m=1}^{N} m^2 n^2 w_m^2 w_n^2 + \alpha \sum_{n=1}^{N} w_n^2 \right] \right\} \quad (38) \]

where \( c \) is the normalization factor, i.e.

\[ c = \int_{-\infty}^{\infty} dw_1 \cdots \int_{-\infty}^{\infty} \exp \left\{ -\frac{1}{2\sigma_0^2} \left[ \sum_{n=1}^{N} n^4 w_n^2 + \frac{1}{8R^2} \sum_{n=1}^{N} \sum_{m=1}^{N} m^2 n^2 w_m^2 w_n^2 + \alpha \sum_{n=1}^{N} w_n^2 \right] \right\} \, dw_N \quad (39) \]

Eq.(38) coincides with that of Herbert (1964) except that we have introduced an additional term associated with the elastic foundation. Hence, the modal mean square responses are obtained by integration

\[ E[w_m^2] = \frac{1}{c} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} w_m^2 \exp \left\{ -\frac{1}{2\sigma_0^2} \left[ \sum_{n=1}^{N} n^4 w_n^2 + \frac{1}{8R^2} \sum_{n=1}^{N} \sum_{m=1}^{N} n^2 r^2 w_n^2 w_m^2 + \alpha \sum_{n=1}^{N} w_n^2 \right] \right\} \, dw_N \quad (40) \]
Eq.(40) must be evaluated by numerical integration.

(2) Conventional Stochastic linearization Technique.

By the conventional equivalent linearization method, we obtain

\[ k_{\text{eq}}^{(n)} = n^4 \omega_0^2 + \alpha \omega_0^2 + \frac{\omega_0^2 n^2}{4 R^2} \frac{E[w_n^2 \sum_{m=1}^{N} m^2 w_m^2]}{E[w_n^2]} \]  \tag{41}

From the equivalent linear system (20), we have Eq.(31).

Substituting \( k_{\text{eq}}^{(n)} \) in Eq.(42) into Eq.(31) yields

\[ \sigma_0^2 = (n^4 + \alpha) E[w_n^2] + \frac{n^2}{4 R^2} E[w_n^2 \sum_{m=1}^{N} m^2 w_m^2] \]  \tag{42}

\[ (n = 1, \ldots, N) \]

If only the first three modes are considered, in view of Eq.(27), we obtain

\[ \sigma_0^2 = (1 + \alpha) y_1 + \frac{1}{4 R^2} (3 y_1^2 + 4 y_1 y_2 + 9 y_1 y_3) \]

\[ \sigma_0^2 = (16 + \alpha) y_2 + \frac{1}{R^2} (y_1 y_2 + 12 y_2^2 + 9 y_2 y_3) \]  \tag{43}

\[ \sigma_0^2 = (81 + \alpha) y_3 + \frac{9}{4 R^2} (y_1 y_3 + 4 y_2 y_3 + 27 y_3^2) \]

For specific values of \( \sigma_0^2 \), \( \alpha \) and \( R \), one can evaluate \( E[w_1^2] \), \( E[w_2^2] \) and \( E[w_3^2] \) through solving the set of nonlinear equations Eq.(43).
4. RESULTS AND DISCUSSION

Numerical computations have been performed for the mean square deflection at the midspan of the beam for various values of three parameters $\sigma_0^2$, $\alpha$ and $R$. The results from the three methods are presented in Figs. 2 through 5. As pointed out by Seide (1975) and as is confirmed in equation (37), accurate values of the mean square deflections can be obtained by using a three-term approximation, while the number of terms required for accurate stress values may be much larger. In the present study, only the first three modal displacements are considered, with the emphasis on demonstrating the effectiveness of the new stochastic linearization technique.

As is seen from the differential equation (18), when formally $R$ tends to infinity the effect of the nonlinearity disappears. Therefore, magnitude of $1/R$ can be viewed as the parameter related with the magnitude of nonlinearity. The effect of the foundation stiffness on mean square maximum deflection at the midspan of beam is shown in Fig. 2 for one set of levels of excitation and nonlinearity. It can be seen that the new equivalent linearization method yields more accurate results than the conventional technique. Also, it is shown that the new method usually gives greater values of mean square deflection than the exact solution, while the conventional method yields values below the exact one. Furthermore, when the stiffness of the foundation $k_f$ becomes larger (and consequently the parameter $\alpha$ is larger too), both methods tend to produce equally accurate results. This conclusion should have been anticipated in view of the fact that the system is "more" linear in this case, due to linearity of the Winkler foundation model. However, when $\alpha$ is small, the new stochastic linearization method achieves much better estimate of the mean square deflection than the conventional technique. The mean square
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deflections vs parameter $R$ are shown in Figs. 3 and 4; the new method performs much better than the conventional stochastic linearization technique for the relatively high nonlinearity of the system, i.e. $R$ is from 0 to 1. The effect of strength of excitation on the accuracy of the two methods is shown in Fig. 5, where the vertical axis denotes the percentage error of the mean square deflection at the midspan of the beam either between the conventional linearization method or the new linearization method, and the exact solution; the new approach achieves more accurate results than the conventional technique for all the excitation levels.

To get additional insight into the performance of the proposed method the other set of boundary conditions was investigated. Namely, the beam clamped at both ends under the both space-wise and time-wise white noise was considered. Fig. 6 portrays the mean square displacement calculated by the proposed stochastic linearization method, conventional stochastic linearization method and exact solution. An exact solution follows the derivation given in Eqs. (14)-(32) except that instead of the sinusoidal mode shape in Eq. (8), the following mode shape is utilized

$$\psi_j(x) = \cosh \gamma_j x - \cos \gamma_j x - \alpha_j (\sinh \gamma_j x - \sin \gamma_j x)$$  \hspace{1cm} (44)

where

$$\alpha_j = \begin{cases} \tanh \frac{1}{2} \gamma_j & \text{if } m \text{ is odd} \\ \coth \frac{1}{2} \gamma_j & \text{if } m \text{ is even} \end{cases}$$  \hspace{1cm} (45)

and the values of $\gamma_j$ are the consecutive solutions of the transcendental equation
\[
\cosh \gamma_i \cos \gamma_j = 1
\] (46)

As is seen from Fig. 6 for the clamped beam too, the proposed method results in the mean square response which is much closer to the exact solution, than the classical linearization method.

In both cases of the beams considered the exact solutions were also obtained. The natural question arises: How does the proposed method perform when exact solution is not available? To answer this question, the additional loading condition was also investigated. Namely, the load \( q(x,t) \) was represented as a product \( r(x)q(t) \). Whereas \( q(t) \) was assumed to be weakly stationary Gaussian random process namely white noise, \( r(x) \) was taken as a deterministic function. Specifically \( r(x) \) was taken as a constant, representing space-wise uniformly distributed load. This representation is valid for the members of relatively short length when the correlation length of the excitation is much greater than the length of the beam. For such a loading condition an exact solution is unavailable and instead, Monte Carlo simulations should be conducted to check the accuracy of the proposed stochastic linearization. Fig. 7 depicts results of such a comparison for the simply supported beam. As is clearly seen, the proposed method again exhibits much higher accuracy than the conventional linearization technique.

To sum up, for different boundary conditions and the loading patterns, the suggested method is superior to the classical stochastic linearization technique, especially in the important high nonlinearity range of the parameters.
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APPENDIX

Uncoupledness of Equivalent Linear System

Under the assumption that the modal displacements are Normally distributed, one can show that the equivalent linear system is uncoupled. Indeed, suppose that the equivalent linear system is governed by the vector equation

\[ M\ddot{\mathbf{w}} + C\dot{\mathbf{w}} + K\mathbf{w} = \mathbf{f} \]  

(A.1)

where \( M \) and \( C \) are diagonal mass and damping matrices, and \( K \) is non-diagonal stiffness matrix, and \( \mathbf{f}'s \) are independent white noises. New equivalence criterion requires

\[ E\left\{ \left[ U(w) - \frac{1}{2}w^T Kw \right]^2 \right\} = \min \]  

(A.2)

where

\[ w = [w_1 \quad w_2 \quad \ldots \quad w_N]^T \]  

(A.3)

\[ K = [k_{ij}] \]

The condition that the derivatives of (A.2) with respect to \( k_{ij} \) equal zero leads to

\[ E[w w^T K w w^T] = 2E[w U(w) w^T] \]  

(A.4)

For simplicity, let us consider the two-degree-of-freedom system. Suppose

\[ K = \begin{bmatrix} k_{11} & k_{12} \\ k_{12} & k_{22} \end{bmatrix} \]  

(A.5)
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Then

\[
ww^T K w w^T = \begin{bmatrix}
    w_1^4 k_{11} + 2w_1^3 w_2 k_{12} + w_1^2 w_2^2 k_{22} & w_1^3 w_2 k_{11} + 2w_1^2 w_2^2 k_{12} + w_1 w_2^3 k_{22} \\
    w_1^3 w_2 k_{11} + 2w_1^2 w_2^2 k_{12} + w_1 w_2^3 k_{22} & w_1^2 w_2^2 k_{11} + 2w_1 w_2^3 k_{12} + w_2^4 k_{22}
\end{bmatrix}
\]

Therefore Eq. (A·4) becomes

\[
[A_1]\{k\} = 2\{B_1\} \quad (A·7)
\]

where

\[
[A_1] = \begin{bmatrix}
    E[w_1^4] & 2E[w_1^3 w_2] & E[w_1^2 w_2^2] \\
    E[w_1^3 w_2] & 2E[w_1^2 w_2^2] & E[w_1 w_2^3] \\
    E[w_1^2 w_2^2] & 2E[w_1 w_2^3] & E[w_2^4]
\end{bmatrix} \quad (A·8)
\]

\[
\{k\} = \{k_{11} \quad k_{12} \quad k_{22}\}^T
\]

\[
\{B_1\} = \{E[w_1^2 U] \quad E[w_1 w_2 U] \quad E[w_2^2 U]\}^T
\]
The assumption of zero-mean Gaussian distribution of the modes \( w_\kappa \) implies

\[
E[w_1^3 w_1] = 0 \\
E[w_1 w_2^3] = 0
\]

(A.9)

In view of Eq. (21), we also have

\[
E[w_1 w_2 U] = 0
\]

(A.10)

As a result, \( A_1 \) and \( B_1 \) turn out to be

\[
[A_1] = \begin{bmatrix}
E[w_1^4] & 0 & E[w_1^2 w_2^2] \\
0 & 2E[w_1^2 w_2^2] & 0 \\
E[w_1^2 w_2^2] & 0 & E[w_2^4]
\end{bmatrix}
\]

(A.11)

\[
\{B_1\} = \{E[w_1^2 U] \quad 0 \quad E[w_2^2 U]\}^T
\]

Substituting \( [A_1], \{B_1\} \) in Eq. (A.11) into Eq. (A.7), one obtains

\[
k_{12} = 0
\]

(A.12)

This illustrates the uncoupledness of the equivalent linear system in the two-degree-of-freedom setting. Analogous proof holds for \( N > 2 \).
Fig. 1 Nonlinear beam on elastic foundation
Fig. 2 Effect of foundation stiffness (α) on mean square deflection at the midspan of the simply supported beam (space-wise white noise loading).
Fig. 3 Effect of nonlinearity (R) on mean square deflection at the midspan of the simply supported beam ($\alpha_0^2 = 10$, $\alpha = 0$) (space-wise white noise loading).
Fig. 4 Effect of nonlinearity (R) on mean square deflection at the midspan of the simply supported beam ($\alpha_0^2 = 10, \alpha = 1$) (space-wise white noise loading).
Fig. 5 Percentage error in determination of mean square deflection by the two methods in comparison with exact solution (space-wise white noise loading).
Fig. 6 Effect of nonlinearity (R) on mean square deflection at the midspan of the beam clamped at both ends ($\alpha_0^2 = 10$, $\alpha = 1$) (space-wise white noise loading).
Fig. 7 The variation of the mean square deflection at the mid-span of the simply supported beam with the nonlinearity coefficient $R$ (space-wise uniformly distributed load).
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ABSTRACT The accuracy of the stochastic linearization method is improved by the proposed method of partial stochastic linearization, in which only the nonlinear damping force in the original system is replaced by a linear viscous damping, while the nonlinear restoring force remains unchanged. The replacement is based on the criterion of equal mean work, performed by the nonlinear damping force in the original system and its linear counterpart. The resulting nonlinear stochastic differential equation is then solved exactly, keeping the equivalent damping coefficient as a parameter, which can be determined for a specific system by solving a nonlinear algebraic equation.

INTRODUCTION
There exist very few nonlinear stochastic problems amenable to exact solutions. Therefore, the
investigators are resorting to various approximate techniques. One of the most popular techniques is the method of stochastic linearization. This method has many drawbacks however. For example, the tail probabilities for the Duffing oscillator, predicted by the approximation may differ from the exact value by a factor as large as 250, and the first excursion probability may be in error by several orders of magnitudes.

Recently, an alternative technique, called "stochastic nonlinearization" has been suggested, in which one replaces the original nonlinear stochastic differential equation by another "close" nonlinear equation, possessing an exact solution. In some cases, however, this method is not amenable to closed form solution.

This study combines the stochastic linearization and nonlinearization techniques. It is specially designed for systems with both nonlinear damping and nonlinear restoring force. Instead of the classical stochastic linearization technique, where both nonlinear damping and nonlinear restoring force are replaced by their respective linear counterparts, here we use only a partial linearization, namely, we linearize only the damping. The equation thus obtained is amenable to an exact solution. The equivalent damping parameter is obtained by solving a nonlinear algebraic equation either analytically or numerically. For the system with nonlinear damping but with linear restoring force, the present method coincides with the usual stochastic linearization. For the system with both nonlinear damping and nonlinear restoring force, it represents a natural generalization of the stochastic linearization. The proposed procedure considerably improves the accuracy of the stochastic linearization and yields simple equations to determine the desired probabilistic characteristics.
BASIC EQUATIONS

Consider the following nonlinear equation

\[ \ddot{X} + f(X,\dot{X}) + g(X) = W(t) \]  

(1)

Here \( f(X,\dot{X}) \) is associated generally with nonlinear damping and \( g(X) \) is associated with nonlinear restoring force. The excitation \( W(t) \) is assumed to be a Gaussian white noise. We replace the nonlinear damping force \( f(X,\dot{X}) \) by an equivalent linear one,

\[ \ddot{X} + \beta_e \dot{X} + g(X) = W(t) \]  

(2)

Thus, the key issue is to determine the equivalent damping coefficient \( \beta_e \) for the substituting system (2). The criterion for selecting \( \beta_e \) is that the average energy dissipation remains the same\textsuperscript{11,12}, namely,

\[ E[\dot{X}f(X,\dot{X})] = \beta_e E[\dot{X}^2] \]  

(3)

The left and right hand sides of equation (3) represent the average work per unit time performed by the original nonlinear damping force and the equivalent linear damping force, respectively. It is noted that the stochastic linearization uses the least mean square criterion, namely,

\[ E(\left[f(X,\dot{X}) - \beta_e \dot{X}\right]^2) = \text{minimum} \]  

(4)

which also leads to equation (3). Although the formally identical criterion (3) is used in both stochastic linearization and partial linearization, the ensemble averaging in equation (3) is performed with different probability densities for these two methods. In the stochastic linearization, the probability density is assumed to be Gaussian, while in the present partial linearization method, it is generally not Gaussian.
We now calculate the left hand side of equation (3). Equation (1) can be written in the following Itô differential equation form

\[ dX_1 = X_2 \, dt \]  
(5a)

\[ dX_2 = [-f(X_1, X_2) - g(X_1)] \, dt + \sqrt{2 \pi K} \, dB(t) \]  
(5b)

where \( X_1 = X, \, X_2 = \dot{X} \), \( K \) is the spectral density of the white noise excitation \( W(t) \), and \( B(t) \) is a unit Wiener's process. According to the Itô differential rule,\(^{14}\)

\[ \frac{d}{dt} X_2 = -2X_1[f(X_1, X_2) + g(X_1)] + 2\pi K + 2\sqrt{2 \pi K} X_2 dB(t) \]  
(6)

Ensemble averaging of equation (6) results in

\[ \frac{d}{dt} E[X_2^2] = -2E[X_2[f(X_1, X_2) + g(X_1)] + 2\pi K \]  
(7)

which reduces to

\[ E[X_2f(X_1, X_2)] = \pi K \]  
(8)

for the stationary state. Equation (8) leads to a remarkable conclusion: for any oscillator with only an additive white noise excitation, the average work done by the damping force per unit time depends only on the spectral density of the excitation, regardless the damping mechanism. The same conclusion was reached by Karnopp\(^{15}\) by using a different proof. Hence, from equations (3) and (8)

\[ \beta_e = \frac{E[\dot{X}f(X, \dot{X})]}{E[\dot{X}^2]} = \frac{\pi K}{E[\dot{X}^2]} \]  
(9)

We will make use of the fact that the exact stationary probabilistic solution of equation
(2) is a classical result of the random vibration; it reads\(^3\,^4\)

\[
p(x, \dot{x}) = C \exp \left\{ -\frac{\beta}{\pi K} \left[ \frac{\dot{x}^2}{2} + \int_0^x g(u) du \right] \right\}
\]

(10)

where \(C\) is a constant determined from the normalization condition

\[
C = \left\{ \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \exp \left\{ -\frac{\beta}{\pi K} \left[ \frac{\dot{x}^2}{2} + \int_0^x g(u) du \right] \right\} dx \, d\dot{x} \right\}^{-1}
\]

(11)

Equation (10) shows that the velocity of system (2) is a Gaussian random variable, while the displacement is not. The probability density (10) can be considered as an approximate one for the response of the original system and can be used in equation (8) to yield

\[
C \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \dot{x} f(x, \dot{x}) \exp \left\{ -\frac{\beta}{\pi K} \left[ \frac{\dot{x}^2}{2} + \int_0^x g(u) du \right] \right\} dx \, d\dot{x} = \pi K
\]

(12)

Substituting Eq. (11) into Eq. (12), we obtain

\[
\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \left[ \dot{x} f(x, \dot{x}) - \pi K \right] \exp \left\{ -\frac{\beta}{\pi K} \left[ \frac{\dot{x}^2}{2} + \int_0^x g(u) du \right] \right\} dx \, d\dot{x} = 0
\]

(13)

This is a nonlinear algebraic equation for \(\beta\), which can be solved analytically or numerically for a given system. Once \(\beta\) is determined, it can be substituted into equation (10) for the approximate joint probability density.

If the nonlinear damping force depends only on the velocity, namely, \(f(X, \dot{X}) = f(\dot{X})\), then equation (13) is reduced to
Equation (14) can often be solved analytically for $\beta_\alpha$.

It can be seen that if the damping force depends on both the displacement and velocity, then the equivalent damping coefficient calculated from (13) is different from that obtained from equivalent linearization, because the displacement is not a Gaussian random variable. When the damping force is dependent solely on velocity, both methods yield the same equivalent damping coefficient from equation (14) since the velocity is Gaussian. However, the present method is simpler than the stochastic linearization method since only an equivalent damping coefficient needs to be calculated.

It is noted that Caughey\textsuperscript{10} proposed an approximation scheme to replace the original nonlinear damping by an energy-dependent nonlinear damping by using the least mean square criterion. But his method was only applied to systems with linear restoring force. Lin\textsuperscript{13} extended Caughey's method to the case of nonlinear restoring force. However, the determination of the replacement nonlinear damping force usually requires numerical calculations.

As expected, the partial linearization method yields more accurate results than the equivalent linearization since it retains one of the characteristics of the original nonlinear system, namely the nonlinear restoring force. However, the method is expected to be less accurate than the energy dissipation balancing method in which the equivalent damping force is selected from a larger class of linear and nonlinear damping forces, rather than from the sub-class of linear damping. Therefore, the selected equivalent damping using the energy dissipation balancing method is generally "closer" to the original damping. Nevertheless, we pay a penalty of more
numerical computations for obtaining more accurate results, when the approximate probability density has to be calculated numerically at every point in the energy dissipation balancing method, as shown in the illustrative example. One can visualize that for the preliminary design of structures, one may need a sufficiently accurate analytical technique such as the proposed partial linearization rather than a fully numerical technique. For final design of the structure once its parameters are nominally chosen based on partial linearization, one may use a refined analysis of the structure via the dissipation energy balancing method.

**MOMENTWISE CONSISTENCY OF THE PROPOSED METHOD**

It is of interest to note that, in terms of certain statistical moments of the response, the partial linearization method is a consistent approximation procedure. Consider $M(X_1, X_2) = X_1^i X_2^j$ where $i$ and $j$ are nonnegative integers. An equation for $E[M]$ can be obtained by using Itô's differential rule for $M$, and then taking the ensemble averaging, resulting in

$$\frac{d}{dt} E[M] = E\left[X_1 \frac{\partial M}{\partial X_1}\right] + E\left[\left[-f(X_1, X_2) - g(X_2)\right] \frac{\partial M}{\partial X_2}\right] + \pi KE \left[\frac{\partial^2 M}{\partial X_2^2}\right]$$

(15)

The left hand side of (15) is a time derivative of a $n$th ($n=i+j$) order moment, while the form of the right hand side depends on functions $f$ and $g$. It contains only the $n$th and lower order moments if both $f$ and $g$ are linear; however, it also contains moments of orders higher than $n$ if at least one of the $f$ and $g$ functions is a nonlinear polynomial. In either case, equation (15) represents a set of relations among moments.

When the system response eventually attains the stationary state after a sufficiently long exposure to Gaussian white noise excitations, the moment equations of the form (15) are reduced
to algebraic equations as follows

\[ E \left[ X_2 \frac{\partial M}{\partial X_1} \right] + E \left\{ -f(X_1, X_2) + g(X_i) \right\} + \pi K E \left[ \frac{\partial^2 M}{\partial X_2^2} \right] = 0 \quad (16) \]

Letting \( M = X_1, X_2, X_1^2, X_1 X_2 \) and \( X_2^2 \), we obtain from (16) the following relations:

\[ E[X_2] = 0 \quad (17a) \]
\[ E[f(X_1, X_2) + g(X_i)] = 0 \quad (17b) \]
\[ E[X_1 X_2] = 0 \quad (17c) \]
\[ E[X_2^2] = E[X_i [f(X_1, X_2) + g(X_i)]] \quad (17d) \]
\[ E[X_2 [f(X_1, X_2) + g(X_i)]] = \pi K \quad (17e) \]

Equations (17a)-(17e) are satisfied if the true stationary probability density of the system response is used when performing the ensemble averaging. They may or may not be satisfied if an approximate probability density is used.

Yet, the use of the approximate probability density (10) guarantees that equations (17a)-(17e) are also satisfied provided that \( g(X_i) \) is an odd function, and \( f(X_1, X_2) \) is an odd function of \( X_2 \) and an even function of \( X_1 \), which is true for most physical systems. The validity of the above assertion is obvious for equation (17a)-(17c). Equation (17e) is also satisfied by virtue of equation (12). Lastly, equation (17d) can be verified by noting that \( E[X_1 f(X_1, X_2)] = 0 \) and \( E[X_1 g(X_i)] = E[X_2^2] \) upon the following integrations by parts:
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\[
C \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x_1 g(x_1) \exp \left( -\frac{\beta_x}{\pi K} \left[ \frac{x_1^2}{2} + \int_0^\infty g(u) du \right] \right) dx_1 dx_2 = \frac{\pi K}{\beta_x}
\] (18)

and

\[
C \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} x_2^2 \exp \left( -\frac{\beta_x}{\pi K} \left[ \frac{x_2^2}{2} + \int_0^\infty g(u) du \right] \right) dx_1 dx_2 = \frac{\pi K}{\beta_x}
\] (19)

**ILLUSTRATIVE EXAMPLE**

For illustration, consider a system governed by

\[
\ddot{x} + \beta \dot{x} + \alpha x + \gamma x + \delta x^3 = W(t)
\] (20)

The stochastic linearization yields

\[
p(x, \dot{x}) = C \exp \left( -\frac{\beta_x}{\pi K} \left( \frac{1}{2} \dot{x}^2 + \frac{1}{2} k_x x^2 \right) \right)
\] (21)

where

\[
\beta_x = \frac{\beta}{2} + \sqrt{\left( \frac{\beta}{2} \right)^2 + 3\alpha \pi K}
\] (22)

and

\[
k_x = \frac{\gamma}{2} + \sqrt{\left( \frac{\gamma}{2} \right)^2 + \frac{3\pi K \delta}{\beta_x}}
\] (23)

With partial linearization method, only the same $\beta_x$ is needed to evaluate a "better" probability density
\[ p(x, \dot{x}) = C_1 \exp \left[ -\frac{\beta x}{\pi K} \left( \frac{1}{2} \dot{x}^2 + \frac{1}{2} \gamma x^2 + \frac{1}{4} \delta x^4 \right) \right] \] (24)

In this example, the present method is simpler and more accurate than the equivalent linearization.

Let us contrast now the partial and "full" stochastic linearization\(^{1-6,16,17}\) methods with the more accurate energy dissipation method\(^{11}\). The probability density is found to be

\[ p(x, \dot{x}) = C_2 \exp \left[ -\frac{\beta}{\pi K} \lambda - \frac{\alpha}{\pi K} \int_{\lambda}^{\infty} \left( \frac{2\lambda - \gamma x^2 - \frac{1}{2} \delta x^4}{2} \right)^{\frac{3}{2}} dx \right] \] (25)

where \( \lambda \) is the total energy given by

\[ \lambda = \frac{1}{2} \dot{x}^2 + \frac{1}{2} \gamma x^2 + \frac{1}{4} \delta x^4 \] (26)

and

\[
A = \begin{cases} 
\sqrt{\left( \frac{\gamma}{\delta}\right)^2 + \frac{\lambda}{\delta} - \frac{\gamma}{\delta}} , & \delta \neq 0 \\
\sqrt{\frac{2\lambda}{\gamma}} , & \delta = 0, \ \gamma \neq 0
\end{cases}
\] (27)

The integrals in equation (25) cannot be obtained in closed form if both \( \delta \) and \( \gamma \) are nonzero.

By using the method proposed by Caughey\(^{10}\) and Lin\(^{13}\) and choosing two coefficients in the replacing nonlinear damping force, the approximate probability density is obtained as
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\[ p(x, \dot{x}) = C_2 \exp \left[ -\frac{1}{\pi K} \left( c_{01} \lambda + c_{03} \lambda^2 \right) \right] \] \hspace{1cm} (28)

where \( \lambda \) is shown in (26), and the two coefficients \( c_{01} \) and \( c_{03} \) satisfy

\[
m_{02} c_{01} + (m_{04} + \gamma m_{22} + \frac{1}{2} \delta m_{42}) c_{03} = \beta m_{02} + \alpha m_{04}
\]

(29a)

\[
(m_{04} + \gamma m_{22} + \frac{1}{2} \delta m_{42}) c_{01} + (m_{06} + \gamma^2 m_{42} + \frac{1}{4} \delta^2 m_{82} + 2 \gamma m_{24} \delta m_{44} + \delta \gamma m_{62}) c_{03} = \beta (m_{04} + \gamma m_{22} + \frac{1}{2} \delta m_{42}) + \alpha (m_{06} + \gamma m_{24} + \frac{1}{2} \delta m_{44})
\]

(29b)

where \( m_{ij} = \mathbb{E} [X_i \dot{X}_j] \). Equations (28) and (29) can be solved together for \( c_{01} \) and \( c_{03} \).

The approximate results (25) and (28) may improve the accuracy by introducing a higher order term of \( \lambda \). However, numerical computations have to be performed to obtain the approximate results.

In Figs. 1 and 2, the stationary mean square values of the displacement \( X \) for system (20) are plotted against the stiffness nonlinearity parameter \( \delta \) and the damping nonlinearity parameter \( \alpha \), respectively. Results computed from both the "full" linearization and partial linearization are shown and compared with the Monte-Carlo simulation results. It is seen that considerably higher accuracy can be achieved with the present method as compared to the "full" linearization procedure.

**CONCLUSIONS**

For a single-degree-of-freedom nonlinear oscillator subjected to an external Gaussian white noise
excitation, the partial linearization method not only yields more accurate results than those obtained from the full linearization method, but also requires less computation. It is also shown that the partial linearization method is a consistent approximation scheme in the sense that the obtained approximate probability density satisfies certain exact relationships for certain statistical moments of the system response.
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Fig. 1. Mean square displacement with respect to stiffness nonlinearity;

\[ K=1, \beta=0.1, \alpha=0.5, \gamma=1 \]

Fig. 2. Mean square displacement with respect to damping nonlinearity;

\[ K=1, \beta=0.1, \delta=1, \gamma=1 \]