ABSTRACT

A two-dimensional finite-difference code to solve the BGK-Boltzmann equation has been developed. The solution procedure consists of three steps: (1). Transforming the BGK-Boltzmann equation into two simultaneous partial differential equations by taking moments of the distribution function with respect to the molecular velocity \( u \), with weighting factors 1 and \( u^2 \). (2). Solving the transformed equations in the physical space based on the time-marching technique and the four-stage Runge-Kutta time integration, for a given discrete-ordinate. The Roe's second-order upwind difference scheme is used to discretize the convective terms and the collision terms are treated as source terms. (3). Using the newly calculated distribution functions at each point in the physical space to calculate the macroscopic flow parameters by the Modified Gaussian quadrature formula. Repeating Steps 2 and 3, the time-marching procedure stops when the convergent criteria is reached. A low-density nozzle flow field has been calculated by this newly developed code. The BGK Boltzmann solution and the experimental data show excellent agreement. It demonstrated that numerical solutions of the BGK-Boltzmann equation are ready to be experimentally validated.

INTRODUCTION

Low density nozzles are often used as a propulsive system for the trajectory control of satellites and other spacecrafts in orbit. One of the distinct characteristics of the low-density nozzle flow is that the expanding gas is highly rarefied with a thick boundary layer near the wall such that the distinction between the boundary layer and the core flow disappears. Thus the fluid dynamics in a low-density nozzle falls into the transitional regime. It has been well known that the conventional Navier-Stokes equations fail to predict flow characteristics accurately in the transitional flow regime\(^{[1,2]}\). Usage of improper continuum methods will lead to significant erroneous estimates of the nozzle flow characteristics\(^{[3]}\). A rigorous numerical treatment of the flow field within the low-density nozzle requires the solution of the Boltzmann equation.

The Boltzmann equation is a highly non-linear integro-differential equation to describe flow characteristics in the molecular level with the molecular distribution function as the only dependent variable. Direct numerical solutions of the Boltzmann equation for fluid flows involves the calculation of the molecular distribution function as well as the collision integral at each velocity point in a three-dimensional infinite velocity space\(^{[4]}\). Many research efforts have been reported in directly solving the non-linear Boltzmann equation using finite-difference methods. The Monte-Carlo-Integration technique (MCI)\(^{[5,6,7]}\) has been exclusively used to evaluate the collision integrals. The shortcoming of the MCI method is the large consumption of computer time, and the MCI procedure must be executed at each time step. Without loss of generality, the linearized BGK-Boltzmann equation has been solved successfully with large Knudsen number\(^{[8,9]}\). The advantage of solving the BGK-Boltzmann equation is that it requires much less computational efforts and computer time, and still preserves the flow characteristics of the original Boltzmann equation, as long as the Knudsen number is relatively large. For engineering applications, the solutions of the macroscopic parameters are required. These parameters are derived from the molecular distribution function. The discrete-ordinate method\(^{[8,9]}\) is based on the concept that the integration over an infinite velocity space can be reduced to integration over a finite number of discrete points by selecting a appropriate integration formula. The transformed finite difference equations from the Boltzmann equation can be quantitized in the velocity space, and the macroscopic properties can be obtained though this quantitized velocity space.

The objective of this research is to develop a new finite-difference method to solve the BGK-Boltzmann equation for nozzle flows in the transitional flow regime.
The new methodology combines the Discrete-Ordinate (FDDO) technique\[9\] with a second-order upwind finite-difference method\[10\] and the four-stage Runge-Kutta time integration scheme. This paper describes the numerical procedure and presents solutions of low-density nozzle flows.

**MATHEMATICAL FORMULATION**

A two-dimensional BGK-Boltzmann equation, without external force, is solved in a Cartesian coordinate system

\[
\frac{\partial f}{\partial t} + u_x \frac{\partial f}{\partial x} + u_y \frac{\partial f}{\partial y} = A_c (f_0 - f) \tag{1}
\]

where \( f_0 \) is the Maxwellian distribution function, \( A_c \) is the collision frequency, and

\[
f_0 = \frac{n}{(2\pi RT)^{\frac{3}{2}}} \exp \left(-\frac{c^2}{2RT}\right) \tag{2}
\]

\[
A_c = \frac{mnRT}{\mu} \tag{3}
\]

\( m \) is the molecular weight, \( n \) is the molecular number density, \( u_x, u_y \) are the molecular velocity components in the \( x \)- and \( y \)-directions, respectively. It is assumed that the viscosity coefficient \( \mu \) and molecular mean free path \( \lambda_1 \) are

\[
\frac{\mu}{\mu_0} = \left(\frac{T}{T_0}\right)^{\omega} \tag{4}
\]

\[
\lambda_1 = \frac{16}{5} \frac{\mu}{mn_0(2\pi RT)^{\frac{3}{2}}} \tag{5}
\]

The subscript 0 indicates the reference state, and the exponent \( \omega \) depends on the flow media. Equation (1) is simplified as

\[
\frac{\partial f}{\partial t} + u_x \frac{\partial f}{\partial x} + u_y \frac{\partial f}{\partial y} + \frac{16}{5} \frac{n}{\lambda_1 n_0} \left(\frac{RT}{2\pi}\right)^{\frac{3}{2}} \left(\frac{T_0}{T}\right)^{\omega} \exp \left(-\frac{c^2}{2RT}\right) - f \tag{6}
\]

In order to reduce the number of independent variables, the BGK Boltzmann equation is integrated with respect to \( u_z \), with weighting factors 1 and \( u_z^2 \). Equation (1) becomes

\[
\frac{\partial g}{\partial t} + u_x \frac{\partial g}{\partial x} + u_y \frac{\partial g}{\partial y} = A_c (G - g) \tag{7}
\]

\[
\frac{\partial h}{\partial t} + u_x \frac{\partial h}{\partial x} + u_y \frac{\partial h}{\partial y} = A_c (H - h) \tag{8}
\]

where

\[
g = g(x,y,u_x,u_y) = \int_{-\infty}^{+\infty} f(x,y,u_x,u_y,u_z)du_z \tag{9}
\]

\[
h = h(x,y,u_x,u_y) = \int_{-\infty}^{+\infty} u_z^2 f(x,y,u_x,u_y,u_z)du_z \tag{10}
\]

\[
G = G(x,y,u_x,u_y) = \int_{-\infty}^{+\infty} f_c du_z \tag{11}
\]

\[
H = H(x,y,u_x,u_y) = \int_{-\infty}^{+\infty} u_z^2 f_c du_z \tag{12}
\]

Taking a one-one correspondence transformation in the velocity space as well as in the physical space

\[
u_x = V \sin \phi \tag{13}
\]

\[
u_y = V \cos \phi \tag{14}
\]

\[
\phi = \tan^{-1} \left(\frac{u_x}{u_y}\right) \tag{15}
\]

equations (7) and (8) become

\[
\frac{\partial g}{\partial \tau} + B \frac{\partial g}{\partial \eta} + C \frac{\partial g}{\partial \xi} = A_c (G - g) \tag{16}
\]

\[
\frac{\partial h}{\partial \tau} + B \frac{\partial h}{\partial \eta} + C \frac{\partial h}{\partial \xi} = A_c (H - h) \tag{17}
\]

where

\[
B = \frac{1}{J} (V \cos \phi \xi - V \sin \phi \eta) \tag{18}
\]

\[
C = \frac{1}{J} (V \sin \phi \eta - V \cos \phi \xi) \tag{19}
\]

with Jacobian \( J(x, y; \xi, \eta) \) and coordinate transformation coefficients \( x, y, \xi, \eta \).

**NUMERICAL PROCEDURE**

The macroscopic flow parameters can be obtained through the integration of the distribution function \( f \). For example, the number density, \( N(x,y,t) \) in two-dimensional cartesian coordinates can be obtained from the zero-moment equation,

\[
N(x,y,t) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} f(x,y,t,u_x,u_y)du_xdu_ydu_z \tag{20}
\]

where \( (u_x, u_y, u_z) \) is the molecular velocity vector in the velocity space.

Substituting equation (9) into equation (20), it becomes

\[
N(x,y,t) = \int_{-\infty}^{+\infty} \int_{-\infty}^{+\infty} g(x,y,t,u_x,u_y,u_z)du_xdu_ydu_z \tag{21}
\]

Using polar coordinates for velocity space to rewrite equation (21), i.e.,
\[ u_x = V \sin \phi \]  
\[ u_y = V \cos \phi \]  
\[ 0 \leq V_m, \quad 0 \leq \phi \leq 2\pi \]

Then, equation (21) is transformed into

\[ N(x, y, t) = \int_0^{\infty} e^{-V^2 \phi} \int_0^{2\pi} V \sin \phi g(x, y, t, V, \phi) d\phi dV \]  
(24)

Since the molecular distribution function, \( f \), is in an exponential form in nature, it is reasonable to assume that \( g(x, y, t) \) is a function of the exponential type. Then, equations (24) can be rewritten as

\[ N(x, y, t) = \int_0^{\infty} \int_0^{2\pi} e^{-V^2 \phi} \phi \sin \phi \sin \theta g(x, y, t, V_m, \phi) d\phi dV \]  
(25)

where

\[ P(V) = \int_0^{2\pi} e^{+V^2 \phi} \int_0^{2\pi} V \sin \phi g(x, y, t, V_m, \phi) d\phi dV \]  
(26)

Equation (25) can be integrated effectively using the modified Gauss-Hermite quadrature formula. This quadrature formula replaces the semi-infinite integral by a finite number of integration points, called "roots \( V_k \), \( k = 1, 2, \ldots n \)", and transforms equation (25) into

\[ N(x, y, t) = \sum_{k=1}^{n} W_k P(V_k) \]  
(27)

where \( W_k \) is the corresponding weighting factor for root \( V_k \). For \( \omega = 1, n = 16 \), the root and its weighting factors are given as

\[ \begin{align*}
V_1 &= 0.4775799537328861E - 01 \\
V_2 &= 0.157564360925804E + 00 \\
V_3 &= 0.32365566470272E + 00 \\
V_4 &= 0.53914735411002E + 00 \\
V_5 &= 0.79705397275377E + 00 \\
V_6 &= 0.10905830650419E + 01 \\
V_7 &= 0.14159759697498E + 01 \\
V_8 &= 0.17684370294213E + 01 \\
V_9 &= 0.21461496091144E + 01 \\
V_{10} &= 0.25483565514044E + 01 \\
V_{11} &= 0.29758965913634E + 01 \\
V_{12} &= 0.34314838671578E + 01 \\
V_{13} &= 0.39206941185224E + 01 \\
V_{14} &= 0.44541205723852E + 01 \\
V_{15} &= 0.50536742685419E + 01 \\
V_{16} &= 0.57784788468729E + 01 \\
\end{align*} \]

The root \( V_k \) is called the Discrete-Ordinate. For any selected discrete-ordinate \( V_k \),

\[ \frac{\partial g_k}{\partial \eta} + B_k \frac{\partial g_k}{\partial \xi} + C_k \frac{\partial g_k}{\partial \xi} = A_c (G_k - g_k) \]  
(28)

\[ \frac{\partial h_k}{\partial \eta} + B_k \frac{\partial h_k}{\partial \xi} + C_k \frac{\partial h_k}{\partial \xi} = A_c (H_k - h_k) \]  
(29)

\[ B_k = \frac{1}{J} (V_k \cos \phi \xi - V_k \sin \phi \xi) \]  
(30)

\[ C_k = \frac{1}{J} (V_k \sin \phi \eta - V_k \cos \phi \eta) \]  
(31)

\[ G_k = \int_{-\infty}^{+\infty} f_0 (\xi, \eta, u_k, \phi, u_z) d\zeta \]  
(32)

\[ H_k = \int_{-\infty}^{+\infty} u_z^2 f_0 (\xi, \eta, u_k, \phi, u_z) d\zeta \]  
(33)

In this study, a 16 point discrete-ordinate method is adopted, \( N = 16 \).

Introduce the following dimensionless variables

\[ x = \frac{x}{d}, \quad y = \frac{y}{d}, \quad \bar{n} = \frac{n}{n_0} \]

\[ u_x = \frac{u_x}{V_0}, \quad u_y = \frac{u_y}{V_0}, \quad T = \frac{T}{T_0} \]

\[ A_c = \frac{A_c d}{V_0}, \quad i = \frac{t}{d/\sqrt{2RT_0}} \]

\[ g = \frac{gV_0^2}{n_0}, \quad h = \frac{h}{n_0} \]
\[ G = \frac{G^1_{\theta_0}^2}{n_0}, \quad H = \frac{H}{n_0} \]

where \( d \) is the characteristic length of the flow field, the subscript '0' represents the reference state, and

\[ V_0 = \sqrt{2RT_0}, \]

then, equations (28,29) become

\[ \frac{\partial \hat{g}_k}{\partial \tau} + B_k \frac{\partial \hat{g}_k}{\partial \eta} + C_k \frac{\partial \hat{g}_k}{\partial \xi} = \hat{A}_c (\hat{G}_k - \hat{g}_k) \tag{34} \]

\[ \frac{\partial \hat{h}_k}{\partial \tau} + B_k \frac{\partial \hat{h}_k}{\partial \eta} + C_k \frac{\partial \hat{h}_k}{\partial \xi} = \hat{A}_c (\hat{H}_k - \hat{h}_k) \tag{35} \]

A successful numerical scheme for solving equations (34) and (35) should be fast and reasonably accurate. An assessment of numerical techniques for solving these equations concludes that the explicit Runge-Kutta four-stage time-integration scheme with second order upwind flux differencing performed very well with regard to handling the nonlinearity and the convergence speed.

Rewrite equations (34) and (35) into

\[ \frac{\partial Q}{\partial \tau} + \frac{\partial E}{\partial \eta} + \frac{\partial F}{\partial \xi} = S \]

where \( Q \) represents \( \hat{g}_k \) and \( \hat{h}_k \) in above equations, \( E \) is \( B_k Q \), \( F \) is \( C_k Q \), \( S \) represents source terms. The four-stage Runge-Kutta integration technique is applied to solve equations (34) and (35). The solution procedure can be summarized as follows.

For a given discrete-ordinate \( V_k \), equations (34) and (35) are solved, with \( 0 < \phi < 2\pi \), for every points in the physical space using the designated Runge-Kutta scheme. A characteristic-based spatial discretization using second-order upwind flux differencing is adopted to discretize the convective terms. The explicit spatial operator may be written in terms of numerical flux vectors treated on a locally one-dimensional basis. The residue \( R(Q_{i,j}) \) can be written as

\[ R(Q_{i,j}) = \frac{1}{\Delta \eta} \left( E_{i+\frac{1}{2},j}^{(2)} - E_{i-\frac{1}{2},j}^{(2)} \right) \]

\[ + \frac{1}{\Delta \xi} \left( F_{i,j+\frac{1}{2}}^{(2)} - F_{i,j-\frac{1}{2}}^{(2)} \right) - S_{i,j} \tag{36} \]

The superscript (2) represents the second-order terms.

\[ E_{i+\frac{1}{2},j} = E_{i+\frac{1}{2},j}^{(1)} + \frac{1-\epsilon}{4} \left( \Delta \hat{E}_{i-\frac{1}{2},j} - \Delta \hat{E}_{i+\frac{1}{2},j} \right) \]

\[ + \frac{1+\epsilon}{4} \left( \Delta \hat{E}_{i-\frac{1}{2},j} - \Delta \hat{E}_{i+\frac{1}{2},j} \right) \]

\[ F_{i,j+\frac{1}{2}} = F_{i,j+\frac{1}{2}}^{(1)} + \frac{1-\epsilon}{4} \left( \Delta \hat{F}_{i,j-\frac{1}{2}} - \Delta \hat{F}_{i,j+\frac{1}{2}} \right) \]

\[ + \frac{1+\epsilon}{4} \left( \Delta \hat{F}_{i,j-\frac{1}{2}} - \Delta \hat{F}_{i,j+\frac{1}{2}} \right) \tag{37} \]

where

\[ E_{i+\frac{1}{2},j}^{(1)} = \frac{1}{2} \left( \hat{E}_{i,j} + \hat{E}_{i+1,j} \right) \]

\[ - \frac{1}{2} \left( B_k \hat{l}_{i+\frac{1}{2},j} (\hat{Q}_{i+1,j} - \hat{Q}_{i,j}) \right) \]

\[ F_{i,j+\frac{1}{2}}^{(1)} = \frac{1}{2} \left( \hat{F}_{i,j} + \hat{F}_{i,j+1} \right) \]

\[ - \frac{1}{2} \left( C_k \hat{l}_{i+\frac{1}{2},j} (\hat{Q}_{i,j+1} - \hat{Q}_{i,j}) \right) \]

\[ \Delta \hat{E}^{\pm}_{i+\frac{1}{2},j} = \text{Minmod} \left( \Delta \sigma^{\pm}_{i+\frac{1}{2},j}, \beta \Delta \sigma^{\pm}_{i-\frac{1}{2},j} \right) \]

\[ \Delta \hat{F}^{\pm}_{i,j+\frac{1}{2}} = \text{Minmod} \left( \Delta \sigma^{\pm}_{i+\frac{1}{2},j}, \beta \Delta \sigma^{\pm}_{i,j-\frac{1}{2}} \right) \tag{38} \]

and the Minmod operator is defined by

\[ \text{Minmod}[x,y] = \text{sgn}(x) \text{Max}(0, \text{Min}\{|x|, |y| \text{sgn}(x)\}) \tag{39} \]

The values of \( \epsilon \) is chosen based on the type of schemes. for second-order upwind scheme, \( \epsilon = -1.0 \). The constant \( \beta \) is a compression parameter which is restricted to the range \( 1 < \beta < (3 - \epsilon)/(1 - \epsilon) \) with \( \beta = 6 \) when \( \epsilon = 1 \).

This process repeats for the entire discrete-ordinates. The nondimensional macroscopic parameters, such as velocities, temperature, and number density, are updated using the new values of \( \hat{g} \) and \( \hat{h} \) at each point in the physical space, based on the Modified Gaussian quadrature

\[ \hat{n} = \sum_{k=1}^{16} \int_0^{2\pi} W_k \phi_k \sin \phi \, d\phi \]

\[ \hat{U}_x = \frac{1}{\eta} \sum_{k=1}^{16} \int_0^{2\pi} W_k V_k \cos \phi \, d\phi \]

\[ \hat{U}_y = \frac{1}{\eta} \sum_{k=1}^{16} \int_0^{2\pi} W_k V_k \sin \phi \, d\phi \]

\[ T = \frac{2}{3n} \sum_{k=1}^{16} \int_0^{2\pi} W_k (\dot{\theta}_k + V_k \phi_k) \, d\phi - \left( U_x^2 + U_y^2 \right) \]

The integration over \( \phi \) is obtained by the Simpson's rule. Currently, 16 points are used in \( \phi \) direction.

Three types of boundary conditions are implemented for the benchmark solution.

(1). For a given discrete-ordinate \( V_k \), Reservoir Boundary Condition:
\[
\dot{g}_k = \frac{n_0}{\pi T_0^2} \frac{-v_k^2}{T_0}
\]
\[
h_k = \frac{1}{2} T_0 \dot{g}_k
\]
where \( h \) represents the non-dimensional quantity.

(2). Symmetric Boundary Condition:
Along the nozzle and reservoir centerline, symmetric condition is applied. For a given discrete-ordinate \( V_k \),
\[
\dot{g}_k|_{\theta=0} = \dot{g}_k|_{\theta=0} = 0, \quad 0 \leq \phi \leq \frac{\pi}{2}
\]
\[
h_k|_{\theta=0} = h_k|_{\theta=0} = 0, \quad 0 \leq \phi \leq \frac{\pi}{2}
\]
\[
\dot{g}_k|_{\theta=0} = \dot{g}_k|_{\theta=0} = 0, \quad \pi \leq \phi \leq \frac{3\pi}{2}
\]
\[
h_k|_{\theta=0} = h_k|_{\theta=0} = 0, \quad \pi \leq \phi \leq \frac{3\pi}{2}
\]

(3). Wall Boundary Condition:
In order to specify the interaction between molecules and the wall surface, diffuse reflection is assumed. i.e. for a given wall temperature \( T_w \), and discrete-ordinate \( V_k \), molecules which strike the surface are then emitted according to a Maxwellian distribution,
\[
\dot{g}_w = \frac{n_w}{\pi T_w^2} e^{-\frac{\nu_v^2}{T_w}}, \quad \text{for} \ (V_k \cdot \bar{n}) \geq 0
\]
\[
h_k = \frac{1}{2} T_w \dot{g}_w, \quad \text{for} \ (V_k \cdot \bar{n}) \geq 0
\]
where, \( \bar{n} \) is the inward normal vector at the wall surface. Since the wall number flux \( n_w \) is unknown a priori, it is determined by the previous time-step value,
\[
n_w = -2(\pi T_w)^{\frac{1}{2}} \int_{0}^{\infty} (\sqrt{\nu_v \cdot \bar{n}}) \dot{g}_V d\phi dV, \quad \text{for} \ (V \cdot \bar{n}) \leq 0.
\]
Repeating above procedures, the time-marching procedure stops when convergent criteria are satisfied for all the macroscopic parameters. Currently, if the summation of relative error of density, velocity and temperature over the entire physical space is less than \( 10^{-5} \), the solutions are considered “converged”.

RESULTS AND DISCUSSION
Numerical results of low-density nozzle flow was obtained with the developed BGK-Boltzmann-2D code. The nozzle is placed between two reservoirs which represent the upstream boundary condition and downstream boundary condition near the nozzle exit. The upstream reservoir pressure and temperature are 0.01 psi and 900 R. The Knudsen number of the Argon gas in the chamber is 0.1, while the Knudsen number increases to 20 at the nozzle exit. The downstream reservoir pressure is 0.0001 psi. Figure 1 shows the grid setup. Block logic is implemented in the code so that it has the ability to calculate flows with complex geometry. A more sophisticated grid network is under development and results will be addressed in the conference. The pressure ratio between the two reservoirs is selected to be 100:1 for this case. The upstream and downstream reservoir temperature is set at 900 R. The isothermal nozzle wall is set at temperature of 540 R. The Knudsen number, defined by the ratio of upstream reservoir mean free path to nozzle inlet diameter is selected to be 0.1. Figure 2 shows the velocity vectors inside the nozzle. Figure 3 shows the Mach number contours inside the nozzle. These convergent solutions were obtained with 8 hours of CPU time on the CRAY YMP.

More extensive numerical simulations will be performed for the final presentation in the conference. As a result, a refined analysis of low-density nozzle flow characteristics will be summarized in the conference.
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