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Abstract
A nontraditional numerical method for solving conservation laws is being developed. The new method is designed from a physicist’s perspective, i.e., its development is based more on physics than numerics. Even though it uses only the simplest approximation techniques, a 2D time-marching Euler solver developed recently using the new method is capable of generating nearly perfect solutions for a 2D shock reflection problem used by Helen Yee and others. Moreover, a recent application of this solver to computational aeroacoustics (CAA) problems reveals that: (i) accuracy of its results is comparable to that of a 6th order compact difference scheme even though nominally the current solver is only of 2nd-order accuracy; (ii) generally, the non-reflecting boundary condition can be implemented in a simple way without involving characteristic variables; and (iii) most importantly, the current solver is capable of handling both continuous and discontinuous flows very well and thus provides a unique numerical tool for solving those flow problems where the interactions between sound waves and shocks are important, such as the noise field around a supersonic over- or under-expansion jet.
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1. Introduction
The method of space-time conservation element and solution element is a new numerical discretization method for solving conservation laws [1-13]. The new method differs substantially in both concept and methodology from the well-established methods—i.e., finite difference, finite volume, finite element, and spectral methods. It is designed to overcome several key limitations of the above traditional methods. In addition, its development is driven by an emphasis on simplicity, generality, and accuracy. In this paper, we shall describe a 2D time-marching Euler solver developed recently using the new method [2]. Even though it does not use (i) any approximation.
techniques more complicated than Taylor’s expansion or weighted averaging, (ii) any mesh-refinement techniques, (iii) any monotonicity constraints, (iv) any characteristics-based techniques, or (v) any ad hoc techniques that are used only in the neighborhood of a discontinuity, this solver is capable of generating highly accurate solutions for a 2D shock reflection problem used by Helen Yee and others [14]. As shown in Fig. 1, both the incident and the reflected shocks can be resolved by a single data point without the presence of numerical oscillations near the discontinuity.

Recently, Loh and others [13] have successfully simulated some benchmark aeroacoustics problems using the new Euler solver. The non-reflecting boundary condition is nearly perfect with almost no modification of the original code. In several free shear layer calculations, the smallest eddies are consistently resolved in 3-4 grid cells. Some interesting vortex/shock (or Mach waves) interactions, which have never been reported before, were also observed. A further discussion of these results is given near the end of Sec. 5.

The Introduction section of [1] begins with a lengthy discussion that includes (i) an examination of the traditional methods and their limitations, and (ii) a study of the general requirements for an accurate solver of conservation laws. The current method is built on a set of design principles that emerge from considerations. Particularly, it will be explained how the current method was shaped by fundamental physics considerations.

The first physical problem considered in the current development is an initial-value problem involving the PDE

$$\frac{\partial u}{\partial t} + a \frac{\partial u}{\partial x} = 0$$  \hspace{1cm} (1.1)

where the convection speed $a$ is a constant. The exact solution to any such problem has three fundamental properties: (i) it does not dissipate with time, (ii) its value at a spatial point at a later time has a finite domain of dependence (a point) at an earlier time, and (iii) it is completely determined by the initial data at a given time. Ideally, a numerical solution for Eq. (1.1) should also possess the same three properties. Because (i) a solution of a dissipative numerical scheme will dissipate with time; (ii) the value of a solution of an implicit scheme at any point $(x, t)$ is dependent on all initial data, and all the boundary data up to the time $t$; and (iii) the unique determination of a solution of a multi-level scheme requires the specification of the initial data at two or more time levels, an ideal solver must be a two-level, explicit, and neutrally stable (i.e., non-dissipative) scheme. In 1991, such a solver was reported in [5]. Because this new solver models Eq. (1.1) which is characterized by the parameter $a$, hereafter it will be referred to as the $a$ scheme. The $a$ scheme is neutrally stable if the Courant number $< 1$. It is the only two-level explicit solver of Eq. (1.1) known to the authors to be neutrally stable.

Development of the $a$ scheme is aided by recasting Eq. (1.1) into an integral form that represents a law of flux conservation [1,5,9]. The $a$ scheme is derived by using both Eq. (1.1) and its integral form. Note that the conservation law appears in a form in which space and time are unified and treated on the same footing. This unity of space and time, and the requirement that flux-conservation be enforced locally (i.e., down to a computational cell) and globally (i.e., over the entire computational domain) are two tenets of the current numerical method. They are also the key characteristics that distinguish the current method from most of the traditional methods.

Note that the enforcement of both local and global flux conservation may also prevent inconsistency among initial/boundary conditions.

The $a$ scheme has many nontraditional features. At each mesh point $(j, n)$, it has two independent marching variables $u^j_n$ and $(u_x)^j_n$ with the latter being the analogue of $\partial u / \partial x$ at the mesh point. It also has the simplest stencil, i.e., a triangle with one vertex at the given time level and the other two vertices at the previous time level. In contrast to a typical finite-volume scheme, extrapolation and interpolation are not used in the $a$ scheme for the evaluation of the flux at an interface separating two neighboring conservation elements. Moreover, the $a$ scheme is a two-way marching scheme, i.e., the forward marching scheme can be inverted to become the backward marching scheme. In other words, the marching variables at the $(n-1)$th time level can be determined in terms of those at the $n$th time level. These and other non-traditional features of the $a$ scheme are discussed in depth in [1,9].

Because there are two independent marching variables at each mesh point $(j, n)$, two amplification factors appear in the von Neumann stability analysis of the $a$ scheme [1,5,9]. It happens that these two factors are identical to those of the Leapfrog scheme [15] if the latter factors arise from a “proper” von Neumann analysis. Note that a solution to the main Leapfrog scheme (excluding the starting scheme which relates the mesh variables at the first two time levels) is formed by two decoupled solutions. Traditionally the von Neumann analysis for the Leapfrog scheme is performed without
taking into account this decoupled nature. In [1,9], it is performed separately for each decoupled solution. The amplification factors thus obtained are identical to those of the $a$ scheme. This coincidence was unexpected because the Leapfrog and the $a$ schemes are structurally different.

The fact that the amplification factors of the $a$ scheme are related to those of a celebrated classical scheme is only one among a string of similar unexpected coincidences encountered during the development of the current method. As will be explained in this paper, the amplification factors of the Lax-Wendroff, the Lax, the Crank-Nicolson, and the DuFort-Frankel schemes [15] also are identical to those of some of the extensions of the $a$ scheme.

Because the solutions of the $a$ scheme were required to share with those of Eq. (1.1) the same fundamental properties referred to earlier, during the early day of its development Chang realized that such a scheme must share with Eq. (1.1) certain basic invariant properties in space-time. He studied the invariant properties of Eq. (1.1) with respect to spatial reflection, time reversal, and space-time inversion. He then defined rigorously what it means for a two-level constant-coefficient finite-difference analogue of Eq. (1.1) to have similar invariant properties. In this study, it is assumed that there is only one marching variable $u^*_n$ at a mesh point for a finite-difference analogue of Eq. (1.1). With the above assumptions, it was shown that the von Neumann amplification factor of a numerical analogue satisfies a special relation for each invariant property that this analogue possesses. Particularly, an analogue is unconditionally neutrally stable if it is invariant under space-time inversion. As an example, the implicit Wendroff scheme [16] is invariant under space-time inversion. Its amplification factor is

$$G = \frac{\cos(\theta/2) - i\nu \sin(\theta/2)}{\cos(\theta/2) + i\nu \sin(\theta/2)} \quad (i = \sqrt{-1}) \quad (1.2)$$

Here $\theta$ is the phase angle variation per mesh interval and $\nu$ is the Courant number. Note that $|G| = 1$ for any $\nu$.

The results of the above study were presented in a conference that took place in 1992 [6]. Because a two-level explicit finite-difference scheme is not invariant under space-time inversion, one can infer from the arguments made in [6] that such a scheme cannot be an ideal scheme, i.e., neutrally stable.

The two-level finite-difference scheme has only one amplification factor. For a numerical analogue of Eq. (1.1) with two amplification factors $G_+$ and $G_-$, generally one cannot conclude that the scheme is unconditionally neutrally stable if it is invariant under space-time inversion. For the Leapfrog scheme or the $a$ scheme, we have $G_+G_- = -1$. In general it does not imply neutral stability, i.e., $|G_+| = |G_-| = 1$. However, it does imply that such a scheme must be neutrally stable if it is stable, i.e., if $|G_+| \leq 1$ and $|G_-| \leq 1$. For both the $a$ and the Leapfrog schemes, this implies that they are neutrally stable if the Courant number $\nu < 1$.

In the 11th AIAA CFD conference (July, 1993), Thomas and Roe* presented a paper [17] in which the concept of the invariance under space-time inversion is also used to construct non-dissipative numerical schemes. Note that the concept of “rotational symmetry” in space-time (i.e., “invariance under space-time inversion”) was discussed briefly in [17]. Unfortunately, this discussion is faulty in two aspects. It considers only one amplification factor $G$ in spite of the fact that the scheme under consideration, i.e., the “Upwind Leapfrog scheme” has two amplification factors. Furthermore, it leads to the conclusion that $G = 1$ for a scheme that is invariant under space-time inversion. Even for a scheme that has only one amplification factor, this conclusion is obviously false. As an example, consider the Wendroff scheme. It is invariant under space-time inversion and yet $G \neq 1$, except for the case $\nu \sin(\theta/2) = 0$ (see Eq. (1.2)).

In a 1994 ICASE report [18], the concept of invariance under space-time inversion is again used by Roe to construct non-dissipative linear Bicharacteristic schemes.

The $a$ scheme is only a special case of a more general two-level explicit scheme described in [5]. It is a solver for

$$\frac{\partial u}{\partial t} + a \frac{\partial u}{\partial x} - \mu \frac{\partial^2 u}{\partial x^2} = 0 \quad (1.3)$$

where the viscosity coefficient $\mu(\geq 0)$ is a constant. Because this solver models Eq. (1.3) which is characterized by the parameters $a$ and $\mu$, hereafter it is referred to as the $a$-$\mu$ scheme. The $a$-$\mu$ scheme reduces to the $a$ scheme if $\mu = 0$. Because the $a$ scheme is neutrally stable, the $a$-$\mu$ scheme has the property that the numerical dissipation of its solution approaches zero as the physical dissipation approaches zero.

*A participant of the 23rd Conference on Modeling and Simulation, April 30-May 1, 1992, Pittsburgh, PA. He was in the audience when the paper [6] was presented by Chang, and participated in the discussion afterward.
The above property is important because of the following observation: With a few exceptions, numerical dissipation generally appears in a numerical solution of a time-marching problem. In other words, the numerical solution dissipates faster than the corresponding physical solution. For a nearly inviscid problem, e.g., flow at a large Reynolds number, this could be a serious difficulty because numerical dissipation may overwhelm physical dissipation and cause a complete distortion of solutions. To avoid such a difficulty, at the minimum, a model solver for Eq. (1.3) should be required to have the special property mentioned above.

In [5], it is shown that the \( a-\mu \) scheme, which is explicit, has the unusual property that its stability is limited only by the CFL condition, i.e., it is independent of \( \mu \). Furthermore, the amplification factors of the \( a-\mu \) scheme reduce to those of the DuFort-Frankel scheme if \( a = 0 \) [1,9]. Note that a solution of the latter scheme is also formed by two decoupled solutions. As a result, the von Neumann analysis should be performed separately for each decoupled solution.

In order to "explore the concept of a dynamic space-time mesh and the need for a unified treatment of physical variables and mesh parameters" [5, p.24], a moving mesh with a uniform speed \( b \) was introduced in [5] (see Fig. 2(a)). With the aid of a Galilean transformation, it is shown that the \( a-\mu \) scheme or a typical finite-difference solver of Eq. (1.1) or (1.3) can be converted to its moving-mesh form by simply replacing the parameter \( a \) with \( a - b \). As an example, the moving-mesh form of the Leapfrog scheme is

\[
\frac{u_j^{n+1} - u_j^{n-1}}{2\Delta t} + (a - b) \frac{u_j^{n+1} - u_j^{n-1}}{2\Delta x} = 0 \tag{1.4}
\]

Note that: (i) Eq. (1.4) reduces to the regular form of the Leapfrog mesh if \( b = 0 \), i.e., if the mesh becomes stationary, and (ii) a moving-mesh form and its stationary-mesh counterpart actually represent two different schemes (read Sec. 3, "The Dynamic Space-Time Mesh" in [5]).

Let \( b = a \). Then (i) a mesh line with \( j \) being a constant along this line points in the characteristic direction of Eq. (1.1), and (ii) Eq. (1.4) is reduced to \( u_j^{n+1} = u_j^{n-1} \), i.e., the numerical value of \( u \) is constant along such a mesh line. Because \( u \) is constant along a characteristic line if it is an exact solution of Eq. (1.1), aside from round-off errors, a numerical solution matches perfectly with its analytical counterpart.

As a result of the above observation, and other considerations given in [5], one arrives at the important conclusion [5, p.3]: "... (i) stability and accuracy can be improved, and (ii) dissipation and dispersion can be reduced, if the space-time mesh is allowed to evolve with the physical variables such that the local convective motion of physical variables relative to the moving mesh is kept to a minimum."

Because of the complexity involved, the dynamic space-time mesh has not yet been used in the current development beyond the applications reported in [5].

Note that the "Upwind Leapfrog scheme" referred to in [17,18] can be considered as a special case of Eq. (1.4). Let \( b = \Delta x/\Delta t \). Then, as depicted in Figs. 2(a) and 2(b), the mesh points \( (j, n + 1) \) and \( (j + 1, n) \) line up at one spatial location, while the mesh points \( (j - 1, n) \) and \( (j, n - 1) \) line up at another spatial position. Also Eq. (1.4) becomes

\[
\left( \frac{u_j^{n+1} - u_j^{n+1}}{2\Delta t} + \frac{u_j^{n+1} - u_j^{n-1}}{2\Delta x} \right) + a \frac{u_j^{n+1} - u_j^{n-1}}{2\Delta x} = 0
\]

The stencil of Eq. (1.5) is shown in Fig. 2(b). The stencil of the "Upwind Leapfrog scheme" is depicted in Fig. 4 in [17] and reproduced in Fig. 2(c) here. A comparison between Figs. 2(b) and 2(c) reveals that (i) the mesh points \( (j, n + 1) \), \( (j + 1, n) \), \( (j - 1, n) \), and \( (j, n - 1) \) in Fig. 2(b) correspond, respectively, to the mesh points \( (j, n + 1) \), \( (j, n) \), \( (j - 1, n) \), and \( (j - 1, n - 1) \) in Fig. 2(c); (ii) the mesh interval \( 2\Delta x \) in Fig. 2(b) corresponds to the mesh interval \( \Delta z \) in Fig. 2(c); and (iii) the time-step size \( \Delta t \) in Fig. 2(b) corresponds to the time-step size \( \Delta t \) in Fig. 2(c). Note that the moving-mesh indices are used here, while the stationary-mesh indices are used in [17]. By replacing (i) the moving-mesh indices with the corresponding stationary-mesh indices, and (ii) \( 2\Delta x \) with \( \Delta x \), Eq. (1.5) becomes

\[
\left( \frac{u_j^{n+1} - u_j^{n+1}}{2\Delta t} + \frac{u_j^{n+1} - u_j^{n-1}}{2\Delta x} \right) + a \frac{u_j^{n+1} - u_j^{n-1}}{\Delta x} = 0
\]

i.e., the defining equation for the "Upwind Leapfrog scheme" (see Eq. (4) in [17]).

The \( a \) scheme is neutrally stable and reversible in time [1,5,9]. It is well known that a neutrally stable numerical analogue of Eq. (1.1) generally becomes unstable or highly dispersive when it is extended to model the Euler equations. It is also obvious that a scheme that is reversible in time cannot model a physical problem that is irreversible in time, e.g., an inviscid flow problem involving shocks. Hence, the \( a \) scheme is extended to become the \( a-\varepsilon \) scheme [1,9]. Stability of this scheme is limited by the CFL condition and \( 0 < \varepsilon \leq 1 \) where \( \varepsilon \) is a special parameter that controls numerical dissipation. Moreover, if \( \varepsilon = 0 \), the \( a-\varepsilon \) scheme reduces to the \( a \) scheme which has no numerical dissipation. On the other hand, if \( \varepsilon = 1 \), the
two amplification factors of the $a$-$c$ scheme become the same function of the Courant number and the phase angle. Unexpectedly, this function also is the amplification factor of the highly diffusive Lax scheme.

The $a$-$c$ scheme was extended [1,9] to solve the 1D time-dependent Euler equations of a perfect gas. The Euler extension has stability conditions similar to those of the $a$-$c$ scheme itself. It has the unusual property that numerical dissipation at all mesh points can be controlled by a set of local parameters. Moreover, it is capable of generating accurate shock tube solutions with the CFL number ranging from 1.0, to 0.022.

The $a$-$u$ scheme was also extended [1,9] to solve the 1D time-dependent Navier-Stokes equations of a perfect gas. Stability of this explicit solver also is limited only by the CFL condition. In spite of the fact that it does not use (i) any techniques related to the high-resolution upwind methods, and (ii) any ad hoc parameter, the Navier-Stokes extension is capable of generating highly accurate shock tube solutions. Particularly, for high-Reynolds-number flows, shock discontinuities can be resolved within one mesh interval.

This concludes the review of the development of the current method up to 1993. In the rest of this paper, we shall describe several 2D extensions of the 1D schemes discussed earlier. The first scheme to be discussed is the 2D version of the $a$ scheme. Again, it is a two-level, explicit, and neutrally stable scheme.

2. The 2D $a$ Scheme

In this section, we consider a dimensionless form of the 2D convection equation, i.e.,

$$\frac{\partial u}{\partial t} + a_x \frac{\partial u}{\partial x} + a_y \frac{\partial u}{\partial y} = 0 \quad (2.1)$$

where $a_x$ and $a_y$ are constants. Let $x_1 = x$, $x_2 = y$, and $x_3 = t$ be the coordinates of a three-dimensional Euclidean space $E_3$. By using Gauss' divergence theorem in the space-time $E_3$, it can be shown that Eq. (2.1) is the differential form of the integral conservation law

$$\int_{S(V)} \vec{\mathbf{R}} \cdot d\overrightarrow{\mathbf{s}} = 0 \quad (2.2)$$

Here (i) $S(V)$ is the boundary of an arbitrary space-time region $V$ in $E_3$, (ii)

$$\vec{\mathbf{R}} \ \overset{\text{def}}{=} \ (a_x u, a_y u, u) \quad (2.3)$$

is a current density vector in $E_3$, and (iii) $d\overrightarrow{\mathbf{s}} = d\sigma \vec{\mathbf{n}}$ with $d\sigma$ and $\vec{\mathbf{n}}$, respectively, being the area and the outward unit normal of a surface element on $S(V)$.

Note that (i) $\vec{\mathbf{R}} \cdot d\overrightarrow{\mathbf{s}}$ is the space-time flux of $\vec{\mathbf{R}}$ leaving the region $V$ through the surface element $d\overrightarrow{\mathbf{s}}$, and (ii) all mathematical operations can be carried out as though $E_3$ were an ordinary three-dimensional Euclidean space. As will be shown shortly, $E_3$ will be divided into nonoverlapping space-time regions referred to as conservation elements (CEs).

In the following, we shall introduce a nontraditional space-time mesh. Its use will result in the simplest stencil possible for the current scheme, i.e., a tetrahedron in 3D space-time with one vertex at the upper time level and other three at the lower time level. Also this mesh is compatible with the requirement that the 2D $a$ scheme be invariant under space-time inversion. Most importantly, three conservation elements per mesh point are embedded in this mesh such that each mesh point is associated with three flux-conservation conditions. This mesh structure matches perfectly with the fact that there are three unknowns (the numerical analogues of $u$, $\partial u/\partial x$ and $\partial u/\partial y$) at each mesh point.

Let $n$ denote the time level and

$$t^n \overset{\text{def}}{=} n\Delta t, \quad n = 0, \pm 1/2, \pm 1, \pm 3/2, \ldots \quad (2.4)$$

Let $j$ and $k$ be spatial mesh indices with $j, k = 0, \pm 1/3, \pm 2/3, \pm 1, \ldots$ (see Figs. 3–6). Let $\Omega_1$ denote the set of mesh points $(j, k, n)$ with $j, k \neq 0, \pm 1, \pm 2, \ldots$, and $n = \pm 1/2, \pm 3/2, \pm 5/2, \ldots$. These mesh points are marked by solid circles. Let $\Omega_2$ denote the set of mesh points $(j, k, n)$ with $j, k = 1/3, 1/3 \pm 1, 1/3 \pm 2, \ldots$, and $n = 0, \pm 1, \pm 2, \ldots$. These mesh points are marked by open circles. The union of $\Omega_1$ and $\Omega_2$ will be denoted by $\Omega$.

Each mesh point $(j, k, n + 1/2)$ in $\Omega_1$ (by definition, this implies that $n = 0, \pm 1, \pm 2, \ldots$) is associated with three CEs, denoted by $CE_1^{(j, k, n + 1/2)}$, $\ell = 1, 2, 3$ (see Fig. 7(a)). It is also associated with a solution element (SE), denoted by $SE_1^{(j, k, n + 1/2)}$ (see Fig. 7(b)). Similarly, each mesh point $(j, k, n + 1)$ in $\Omega_2$ is associated with three CEs, $CE_2^{(j, k, n + 1)}$, $\ell = 1, 2, 3$ (see Fig. 8(a)), and a solution element $SE_2^{(j, k, n + 1)}$ (see Fig. 8(b)). Each CE is a quadrilateral cylinder in space-time while each SE is the union of three vertical planes, a horizontal plane, and their immediate neighborhood. The geometry of the hexagon $ABCDEF$, which appears in both Figs. 7(a) and 8(a), is determined by three positive parameters $w$, $b$ and $h$ (see Fig. 9(a)). Without any loss of generality, we assume that the line segment joining points $D$ and $A$ in Fig. 9(a) is parallel to the $z$-axis. Note that the form of Eq. (2.1) will not change under an orthogonal transformation on the $x$-$y$ plane.
Thus one always can introduce a set of Cartesian coordinates \((x, y)\) such that the above line segment is parallel to the \(x\)-axis. However, the values of \(x\) and \(y\) may change as a result of such a transformation.

According to Fig. 3, \(E_3\) can be filled with the CEs defined above. Moreover, it is seen from Figs. 7(a), 7(b), 8(a), and 8(b) that the boundary of a CE is formed provided by Figs. 9(a) and 9(b) implies that \(h(x, y, t)\) be the \(\theta\)-unit normals to \(AB, BC, CD, DE, EF,\) and \(FA,\) respectively. It can be shown that \(E_3\) can be filled with the CEs associated with the mesh points \((j, k, n)\) \(\in \Omega\). Let \(x_{0,0} = 0\) and \(y_{0,0} = 0\). Then information provided by Figs. 9(a) and 9(b) implies that

\[
x_{j,k} = (j + k)w + (k - j)b, \quad y_{j,k} = (k - j)h \quad (2.5)
\]

Let \(\bar{n}_1, \bar{n}_2, \bar{n}_3, \bar{n}_4, \bar{n}_5,\) and \(\bar{n}_6\) be the vectors depicted in Fig. 9(a). They lie on the \(x-y\) plane and are the outward unit normals to \(AB, BC, CD, DE, EF,\) and \(FA,\) respectively. It can be shown that

\[
\bar{n}_1 = \frac{(h, -b + w/3, 0)}{\sqrt{h^2 + (b - w/3)^2}}, \quad \bar{n}_4 = -\bar{n}_1 \quad (2.6a)
\]

\[
\bar{n}_2 = (0, 1, 0), \quad \bar{n}_5 = -\bar{n}_2 \quad (2.6b)
\]

and

\[
\bar{n}_3 = \frac{(-h, b + w/3, 0)}{\sqrt{h^2 + (b + w/3)^2}}, \quad \bar{n}_6 = -\bar{n}_3 \quad (2.6c)
\]

For any \((j, k, n) \in \Omega\), let

\[
SE(j, k, n) \overset{\text{def}}{=} \begin{cases} SE^{(1)}(j, k, n), & \text{if } (j, k, n) \in \Omega_1 \\ SE^{(2)}(j, k, n), & \text{if } (j, k, n) \in \Omega_2. \end{cases} \quad (2.7)
\]

For any \((x, y, t) \in SE(j, k, n), u(x, y, t)\) and \(\vec{u}(x, y, t)\), respectively, are approximated by

\[
u^*(x, y, t; j, k, n) \overset{\text{def}}{=} u_{j,k}^n + (u_x)_{j,k}^n (x - x_{j,k}) + (u_y)_{j,k}^n (y - y_{j,k}) + (u_t)_{j,k}^n (t - t^n) \quad (2.8)
\]

and

\[
\vec{u}^*(x, y, t; j, k, n) \overset{\text{def}}{=} [a_x u^*(x, y, t; j, k, n), a_y u^*(x, y, t; j, k, n), u^*(x, y, t; j, k, n)] \quad (2.9)
\]

where \(a_x, (u_x)_{j,k}^n, (u_y)_{j,k}^n,\) and \((u_t)_{j,k}^n\) are constants within \(SE(j, k, n)\). The last four coefficients, respectively, can be considered as the numerical analogues of the values of \(u, \partial u/\partial x, \partial u/\partial y,\) and \(\partial u/\partial t\) at \((x_j, y_k; t^n)\). As a result, the expression on the right side of Eq. (2.8) can be considered as the first-order Taylor's expansion of \(u(x, y, t)\) at \((x_j, y_k, t^n)\). Also note that Eq. (2.9) is the numerical analogue of Eq. (2.3).

We shall require that \(u = u^*(x, y, t; j, k, n)\) satisfies Eq. (2.1) within \(SE(j, k, n).\) As a result,

\[
(u_t)_{j,k}^n = -[a_x (u_x)_{j,k}^n + a_y (u_y)_{j,k}^n] \quad (2.10)
\]

Substituting Eq. (2.10) into Eq. (2.8), one has

\[
u^*(x, y, t; j, k, n) = u_{j,k}^n + (u_x)_{j,k}^n [(x - x_{j,k}) - a_x (t - t^n)] + (u_y)_{j,k}^n [(y - y_{j,k}) - a_y (t - t^n)] \quad (2.11)
\]

Thus there are three independent marching variables, i.e., \((u_x)_{j,k}^n, (u_y)_{j,k}^n,\) and \((u_t)_{j,k}^n\) associated with a mesh point \((j, k, n) \in \Omega.\) For any \((j, k, n + 1/2) \in \Omega_1,\) these variables will be determined in terms of those associated with the mesh points \((j + 1/3, k + 1/3, n), (j - 2/3, k + 1/3, n),\) and \((j + 1/3, k - 2/3, n)\) (see Fig. 10(a)) by using the flux conservation relations:

\[
\int_{S(CE^1(j, k, n+1/2))} \vec{h}^* \cdot ds' = 0, \quad \ell = 1, 2, 3 \quad (2.12)
\]

Similarly, the marching variables at any \((j, k, n + 1) \in \Omega_2\) are determined in terms of those associated with the mesh points \((j - 1/3, k - 1/3, n + 1/2), (j + 2/3, k - 1/3, n + 1/2),\) and \((j - 1/3, k + 2/3, n + 1/2)\) (see Fig. 10(b)) by using the flux conservation relations:

\[
\int_{S(CE^2(j, k, n+1))} \vec{h}^* \cdot ds' = 0, \quad \ell = 1, 2, 3 \quad (2.13)
\]

Obviously, Eqs. (2.12) and (2.13) are the numerical analogues of Eq. (2.2).

As a result of Eqs. (2.12) and (2.13), the total flux leaving the boundary of any CE is zero. Because the flux at any interface separating two neighboring CEs is calculated using the information from a single SE, the flux entering one of these CEs is equal to that leaving another. It follows that the local conservation conditions Eqs. (2.12) and (2.13) will lead to a global conservation condition, i.e., the total flux leaving the boundary of any space-time region that is the union of any combination of CEs will also vanish.

In the following, several preliminaries will be given prior to the evaluation of Eqs. (2.12) and (2.13). To proceed, note that a mesh line with \(j\) and \(n\) being constant is not
aligned with the x-axis or the y-axis. We shall introduce a new spatial coordinate system \((\zeta, \eta)\) with its axes aligned with the above mesh lines (see Fig. 9(c)). Let \(\vec{e}_x\) and \(\vec{e}_y\) be the unit vectors in the x- and the y-directions, respectively. Let \(\vec{e}_\zeta\) and \(\vec{e}_\eta\) be the unit vectors in the directions of \(DF\) and \(DB\) (i.e., the \(j\)- and the \(k\)- directions—see Figs. 9(a)-(c)), respectively. It can be shown that

\[
\vec{e}_\zeta = [(w - b)\vec{e}_x - h\vec{e}_y] / \Delta \zeta
\]

and

\[
\vec{e}_\eta = [(w + b)\vec{e}_x + h\vec{e}_y] / \Delta \eta
\]

where

\[
\Delta \zeta \overset{\text{def}}{=} |DF| = \sqrt{(w - b)^2 + h^2}
\]

and

\[
\Delta \eta \overset{\text{def}}{=} |DB| = \sqrt{(w + b)^2 + h^2}
\]

Let the origin of \((x, y)\) also be that of \((\zeta, \eta)\). Then the spatial coordinates \((x, y)\) and \((\zeta, \eta)\) of any point in \(E_3\) are related by the condition

\[
\zeta \vec{e}_\zeta + \eta \vec{e}_\eta = x \vec{e}_x + y \vec{e}_y
\]

Substituting Eqs. (2.14) and (2.15) into Eq. (2.18), one has

\[
\begin{pmatrix} x \\ y \end{pmatrix} = T \begin{pmatrix} \zeta \\ \eta \end{pmatrix}
\]

and

\[
\begin{pmatrix} \zeta \\ \eta \end{pmatrix} = T^{-1} \begin{pmatrix} x \\ y \end{pmatrix}
\]

Here

\[
T \overset{\text{def}}{=} \begin{pmatrix} w - b & w + b \\ \Delta \zeta & \Delta \eta \\ h & -h \\ -\Delta \zeta / \Delta \eta & \Delta \eta / \Delta \eta \end{pmatrix}
\]

and

\[
T^{-1} \overset{\text{def}}{=} \begin{pmatrix} \Delta \zeta / 2w & (w + b)\Delta \zeta / 2wh \\ \Delta \eta / 2w & (w - b)\Delta \eta / 2wh \end{pmatrix}
\]

Note that the existence of \(T^{-1}\), the inverse of \(T\), is assured if \(wh \neq 0\).

With the aid of Eqs. (2.5), (2.20), and (2.22), it can be shown that the coordinates \((\zeta, \eta)\) of any mesh point \((j, k, n) \in \Omega\) are given by

\[
\zeta = j \Delta \zeta, \quad \text{and} \quad \eta = k \Delta \eta
\]

i.e., \(\Delta \zeta\) and \(\Delta \eta\) are the mesh intervals in the \(\zeta\)- and the \(\eta\)-directions, respectively.

Next we shall introduce several coefficients that are tied to the coordinate system \((\zeta, \eta)\). Let

\[
\begin{pmatrix} a_\zeta \\ a_\eta \end{pmatrix} \overset{\text{def}}{=} T^{-1} \begin{pmatrix} a_x \\ a_y \end{pmatrix}
\]

and

\[
\begin{pmatrix} (u_\zeta)^n_{j,k} \\ (u_\eta)^n_{j,k} \end{pmatrix} \overset{\text{def}}{=} T^t \begin{pmatrix} (u_x)^n_{j,k} \\ (u_y)^n_{j,k} \end{pmatrix}
\]

where \(T^t\) is the transpose of \(T\). For those who are familiar with tensor analysis, the following comments will clarify the meaning of the above definitions:

(a) \((a_\zeta, a_\eta)\) are the contravariant components with respect to the coordinates \((\zeta, \eta)\) for the spatial vector whose \(x\)- and \(y\)-components are \(a_x\) and \(a_y\), respectively.

(b) \(((u_\zeta)^n_{j,k}, (u_\eta)^n_{j,k})\) are the covariant components with respect to the coordinates \((\zeta, \eta)\) for the spatial vector whose \(x\)- and \(y\)-components are \((u_x)^n_{j,k}\) and \((u_y)^n_{j,k}\), respectively.

(c) Because the contraction of the contravariant components of a vector and the covariant components of another is a scalar, Eq. (2.10) can be rewritten as

\[
(u_t)^n_{j,k} = - [a_\zeta (u_\zeta)^n_{j,k} + a_\eta (u_\eta)^n_{j,k}]
\]

(d) Under the linear coordinate transformation defined by Eqs. (2.19) and (2.20), \((\zeta - j\Delta \zeta, \eta - k\Delta \eta)\) are the contravariant components with respect to the coordinates \((\zeta, \eta)\) for the spatial vector whose \(x\)- and \(y\)-components are \(x - x_{j,k}\) and \(y - y_{j,k}\), respectively. Using the same reason given in (c), Eq. (2.11) implies that

\[
u^*(x, y, t; j, k, n) = u^*(\zeta, \eta, t; j, k, n)
\]

where

\[
u^*(\zeta, \eta, t; j, k, n) \overset{\text{def}}{=} u^*_n_{j,k}
\]

\[
u^*(\zeta, \eta, t; j, k, n) \overset{\text{def}}{=} u^*_n_{j,k} + (u_\zeta)^n_{j,k} [\zeta - j\Delta \zeta - a_\zeta (t - t^n)]
\]

\[
+ (u_\eta)^n_{j,k} [\eta - k\Delta \eta - a_\eta (t - t^n)]
\]
Note that Eqs. (2.26) and (2.27) can also be verified directly using Eqs. (2.20), (2.22), (2.24), and (2.25).

Next, let (i)\[ a_{1}^{+} \equiv \frac{6}{\Delta \zeta} a_{\zeta}, \quad a_{\eta}^{+} \equiv \frac{6}{\Delta \eta} a_{\eta} \] \quad (2.29)

(ii)\[ (u_{\zeta})_{j,k}^{+} \equiv \frac{\Delta \zeta}{6} (u_{\zeta})_{j,k}^{n}, \quad (u_{\eta})_{j,k}^{+} \equiv \frac{\Delta \eta}{6} (u_{\eta})_{j,k}^{n} \] \quad (2.30)

and (iii)\[ \nu_{\zeta} \equiv \frac{\Delta t}{4} a_{1}^{+}, \quad \nu_{\eta} \equiv \frac{\Delta t}{4} a_{\eta}^{+} \] \quad (2.31)

The coefficients defined in Eqs. (2.29) and (2.30) can be considered as the normalized counterparts of those defined in Eqs. (2.24) and (2.25). Also note that \( \Delta \zeta \), and \( \Delta \eta \), respectively, are the lengths of the sides \( DF \), and \( BD \) of \( \Delta BDF \) depicted in Figs. 9(a)-(c). Moreover, by substituting Eq. (2.29) into Eq. (2.31), one has

\[ \frac{\Delta \zeta \Delta t}{a_{1}^{+}} = \frac{2}{3} \nu_{\zeta}, \quad \frac{\Delta \eta \Delta t}{a_{\eta}^{+}} = \frac{2}{3} \nu_{\eta} \] \quad (2.32)

In other words, \((2/3)\nu_{\zeta}\) and \((2/3)\nu_{\eta}\) are the Courant numbers in the \( \zeta \) - and \( \eta \) - directions, respectively.

Furthermore, let \( \sigma_{11}^{(1)+}, \sigma_{11}^{(1)-}, \ldots \), be defined by

\[ \sigma_{11}^{(1)+} \equiv 1 - \nu_{\zeta} - \nu_{\eta} \] \quad (2.33)

\[ \sigma_{12}^{(1)+} \equiv \pm(1 - \nu_{\zeta} - \nu_{\eta})(1 + \nu_{\zeta}) \] \quad (2.34)

\[ \sigma_{13}^{(1)+} \equiv \pm(1 - \nu_{\zeta} - \nu_{\eta})(1 + \nu_{\eta}) \] \quad (2.35)

\[ \sigma_{21}^{(1)+} \equiv 1 + \nu_{\zeta} \] \quad (2.36)

\[ \sigma_{22}^{(1)+} \equiv \mp(1 + \nu_{\zeta})(2 - \nu_{\zeta}) \] \quad (2.37)

\[ \sigma_{23}^{(1)+} \equiv \pm(1 + \nu_{\zeta})(1 + \nu_{\eta}) \] \quad (2.38)

\[ \sigma_{31}^{(1)+} \equiv 1 + \nu_{\eta} \] \quad (2.39)

\[ \sigma_{32}^{(1)+} \equiv \pm(1 + \nu_{\eta})(1 + \nu_{\zeta}) \] \quad (2.40)

\[ \sigma_{33}^{(1)+} \equiv \mp(1 + \nu_{\eta})(2 - \nu_{\eta}) \] \quad (2.41)

\[ \sigma_{11}^{(1)-} \equiv 1 + \nu_{\zeta} + \nu_{\eta} \] \quad (2.42)

\[ \sigma_{12}^{(1)-} \equiv \mp(1 + \nu_{\zeta} + \nu_{\eta})(1 - \nu_{\zeta}) \] \quad (2.43)

\[ \sigma_{13}^{(1)-} \equiv \mp(1 + \nu_{\zeta} + \nu_{\eta})(1 - \nu_{\eta}) \] \quad (2.44)

\[ \sigma_{21}^{(2)+} \equiv 1 - \nu_{\zeta} \] \quad (2.45)

\[ \sigma_{22}^{(2)+} \equiv \pm(1 - \nu_{\zeta})(2 + \nu_{\zeta}) \] \quad (2.46)

\[ \sigma_{23}^{(2)+} \equiv \mp(1 - \nu_{\zeta})(1 - \nu_{\eta}) \] \quad (2.47)

\[ \sigma_{31}^{(2)+} \equiv 1 - \nu_{\eta} \] \quad (2.48)

\[ \sigma_{32}^{(2)+} \equiv \mp(1 - \nu_{\eta})(1 - \nu_{\zeta}) \] \quad (2.49)

\[ \sigma_{33}^{(2)+} \equiv \pm(1 - \nu_{\eta})(2 + \nu_{\eta}) \] \quad (2.50)

Note that:

(a) Each of Eqs. (2.33)-(2.50) represents two equations. One corresponds to the upper signs while the other, to the lower signs.

(b) The definitions given in Eqs. (2.33)-(2.41) will be used in the first marching step of the 2D scheme; while those given in Eqs. (2.42)-(2.50) will be used in the second marching step. It is seen that the expressions on the right sides of the former can be converted to those of the latter, respectively, by reversing the “+” and “−” signs. Moreover, for every pair of \( m \) and \( \ell \), \( \sigma_{m\ell}^{(1)+} \) and \( \sigma_{m\ell}^{(2)+} \) are converted to \( \sigma_{m\ell}^{(1)+} \) and \( \sigma_{m\ell}^{(2)+} \), respectively, if \( \nu_{\zeta} \) and \( \nu_{\eta} \) are replaced by \( -\nu_{\zeta} \) and \( -\nu_{\eta} \), respectively.

To simplify the following development, let

\[ (j, k; 1, 1) \equiv j + 1/3, k + 1/3 \] \quad (2.51a)

\[ (j, k; 1, 2) \equiv j - 2/3, k + 1/3 \] \quad (2.51b)

\[ (j, k; 1, 3) \equiv j + 1/3, k - 2/3 \] \quad (2.51c)

\[ (j, k; 2, 1) \equiv j - 1/3, k - 1/3 \] \quad (2.52a)

\[ (j, k; 2, 2) \equiv j + 2/3, k - 1/3 \] \quad (2.52b)

\[ (j, k; 2, 3) \equiv j - 1/3, k + 2/3 \] \quad (2.52c)

Note that (i) \((j, k; 1, \ell)\), \( \ell = 1, 2, 3 \), are the spatial mesh indices of points \( A \), \( C \), and \( E \) depicted in Fig. 7(a), respectively, (ii) \((j, k; 2, \ell)\), \( \ell = 1, 2, 3 \), are the spatial mesh indices of points \( D \), \( F \), and \( B \) depicted in Fig. 8(a), respectively, and (iii) the mesh indices on the right sides of Eqs. (2.51a,b,c) can be converted to those in Eqs. (2.52a,b,c) by reversing the “+” and “−” signs.

Equations (2.12) and (2.13) are evaluated in [2]. With the aid of the above definitions, the results are summarized as follows:
(a) Eq. (2.12) with $\ell = 1$:
\[
\left[\sigma_{11}^{(1)+} u + \sigma_{12}^{(1)+} u_{\xi}^+ + \sigma_{13}^{(1)+} u_{\eta}^+\right]_{j,k}^{n+1/2} = \left[\sigma_{11}^{(1)-} u + \sigma_{12}^{(1)-} u_{\xi}^- + \sigma_{13}^{(1)-} u_{\eta}^-\right]_{j,k}^n
\] 

(b) Eq. (2.12) with $\ell = 2$:
\[
\left[\sigma_{21}^{(1)+} u + \sigma_{22}^{(1)+} u_{\xi}^+ + \sigma_{23}^{(1)+} u_{\eta}^+\right]_{j,k}^{n+1/2} = \left[\sigma_{21}^{(1)-} u + \sigma_{22}^{(1)-} u_{\xi}^- + \sigma_{23}^{(1)-} u_{\eta}^-\right]_{j,k}^n
\] 

(c) Eq. (2.12) with $\ell = 3$:
\[
\left[\sigma_{31}^{(1)+} u + \sigma_{32}^{(1)+} u_{\xi}^+ + \sigma_{33}^{(1)+} u_{\eta}^+\right]_{j,k}^{n+1/2} = \left[\sigma_{31}^{(1)-} u + \sigma_{32}^{(1)-} u_{\xi}^- + \sigma_{33}^{(1)-} u_{\eta}^-\right]_{j,k}^n
\] 

(d) Eq. (2.13) with $\ell = 1$:
\[
\left[\sigma_{11}^{(2)+} u + \sigma_{12}^{(2)+} u_{\xi}^+ + \sigma_{13}^{(2)+} u_{\eta}^+\right]_{j,k}^{n+1} = \left[\sigma_{11}^{(2)-} u + \sigma_{12}^{(2)-} u_{\xi}^- + \sigma_{13}^{(2)-} u_{\eta}^-\right]_{j,k}^{n+1/2}
\] 

(e) Eq. (2.13) with $\ell = 2$:
\[
\left[\sigma_{21}^{(2)+} u + \sigma_{22}^{(2)+} u_{\xi}^+ + \sigma_{23}^{(2)+} u_{\eta}^+\right]_{j,k}^{n+1} = \left[\sigma_{21}^{(2)-} u + \sigma_{22}^{(2)-} u_{\xi}^- + \sigma_{23}^{(2)-} u_{\eta}^-\right]_{j,k}^{n+1/2}
\] 

(f) Eq. (2.13) with $\ell = 3$:
\[
\left[\sigma_{31}^{(2)+} u + \sigma_{32}^{(2)+} u_{\xi}^+ + \sigma_{33}^{(2)+} u_{\eta}^+\right]_{j,k}^{n+1} = \left[\sigma_{31}^{(2)-} u + \sigma_{32}^{(2)-} u_{\xi}^- + \sigma_{33}^{(2)-} u_{\eta}^-\right]_{j,k}^{n+1/2}
\] 

Here $(j, k, n + 1/2) \in \Omega_1$ is assumed in Eqs. (2.53)–(2.55); while $(j, k, n + 1) \in \Omega_2$ is assumed in Eqs. (2.56)–(2.58). Also, to simplify notation, in the above and hereafter we adopt a convention that can be explained using the expression on the left side of Eq. (2.56) as an example, i.e.,
\[
\left[\sigma_{11}^{(2)+} u + \sigma_{12}^{(2)+} u_{\xi}^+ + \sigma_{13}^{(2)+} u_{\eta}^+\right]_{j,k}^{n+1} = \left[\sigma_{11}^{(2)-} u + \sigma_{12}^{(2)-} u_{\xi}^- + \sigma_{13}^{(2)-} u_{\eta}^-\right]_{j,k}^{n+1/2}
\]

According to Eqs. (2.33)–(2.35), $\sigma_{11}^{(1)\pm}$, $\sigma_{12}^{(1)\pm}$, and $\sigma_{13}^{(1)\pm}$ contain a common factor $(1 - \nu_{\xi} - \nu_{\eta})$. Similarly, each of three consecutive pairs of coefficients defined in Eqs. (2.36)–(2.50) also contain a common factor. As a result, one concludes that:

(a) Eq. (2.53) is satisfied by either $1 - \nu_{\xi} - \nu_{\eta} = 0$ or
\[
\left[u + (1 + \nu_{\xi}) u_{\xi}^+ + (1 + \nu_{\eta}) u_{\eta}^+\right]_{j,k}^{n+1/2} = \left[u - (1 + \nu_{\xi}) u_{\xi}^- - (1 + \nu_{\eta}) u_{\eta}^-\right]_{j,k}^n
\] 

(b) Eq. (2.54) is satisfied by either $1 + \nu_{\xi} = 0$ or
\[
\left[u - (2 - \nu_{\xi}) u_{\xi}^+ + (1 + \nu_{\eta}) u_{\eta}^+\right]_{j,k}^{n+1/2} = \left[u + (2 - \nu_{\xi}) u_{\xi}^- - (1 + \nu_{\eta}) u_{\eta}^-\right]_{j,k}^n
\] 

(c) Eq. (2.55) is satisfied by either $1 + \nu_{\xi} = 0$ or
\[
\left[u + (1 + \nu_{\xi}) u_{\xi}^+ - (2 - \nu_{\eta}) u_{\eta}^+\right]_{j,k}^{n+1/2} = \left[u - (1 + \nu_{\xi}) u_{\xi}^- + (2 - \nu_{\eta}) u_{\eta}^-\right]_{j,k}^n
\] 

(d) Eq. (2.56) is satisfied by either $1 - \nu_{\xi} = 0$ or
\[
\left[u - (1 - \nu_{\xi}) u_{\xi}^- + (1 - \nu_{\eta}) u_{\eta}^+\right]_{j,k}^{n+1} = \left[u + (1 - \nu_{\xi}) u_{\xi}^+ - (1 - \nu_{\eta}) u_{\eta}^-\right]_{j,k}^{n+1/2}
\] 

(e) Eq. (2.57) is satisfied by either $1 - \nu_{\xi} = 0$ or
\[
\left[u + (2 + \nu_{\xi}) u_{\xi}^+ - (1 - \nu_{\eta}) u_{\eta}^+\right]_{j,k}^{n+1} = \left[u - (2 + \nu_{\xi}) u_{\xi}^- + (1 - \nu_{\eta}) u_{\eta}^-\right]_{j,k}^{n+1/2}
\] 

(f) Eq. (2.58) is satisfied by either $1 - \nu_{\xi} = 0$ or
\[
\left[u - (1 - \nu_{\xi}) u_{\xi}^- + (2 + \nu_{\eta}) u_{\eta}^+\right]_{j,k}^{n+1} = \left[u + (1 - \nu_{\xi}) u_{\xi}^+ - (2 + \nu_{\eta}) u_{\eta}^-\right]_{j,k}^{n+1/2}
\] 

Here $(j, k, n + 1/2) \in \Omega_1$ is assumed in Eqs. (2.59)–(2.61); while $(j, k, n + 1) \in \Omega_2$ is assumed in Eqs. (2.62)–(2.64). The current 2D a scheme will be constructed using Eqs. (2.59)–(2.64) instead of
Eqs. (2.53)–(2.58). Note that Eqs. (2.59)–(2.64) imply Eqs. (2.53)–(2.58). However, the reverse is false unless one assumes that

\[1 - (\nu_\xi + \nu_\eta)^2\] \([1 - \nu_\eta^2]\) \((1 - \nu_\xi^2)\) \(\neq 0\) \hspace{1cm} (2.65)

Note that the expressions within the brackets in the first three equations in Eqs. (2.59)–(2.64), respectively, can be converted to those in the last three by reversing the “+” and “−” signs.

Let \(s_1^{(1)}\), \(s_2^{(1)}\), \(s_3^{(1)}\), \(s_1^{(2)}\), \(s_2^{(2)}\), and \(s_3^{(2)}\) denote the expressions on the right sides of Eqs. (2.59)–(2.64), respectively. Then it can be shown that Eqs. (2.59)–(2.61) are equivalent to

\[u_{j,k}^{n+1/2} = \frac{1}{3} \left( (1 - \nu_\xi - \nu_\eta) s_1^{(1)} + (1 + \nu_\xi) s_2^{(1)} + (1 + \nu_\eta) s_3^{(1)} \right) \hspace{1cm} (2.66)
\]

\[
(u_\xi^+)^{n+1/2}_{j,k} = \frac{1}{3} \left( s_1^{(1)} - s_2^{(1)} \right) \hspace{1cm} (2.67)
\]

and

\[(u_\eta^+)^{n+1/2}_{j,k} = \frac{1}{3} \left( s_1^{(1)} - s_3^{(1)} \right) \hspace{1cm} (2.68)\]

where \((j, k, n + 1/2) \in \Omega_1\). Also Eqs. (2.62)–(2.64) are equivalent to

\[u_{j,k}^{n+1} = \frac{1}{3} \left( (1 + \nu_\xi + \nu_\eta) s_1^{(2)} + (1 - \nu_\xi) s_2^{(2)} + (1 - \nu_\eta) s_3^{(2)} \right) \hspace{1cm} (2.69)\]

\[
(u_\xi^+)^{n+1}_{j,k} = \frac{1}{3} \left( s_2^{(2)} - s_1^{(2)} \right) \hspace{1cm} (2.70)\]

and

\[(u_\eta^+)^{n+1}_{j,k} = \frac{1}{3} \left( s_3^{(2)} - s_1^{(2)} \right) \hspace{1cm} (2.71)\]

where \((j, k, n + 1) \in \Omega_2\).

For any \((j, k, n) \in \Omega\), let

\[\tilde{q}(j, k, n) \triangleq \begin{pmatrix} u \n \xi^+ \\ u \eta^+ \\ j \end{pmatrix} \hspace{1cm} (2.72)\]

Let the 3 x 3 matrices \(Q^{(k)}_\ell\), \(k = 1, 2\), and \(\ell = 1, 2, 3\), be the special cases \((\epsilon = 0)\) of the more general \(Q^{(k)}_\ell\) defined in Sec. 3. Then Eqs. (2.66)–(2.68) can be expressed as [2]

\[\tilde{q}(j, k, n + 1/2) = Q_1^{(k)} \tilde{q}((j, k; 1, 1), n) \hspace{1cm} + Q_2^{(k)} \tilde{q}((j, k; 1, 2), n) \hspace{1cm} + Q_3^{(k)} \tilde{q}((j, k; 1, 3), n) \hspace{1cm} (2.73)\]

where \((j, k, n + 1/2) \in \Omega_1\). Also, Eqs. (2.69)–(2.71) can be expressed as [2]

\[\tilde{q}(j, k, n + 1) = Q_1^{(2)} \tilde{q}((j, k; 2, 1), n + 1/2) \hspace{1cm} + Q_2^{(2)} \tilde{q}((j, k; 2, 2), n + 1/2) \hspace{1cm} + Q_3^{(2)} \tilde{q}((j, k; 2, 3), n + 1/2) \hspace{1cm} (2.74)\]

where \((j, k, n + 1) \in \Omega_2\). The marching procedure in the 2D a scheme is formed by applying the marching steps defined by Eqs. (2.73) and (2.74) successively.

The 2D a scheme has several nontraditional features. They are summarized in the following comments:

(a) The 2D a scheme has the simplest stencil in each of their two marching steps, i.e., a tetrahedron in 3D space-time with one vertex at the upper time level and the other three vertices at the lower time level.

(b) Each of the conservation conditions Eqs. (2.53)–(2.58) represents a relation among the marching variables associated with only two neighboring SEs. This is a fundamental difference between the current method and other traditional methods.

(c) It is shown in [2] that the 2D a scheme is neutrally stable if

\[|\nu_\xi| < 1.5, \quad |\nu_\eta| < 1.5, \quad \text{and} \quad |\nu_\xi + \nu_\eta| < 1.5. \hspace{1cm} (2.75)\]

As depicted in Fig. 11, the domain of stability defined by Eq. (2.73) is a hexagonal region in the \(\nu_\xi-\nu_\eta\) space. Moreover, it is also shown in [2] that Eq. (2.75) can be interpreted as the requirement that the physical domain of dependence of Eq. (2.1) should fall within the numerical domain of dependence.

(d) It is shown in [2] that the 2D a scheme has the following property, i.e., for any \((j, k, n) \in \Omega,\)

\[\tilde{q}(j, k, n + 1) \rightarrow \tilde{q}(j, k, n) \text{ as } \Delta t \rightarrow 0 \hspace{1cm} (2.76)\]

if \(a_x, a_y, w, b, \text{ and } h\) are held constant. This property usually is not shared by other schemes that use a mesh that is staggered in time, e.g., the Lax scheme [15].

(e) The 2D a scheme is also a two-way marching scheme [2]. In other words, the same flux conservation relations Eqs. (2.12) and (2.13) can be used to construct the backward time-marching versions of the 2D a scheme [2].

This section is concluded with the following remarks:
the 2D \(a\)-scheme is only a special case of the 2D \(a\)-\(\mu\) scheme described in [2]. It is a solver for the 2D convection-diffusion equation

\[
\frac{\partial u}{\partial t} + a_x \frac{\partial u}{\partial x} + a_y \frac{\partial u}{\partial y} - \mu \left( \frac{\partial^2 u}{\partial x^2} + \frac{\partial^2 u}{\partial y^2} \right) = 0 \quad (2.77)
\]

where \(a_x, a_y, \text{ and } \mu \geq 0\) are constants. Note that this solver, as in the case of its 1D counterpart, is unconditionally stable if \(a_x = a_y = 0\).

(b) It should be emphasized that, with the aid of Eqs. (2.19)-(2.22), (2.24), and (2.25), the 2D \(a\) scheme can also be expressed in terms of the marching variables and the coefficients tied to the coordinates \((x, y)\). In other words, the coordinates \((\zeta, \eta)\) are introduced solely for the purpose of simplifying the current development. The essence of the 2D \(a\) scheme, and the schemes to be introduced in the following sections, is not dependent on the choice of the coordinates in terms of which these schemes are expressed.

3. The 2D \(a\)-\(\epsilon\) Scheme

The 2D \(a\) scheme is neutrally stable and reversible in time. As explained in Sec. 1, such a scheme cannot be extended to become an Euler solver. As a result, it will be modified to become the 2D \(a\)-\(\epsilon\) scheme. Here \(\epsilon\) represents a special parameter that controls numerical dissipation.

To proceed, note that the CEs used in Sec. 2 will not be used in this section. As a result, Eqs. (2.12) and (2.13) will no longer be assumed. Instead, the CEs to be used are

\[
CE^{(1)}(j, k, n + 1/2) \overset{\text{def}}{=} CE_1^{(1)}(j, k, n + 1/2) \cup CE_2^{(1)}(j, k, n + 1/2) \cup CE_3^{(1)}(j, k, n + 1/2) \quad (3.1)
\]

where \((j, k, n + 1/2) \in \Omega_1\), and

\[
CE^{(2)}(j, k, n + 1) \overset{\text{def}}{=} CE_1^{(2)}(j, k, n + 1) \cup CE_2^{(2)}(j, k, n + 1) \cup CE_3^{(2)}(j, k, n + 1) \quad (3.2)
\]

where \((j, k, n + 1) \in \Omega_2\). We shall assume that the total flux leaving the boundary of any new CE vanishes, i.e.,

\[
\int_{S(CE^{(1)}(j, k, n+1/2))} \tilde{h}^* \cdot d\tilde{s} = 0, \quad (3.3)
\]

and

\[
\int_{S(CE^{(2)}(j, k, n+1))} \tilde{h}^* \cdot d\tilde{s} = 0. \quad (3.4)
\]

Obviously, (i) \(E_3\) can be filled with the new CEs, and (ii) the total flux leaving the boundary of any space-time region that is the union of any new CEs will also vanish.

Moreover, it can be shown that Eqs. (3.3) and (3.4), respectively, are equivalent to Eqs. (2.66) and (2.69).

Proof: By subtracting the expressions on the right sides of Eqs. (2.53)-(2.55), respectively, from those on the left sides, and then multiplying the results by \(2wh/3\), we obtain the fluxes leaving \(CE^{(1)}_1(j, k, n + 1/2), CE^{(1)}_2(j, k, n + 1), \) and \(CE^{(1)}_3(j, k, n + 1/2)\), respectively (see Appendix A in [2]). Because the flux leaving an interface from the CE on one side is the negative of that leaving the same interface from the CE on the other side, it is easy to see that the flux leaving \(CE^{(1)}(j, k, n + 1/2)\) (which is the union of \(CE^{(1)}_1(j, k, n + 1/2), \) \(CE^{(1)}_2(j, k, n + 1), \) \(CE^{(1)}_3(j, k, n + 1/2)\), \(\ell = 1, 2, 3\)) is the sum of the fluxes leaving \(CE^{(1)}_i(j, k, n + 1/2), \) \(\ell = 1, 2, 3\). Thus, the flux leaving \(CE^{(1)}(j, k, n + 1/2)\) can be obtained by subtracting the sum of the expressions on the right sides of Eqs. (2.53)-(2.55) from that on the left side, and then multipying the result by \(2wh/3\). Furthermore, we have

\[
\sigma^{(k)\pm}_{11} + \sigma^{(k)\pm}_{21} + \sigma^{(k)\pm}_{31} = 3, \quad k = 1, 2 \quad (3.5)
\]

and

\[
\sigma^{(k)\pm}_{12} + \sigma^{(k)\pm}_{22} + \sigma^{(k)\pm}_{32} = 0, \quad k = 1, 2 \quad (3.6)
\]

With the aid of the above considerations, and the fact that the expressions on the left sides of Eqs. (2.53)-(2.55) are all evaluated at the same mesh point \((j, k, n + 1/2)\), it becomes obvious that Eq. (3.3) is equivalent to the statement that \(\psi^{n+1/2}_j\) is \(1/3\) of the sum on the right sides of Eqs. (2.53)-(2.55). By using Eqs. (2.33)-(2.41), we arrive at the conclusion that Eq. (3.3) is equivalent to Eq. (2.66). By invoking a similar argument involving Eqs. (2.56)-(2.58), and (2.42)-(2.50), we also conclude that Eq. (3.4) is equivalent to Eq. (2.69). QED.

As a result, Eqs. (2.66) and (2.69) are shared by the 2D \(a\) scheme and 2D \(a\)-\(\epsilon\) scheme. In this section we shall describe how the other equations in the 2D \(a\) scheme i.e., Eqs. (2.67), (2.68), (2.70), and (2.71), can be modified such that the numerical diffusion of the resulting new scheme can be controlled by an adjustable parameter \(\epsilon\).

To proceed, for any \((j, k, n + 1/2) \in \Omega_1\), let

\[
\psi^{n+1/2}_{(j, k; 1, \ell)} \overset{\text{def}}{=} \left( u + \frac{\Delta t}{2} u^n \right)_{(j, k; 1, \ell)} \quad (3.7)
\]
where \( \ell = 1, 2, 3 \). By their definitions, \( u_{j,k;1,\ell}^{n+1/2} \) can be considered as the finite-difference approximations of \( u \) at \( (j,k;1,\ell), n + 1/2, \ell = 1, 2, 3 \). With the aid of Eqs. (2.26), and (2.29)–(2.31), Eq. (3.7) implies that, for \( \ell = 1, 2, 3 \),

\[
u_{j,k;1,\ell}^{n+1/2} = \left[ u - 2 \left( \nu_{i} u_{i}^{\ell} + \nu_{\eta} u_{\eta}^{\ell} \right) \right]_{j,k;1,\ell}^{n} \tag{3.8}
\]

In Fig. 12(a), \( P, Q, \) and \( R \) are three points in the \( \zeta-\eta-u \) space. Using the coordinates given in the same figure and Eqs. (2.51a)–(2.51c), it can be shown that these points are on a plane represented by

\[ u = (u_{j,k}^{n+1/2})_{\zeta} - j \Delta \zeta + (u_{\eta}^{n+1/2})_{\eta} - k \Delta \eta + u_{j,k}^{n+1/2} \tag{3.9} \]

where

\[ u_{j,k}^{n+1/2} = \frac{1}{3} \left( u_{j,k;1,1}^{n+1/2} + u_{j,k;1,2}^{n+1/2} + u_{j,k;1,3}^{n+1/2} \right) \tag{3.10} \]

\[ (u_{\eta}^{n+1/2})_{j,k} = \left( u_{(j,k;1,1)}^{n+1/2} - u_{(j,k;1,2)}^{n+1/2} \right) / \Delta \zeta \tag{3.11} \]

and

\[ (u_{\eta}^{n+1/2})_{j,k} = \left( u_{(j,k;1,1)}^{n+1/2} - u_{(j,k;1,3)}^{n+1/2} \right) / \Delta \eta \tag{3.12} \]

Equation (3.9) implies that point \( O \) depicted in Fig. 12(a) is also a point on the plane that contains \( P, Q, \) and \( R \). Moreover, for every point on the plane represented by Eq. (3.9), including point \( O \), we have

\[ \left( \frac{\partial u}{\partial \zeta} \right)_{\eta} = (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2}, \text{ and } \left( \frac{\partial u}{\partial \eta} \right)_{\zeta} = (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \tag{3.13} \]

As a result of the above considerations, \( u_{j,k}^{n+1/2} \), \( (u_{\eta}^{n+1/2})_{j,k} \), and \( (u_{\eta}^{n+1/2})_{j,k} \) can be considered as the finite-difference approximations of \( u, \partial u / \partial \zeta, \) and \( \partial u / \partial \eta \) at the mesh point \( (j,k,n + 1/2) \), respectively. Note that \( u_{j,k}^{n+1/2} \) generally is different from \( u_{j,k}^{n+1/2} \) which is defined by Eq. (2.66). Because Eq. (2.66) is equivalent to the conservation condition Eq. (3.3) and thus a fundamental part of the 2D \( a-\epsilon \) scheme, \( u_{j,k}^{n+1/2} \) will not be used in the future development.

To proceed, let

\[ (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} = \frac{\Delta \zeta}{6} (u_{\eta}^{n+1/2})_{j,k} \tag{3.14a} \]

\[ (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} = \frac{\Delta \eta}{6} (u_{\eta}^{n+1/2})_{j,k} \tag{3.14b} \]

\[ (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} = \frac{1}{3} \left( s_{1}^{(1)} - s_{2}^{(1)} \right) \tag{3.15a} \]

and

\[ (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} = \frac{1}{3} \left( s_{1}^{(1)} - s_{2}^{(1)} \right) \tag{3.15b} \]

where \( s_{1}^{(1)}, \) \( s_{2}^{(1)}, \) and \( s_{3}^{(1)} \) are the expressions on the right sides of Eqs. (2.59)–(2.61), respectively. Several comments can be made about Eqs. (3.14a, b) and (3.15a, b):

(a) Eqs. (3.15a, b) simply say that the expressions on the right sides are denoted by the notations on the left sides, respectively. Contrarily, Eqs. (2.67) and (2.68) say that the marching variables on the left sides are assigned the values of the expressions on the right sides, respectively.

(b) Because the expressions on the right sides of Eqs. (3.15a, b) are functions of the marching variables at the \( n+1/2 \)th time level, so are \( (u_{\eta}^{n+1/2})_{j,k} \) and \( (u_{\eta}^{n+1/2})_{j,k} \).

(c) Eqs. (2.30), (2.67), (3.13), (3.14a), and (3.15a) imply that both \( (u_{\eta}^{n+1/2})_{j,k} \) and \( (u_{\eta}^{n+1/2})_{j,k} \) are numerical analogues of \( \partial u / \partial \zeta \) at the mesh point \( (j,k,n + 1/2) \), normalized by \( \Delta \zeta / 6 \). Similar interpretations can be given to \( (u_{\eta}^{n+1/2})_{j,k} \) and \( (u_{\eta}^{n+1/2})_{j,k} \).

(d) \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) and \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) are defined as a result of a geometric construction involving finite-difference approximations. Generally, numerical dissipation will be introduced as a result of using such numerical analogues. On the other hand, \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) and \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) emerge from the development of the 2D \( a-\epsilon \) scheme which is free from numerical dissipation. In the following, the 2D \( a-\epsilon \) scheme will be constructed such that (i) \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) is a weighted average of \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) and \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) with the weight factors \( 2\epsilon \) and \( 1 - 2\epsilon \), respectively; and (ii) \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) is a weighted average of \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) and \( (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \) with the weight factors \( 2\epsilon \) and \( 1 - 2\epsilon \), respectively. As a result, numerical dissipation may be controlled by varying the value of \( \epsilon \).

To proceed, for any \( (j,k,n + 1/2) \in \Omega_{1}, \) let

\[ (du_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \equiv 2 \left[ (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} - (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \right] \tag{3.16} \]

and

\[ (du_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \equiv 2 \left[ (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} - (u_{\eta}^{n+1/2})_{j,k}^{\eta+1/2} \right] \tag{3.17} \]

Then, with the aid of Eqs. (3.8), (3.11), (3.12),
\( (du^+_{\zeta})^{n+1/2}_{j,k} = \frac{1}{3} \left[ \left( u + 4u^+_{\zeta} - 2u^+_\eta \right)^n_{(j,k,1,2)} \right. \]
\[ \left. - \left( u - 2u^+_{\zeta} - 2u^+_\eta \right)^n_{(j,k,1,1)} \right] \]  
\[ (du^+_\eta)^{n+1/2}_{j,k} = \frac{1}{3} \left[ \left( u - 2u^+_{\zeta} + 4u^+_\eta \right)^n_{(j,k,1,3)} \right. \]
\[ \left. - \left( u - 2u^+_{\zeta} - 2u^+_\eta \right)^n_{(j,k,1,1)} \right] \]  

Thus both \((du^+_{\zeta})^{n+1/2}_{j,k}\) and \((du^+_\eta)^{n+1/2}_{j,k}\) are functions of the marching variables at the \(n+1/2\)th time level. As will be shown shortly, they play a key role in the first marching step of the 2D \(\alpha\)-\(\epsilon\) scheme.

Next we consider Fig. 12(b). For any \((j, k, n+1) \in \Omega_2\), let
\[ u_{\ell}^{n+1}_{(j,k,2,\ell)} \equiv \left( u + \frac{\Delta t}{2} u_t \right)^{n+1/2}_{(j,k,2,\ell)} \]  
where \(\ell = 1, 2, 3\). Then it can be shown that
\[ u_{\ell}^{n+1}_{(j,k,2,\ell)} = \left[ u - 2 \left( \nu^+_{\zeta} u_{\zeta}^+ + \nu^+_\eta u^+_\eta \right) \right]^{n+1/2}_{(j,k,2,\ell)} \]  

In Fig. 12(b), the points \(P, Q,\) and \(R\) are on a plane represented by
\[ u = (u^+_{\zeta})^{n+1}_{j,k} (\zeta - j \Delta \zeta) + (u^+_{\eta})^{n+1}_{j,k} (\eta - k \Delta \eta) + u^{n+1}_{j,k} \]  
where
\[ u^{n+1}_{j,k} \equiv \frac{1}{3} \left[ u^{n+1}_{(j,k,2,1)} + u^{n+1}_{(j,k,2,2)} + u^{n+1}_{(j,k,2,3)} \right] \]  

Moreover, the current counterparts to Eqs. (3.14a,b) and (3.15a,b) are
\[ (u^+_{\zeta})^{n+1}_{j,k} \equiv \Delta \zeta \frac{1}{6} (u^+_{\zeta})^{n+1}_{j,k} \]  
\[ (u^+_{\eta})^{n+1}_{j,k} \equiv \Delta \eta \]  

\[ (u^+_{\zeta})^{n+1}_{j,k} \equiv \Delta \zeta \frac{1}{6} (u^+_{\zeta})^{n+1}_{j,k} \]  
\[ (u^+_{\eta})^{n+1}_{j,k} \equiv \Delta \eta \]  

\[ (u^+_{\zeta})^{n+1}_{j,k} \equiv \Delta \zeta \frac{1}{6} (u^+_{\zeta})^{n+1}_{j,k} \]  
\[ (u^+_{\eta})^{n+1}_{j,k} \equiv \Delta \eta \]  

\[ (u^+_{\zeta})^{n+1}_{j,k} \equiv \Delta \zeta \frac{1}{6} (u^+_{\zeta})^{n+1}_{j,k} \]  
\[ (u^+_{\eta})^{n+1}_{j,k} \equiv \Delta \eta \]  

Thus both \((du^+_{\zeta})^{n+1/2}_{j,k}\) and \((du^+_\eta)^{n+1/2}_{j,k}\) are functions of the marching variables at the \(n+1/2\)th time level. As will be shown shortly, they play a key role in the first marching step of the 2D \(\alpha\)-\(\epsilon\) scheme.
and (3.33) are functions of the marching variables at the nth time level. Moreover, according to Eqs. (3.16) and (3.17), Eqs. (3.32) and (3.33) can also be expressed as

\[(u_\zeta)_{j,k}^{n+1/2} = (u_\zeta^+)_{j,k}^{n+1/2} + (\epsilon - 1/2)(du_\zeta^+)_{j,k}^{n+1/2} \] (3.34)

and

\[(u_\eta)_{j,k}^{n+1/2} = (u_\eta^+)_{j,k}^{n+1/2} + (\epsilon - 1/2)(du_\eta^+)_{j,k}^{n+1/2} \] (3.35)

respectively.

The second marching step is formed by Eq. (2.69),

\[(u_\zeta)_{j,k}^{n+1} = (u_\zeta^+)_{j,k}^{n+1} + \epsilon (du_\zeta^+)_{j,k}^{n+1} \] (3.36)

and

\[(u_\eta)_{j,k}^{n+1} = (u_\eta^+)_{j,k}^{n+1} + \epsilon (du_\eta^+)_{j,k}^{n+1} \] (3.37)

where \((j, k, n + 1) \in \Omega_2\). It was explained earlier that the expressions on the right sides of Eqs. (3.36) and (3.37) are functions of the marching variables at the \((n + 1/2)\)th time level. Furthermore, according to Eqs. (3.28) and (3.29), Eqs. (3.36) and (3.37) can also be expressed as

\[(u_\zeta)_{j,k}^{n+1} = (u_\zeta^+)_{j,k}^{n+1} + (\epsilon - 1/2)(du_\zeta^+)_{j,k}^{n+1} \] (3.38)

and

\[(u_\eta)_{j,k}^{n+1} = (u_\eta^+)_{j,k}^{n+1} + (\epsilon - 1/2)(du_\eta^+)_{j,k}^{n+1} \] (3.39)

respectively.

At this juncture, note that:

(a) With the aid of Eqs. (3.15a,b) and (3.27a,b), it is seen that Eqs. (3.32), (3.33), (3.36), and (3.37), respectively, are reduced to Eqs. (2.67), (2.68), (2.70), and (2.71) when \(\epsilon = 0\). As a result, the 2D a-\(\varphi\) scheme becomes the 2D a scheme when \(\epsilon = 0\).

(b) For the special case with \(\epsilon = 1/2\), Eqs. (3.34), (3.35), (3.38), and (3.39) are reduced to the forms that represent the finite-difference approximations defined in Eqs. (3.11), (3.12), (3.14a,b), and (3.24)–(3.26a,b). However, Eqs. (2.66) and (2.69), which are independent of \(\epsilon\) and therefore always part of the a-\(\varphi\) scheme, are the results of the flux conservation conditions Eqs. (3.3) and (3.4).

(c) With the aid of Eqs. (2.30) and (3.18), Eq. (3.32) can be rewritten as

\[ (u_\zeta^+)_{j,k}^{n+1/2} = \frac{6}{\Delta \zeta} (u_\zeta^+)_{j,k}^{n+1/2} \]

\[+ \epsilon \left[ \left( \frac{6u}{\Delta \zeta} + 4u_\zeta - \frac{2(\xi u)}{\Delta \zeta} \right)_{j,k}^{n+1/2} \right] \]

\[ (j,k;1,2) \]

Let (i) \((u_\zeta^+)_{j,k;1,2}^{n+1/2}\), \((u_\eta^+)_{j,k;1,2}^{n+1/2}\), and \((u_\eta^+)_{j,k;1,2}^{n+1/2}\) be identified with the values of \(u\), \(\partial u/\partial \zeta\), and \(\partial u/\partial \eta\) at the mesh point \((j, k, 1, 2), n\), respectively; and (ii) \((u_\zeta^+)_{j,k;1,1}^{n+1/2}\), \((u_\eta^+)_{j,k;1,1}^{n+1/2}\), and \((u_\eta^+)_{j,k;1,1}^{n+1/2}\) be identified with the values of \(u\), \(\partial u/\partial \zeta\), and \(\partial u/\partial \eta\) at the mesh point \((j, k, 1, 1), n\), respectively. Then it can be shown that the expression within the brackets on the right side of Eq. (3.40) is \(O(\Delta \zeta, \Delta \eta)\). Furthermore, because Eq. (2.28) is applicable within \(SE(j, k, n)\) only, the expression that is enclosed within the first bracket on the right side of Eq. (2.28) is \(O(\Delta \zeta, \Delta t)\). From the above considerations, one concludes that the addition of the extra term involving \(\epsilon\) on the right side of Eq. (3.40) may result in errors that are second order in \(\Delta \zeta, \Delta \eta, \) and \(\Delta t\). In other words, the addition of the term involving \(\epsilon\) does not result in a scheme of lower order of accuracy. A similar conclusion is also applicable to Eqs. (3.33), (3.36), and (3.37).

(d) Equations (3.11), (3.13), and (3.14a) imply that \((u_\zeta^+)_{j,k}^{n+1/2}\) is proportional to the directional derivative along the \(\zeta\)-direction on the plane that contains points \(P, Q,\) and \(R\) which are depicted in Fig. 12(a). According to Eq. (3.16), \((du_\zeta^+)_{j,k}^{n+1/2}\) is twice the difference between \((u_\zeta^+)_{j,k}^{n+1/2}\) and its counterpart in the 2D a scheme. Note that the variable \((du_\zeta^+)_{j,k}^{n+1/2}\), that appears in Eqs. (3.2) and (3.10) of [1,9], plays a role in the 1D a-\(\varphi\) scheme similar to that of \((u_\zeta^+)_{j,k}^{n+1/2}\) in the present 2D a-\(\varphi\) scheme. It can be shown that \((du_\zeta^+)_{j,k}^{n+1/2}\) is equal to the difference between two slopes. The first slope is the central difference given on the right side of Eq. (3.10) in [1,9]. The second slope is the counterpart of the first in the 1D a scheme. Thus the 2D a-\(\varphi\) scheme is a natural extension of the 1D a-\(\varphi\) scheme.

The a-\(\varphi\) scheme will take the form of Eqs. (2.73) and (2.74) if the 3 x 3 matrices \(Q_k^{(b)}\), \(k = 1,2,\) and \(\ell = 1,2,3\) take the form to be specified immediately. Because of the limitation imposed by the current double-column format, their elements can only
be specified row by row, sequentially. Furthermore, for the sake of simplicity, the elements of the matrices $3Q_k^{(k)}$ will be listed:

$3Q_1^{(1)}$:

$1 - \nu - \nu_7, (1 - \nu - \nu_7) (1 + \nu_7), 1 - \epsilon, -(1 + \nu - 2\epsilon), - (1 + \nu - 2\epsilon), - (1 + \nu - 2\epsilon)$. 

$3Q_1^{(2)}$:

$1 + \nu_7, -(1 + \nu_7)(1 + \nu_7), 1 - \epsilon, -(1 + \nu_7 - 2\epsilon), -(1 + \nu_7 - 2\epsilon)$. 

$3Q_1^{(3)}$:

$1 + \nu, -(1 + \nu)(1 + \nu), 1 - \epsilon, -(1 + \nu - 2\epsilon), -(1 + \nu - 2\epsilon)$. 

It is shown in [2] that (i) the 2D $a$-$c$ scheme is unstable if $c < 0$ or $c > 1$, and (ii) numerical diffusion increases as $c$ increases, at least in the range of $0 < c < 0.65$. In order to suppress numerical oscillations near a discontinuity, one may be forced to choose a large $E$. However, with such a choice, the smooth part of a solution may become highly diffusive. To resolve this dilemma, in the following, we shall construct a generalization of the $a$-$c$ scheme.

To proceed, let $(j, k, n + 1/2) \in \Omega_1$ and consider Fig. 13(a). This figure is essentially identical to Fig. 12(a) except that point $O$ in the latter is replaced by point $O'$ in the former. The coordinates of point $O'$ are $(o(j, k), 0, 0, 0)$. Let planes $#1, #2, \text{and} #3$, respectively, be the planes containing the following trios of points: (i) points $O', Q, \text{and} R$; (ii) points $O', R, \text{and} P$; and (iii) points $O', P, \text{and} Q$. Then in general these planes differ from one another and from the plane that contains points $P, Q, \text{and} R$. In the following, first we shall study the former three planes.

As a preliminary, let

$\Delta x_\epsilon \equiv u_{(e)^{n+1/2}} - u_{(e)^{n+1/2}}, \quad \epsilon = 1, 2, 3 \quad (3.41)$

$(u_{(1)}^{(1)})^{n+1/2}_{j,k} = -(2x_2 + x_3)/\Delta \zeta \quad (3.42)$

$(u_{(1)}^{(2)})^{n+1/2}_{j,k} = -(2x_1 + x_3)/\Delta \zeta \quad (3.43)$

Moreover, for $\epsilon = 1, 2, 3$, let

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{\Delta \zeta}{2w} (u_{(1)}^{(1)})^{n+1/2}_{j,k} + \frac{\Delta \eta}{2w} (u_{(1)}^{(1)})^{n+1/2}_{j,k} \quad (3.44)$

and

$(u_1^{(2)})^{n+1/2}_{j,k} = \frac{(3w + w)z_2 + (3w - w)z_3}{2w} \quad (3.45)$

$(u_1^{(3)})^{n+1/2}_{j,k} = \frac{3z_1}{2w} \quad (3.46)$

$(u_1^{(4)})^{n+1/2}_{j,k} = \frac{3z_1}{2w} \quad (3.47)$

$(u_1^{(5)})^{n+1/2}_{j,k} = \frac{(w - 3b)z_1 + 2wx_2}{2w} \quad (3.48)$

It is shown in [2] that (i) the 2D $a$-$c$ scheme is unstable if $c < 0$ or $c > 1$, and (ii) numerical diffusion increases as $c$ increases, at least in the range of $0 < c < 0.65$. In order to suppress numerical oscillations near a discontinuity, one may be forced to choose a large $E$. However, with such a choice, the smooth part of a solution may become highly diffusive. To resolve this dilemma, in the following, we shall construct a generalization of the $a$-$c$ scheme.

To proceed, let $(j, k, n + 1/2) \in \Omega_1$ and consider Fig. 13(a). This figure is essentially identical to Fig. 12(a) except that point $O$ in the latter is replaced by point $O'$ in the former. The coordinates of point $O'$ are $(o(j, k), 0, 0, 0)$. Let planes $#1, #2, \text{and} #3$, respectively, be the planes containing the following trios of points: (i) points $O', Q, \text{and} R$; (ii) points $O', R, \text{and} P$; and (iii) points $O', P, \text{and} Q$. Then in general these planes differ from one another and from the plane that contains points $P, Q, \text{and} R$. In the following, first we shall study the former three planes.

As a preliminary, let

$\Delta x_\epsilon \equiv u_{(e)^{n+1/2}} - u_{(e)^{n+1/2}}, \quad \epsilon = 1, 2, 3 \quad (3.41)$

$(u_{(1)}^{(1)})^{n+1/2}_{j,k} = -(2x_2 + x_3)/\Delta \zeta \quad (3.42)$

$(u_{(1)}^{(2)})^{n+1/2}_{j,k} = -(2x_1 + x_3)/\Delta \zeta \quad (3.43)$

Moreover, for $\epsilon = 1, 2, 3$, let

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{\Delta \zeta}{2w} (u_{(1)}^{(1)})^{n+1/2}_{j,k} + \frac{\Delta \eta}{2w} (u_{(1)}^{(1)})^{n+1/2}_{j,k} \quad (3.44)$

and

$(u_1^{(2)})^{n+1/2}_{j,k} = \frac{(3w + w)z_2 + (3w - w)z_3}{2w} \quad (3.45)$

$(u_1^{(3)})^{n+1/2}_{j,k} = \frac{3z_1}{2w} \quad (3.46)$

$(u_1^{(4)})^{n+1/2}_{j,k} = \frac{3z_1}{2w} \quad (3.47)$

$(u_1^{(5)})^{n+1/2}_{j,k} = \frac{(w - 3b)z_1 + 2wx_2}{2w} \quad (3.48)$

With the aid of Eqs. (2.20) and (2.22), we have

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{\Delta \zeta}{2w} (u_{(1)}^{(1)})^{n+1/2}_{j,k} + \frac{\Delta \eta}{2w} (u_{(1)}^{(1)})^{n+1/2}_{j,k} \quad (3.50)$

and

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{(3w + w)z_2 + (3w - w)z_3}{2w} \quad (3.51)$

Combining Eqs. (3.42)-(3.47) with Eqs. (3.50) and (3.51), one has

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{(3w + w)z_2 + (3w - w)z_3}{2w} \quad (3.52)$

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{3z_1}{2w} \quad (3.53)$

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{3z_1}{2w} \quad (3.54)$

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{(3w + w)z_2 + (3w - w)z_3}{2w} \quad (3.55)$

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{3z_1}{2w} \quad (3.56)$

$(u_1^{(1)})^{n+1/2}_{j,k} = \frac{(w - 3b)z_1 + 2wx_2}{2w} \quad (3.57)$
With the above preparations, it can be shown that, for each \( \ell = 1, 2, 3 \), plane \( \# \ell \) is represented by

\[
u = (\zeta^{(\ell)})_{j,k}^{n+1/2} (\zeta - j\Delta\zeta) + (\eta^{(\ell)})_{j,k}^{n+1/2} (\eta - k\Delta\eta)
+ \nu_{j,k}^{n+1/2},
\]

if the coordinates \((\zeta, \eta)\) are used. Alternatively, it is represented by

\[
u = (u_{x}^{(\ell)})_{j,k}^{n+1/2} (x - x_{j,k}) + (u_{y}^{(\ell)})_{j,k}^{n+1/2} (y - y_{j,k})
+ \nu_{j,k}^{n+1/2},
\]

if the coordinates \((x, y)\) are used. Using Eqs. (3.58) and (3.59), one concludes that, at any point on plane \( \# \ell, \ell = 1, 2, 3 \), we have

\[
\begin{align*}
\frac{\partial u}{\partial \zeta} &= (\zeta^{(\ell)})_{j,k}^{n+1/2}, \quad \text{and} \quad \frac{\partial u}{\partial \eta} = (\eta^{(\ell)})_{j,k}^{n+1/2} \quad \text{(3.60)}
\end{align*}
\]

and

\[
\begin{align*}
\frac{\partial u}{\partial x} &= (u_{x}^{(\ell)})_{j,k}^{n+1/2}, \quad \text{and} \quad \frac{\partial u}{\partial y} = (u_{y}^{(\ell)})_{j,k}^{n+1/2} \quad \text{(3.61)}
\end{align*}
\]

Note that Eq. (3.60) is the current counterpart of Eq. (3.13) which is applicable to any point on the plane that contains points \( P, Q, \) and \( R \). Let \( \nabla u \) be the gradient of \( u \). Then Eq. (3.61) implies that, at any point on plane \( \# \ell, \ell = 1, 2, 3 \), we have

\[
\|\nabla u\| = (\theta_{\ell})_{j,k}^{n+1/2} \equiv \sqrt{(\zeta^{(\ell)})^{2} + (\eta^{(\ell)})^{2}}_{j,k}^{n+1/2} \quad \text{(3.62)}
\]

To proceed further, we introduce the current counterpart of Eqs. (3.14a,b), i.e.,

\[
(\zeta^{(\ell)+})_{j,k}^{n+1/2} \equiv \frac{\Delta\zeta}{\Delta t} (\zeta^{(\ell)})_{j,k}^{n+1/2} \quad \text{(3.63a)}
\]

and

\[
(\eta^{(\ell)+})_{j,k}^{n+1/2} \equiv \frac{\Delta\eta}{\Delta t} (\eta^{(\ell)})_{j,k}^{n+1/2} \quad \text{(3.63b)}
\]

Then Eqs. (3.11), (3.12), (3.14a,b), and (3.41)–(3.47) imply that

\[
(\zeta^{(\ell)+})_{j,k}^{n+1/2} = \left[ \frac{1}{3} (\zeta_{1}^{(\ell)+} + \zeta_{2}^{(\ell)+} + \zeta_{3}^{(\ell)+}) \right]_{j,k}^{n+1/2} \quad \text{(3.64)}
\]

and

\[
(\eta^{(\ell)+})_{j,k}^{n+1/2} = \left[ \frac{1}{3} (\eta_{1}^{(\ell)+} + \eta_{2}^{(\ell)+} + \eta_{3}^{(\ell)+}) \right]_{j,k}^{n+1/2} \quad \text{(3.65)}
\]

i.e., (i) \( \zeta^{(\ell)+} \) is the simple average of \( u_{z}^{(\ell)+}, \ell = 1, 2, 3 \), and (ii) \( \eta^{(\ell)+} \) is the simple average of \( u_{y}^{(\ell)+}, \ell = 1, 2, 3 \). Note that, for simplicity, hereafter we may suppress the space-time mesh indices if no confusion could occur.

The first marching step of the generalized \( \alpha-\epsilon \) scheme will be formed using Eqs. (2.66), (3.34), and (3.35) except that (i) \( \zeta^{(\ell)+} \) in Eq. (3.34) is replaced by a nonlinear weighted average of \( u_{z}^{(\ell)+}, \ell = 1, 2, 3 \), and (ii) \( \eta^{(\ell)+} \) in Eq. (3.35) is replaced by a nonlinear weighted average of \( u_{y}^{(\ell)+}, \ell = 1, 2, 3 \). The design of these weighted averages will be guided by the requirement that the weight assigned to a quantity associated with plane \( \# \ell \) is greater if \( \theta_{\ell} \) is smaller. This requirement is similar to that used in the construction of an 1D Euler solver described in [1,9].

To proceed, for any \( \alpha \geq 0 \), we shall define \( u_{z}^{w+} \) and \( u_{y}^{w+} \), the weighted-average counterparts of \( \zeta^{(\ell)+} \) and \( \eta^{(\ell)+} \), respectively. Let

\[
u_{z}^{w+} = 0, \quad \text{if} \quad \theta_{1} = \theta_{2} = \theta_{3} = 0; \quad \text{(3.66a)}
\]

and

\[
u_{z}^{w+} = \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \left( \frac{\zeta_{1}^{(\ell)+}}{\theta_{1}} + \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \left( \frac{\eta_{1}^{(\ell)+}}{\theta_{1}} + \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \left( \frac{\zeta_{3}^{(\ell)+}}{\theta_{1}} + \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \right) \right) \right) \quad \text{(3.66b)}
\]

otherwise. Also, let

\[
u_{y}^{w+} = 0, \quad \text{if} \quad \theta_{1} = \theta_{2} = \theta_{3} = 0; \quad \text{(3.67a)}
\]

and

\[
u_{y}^{w+} = \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \left( \frac{\eta_{1}^{(\ell)+}}{\theta_{1}} + \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \left( \frac{\zeta_{1}^{(\ell)+}}{\theta_{1}} + \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \left( \frac{\eta_{3}^{(\ell)+}}{\theta_{1}} + \left( \frac{\theta_{2} \theta_{3}}{\theta_{1}} \right) \right) \right) \right) \quad \text{(3.67b)}
\]

otherwise. Note that the denominators of the fractions on the right sides of Eqs. (3.66b) and (3.67b) vanish if \( \alpha > 0 \), and any two of \( \theta_{1}, \theta_{2}, \) and \( \theta_{3} \) vanish. Thus, consistency of the above definitions requires the proof of the proposition: \( \theta_{1} = \theta_{2} = \theta_{3} = 0, \) if any two of \( \theta_{1}, \theta_{2}, \) and \( \theta_{3} \) vanish.

Proof: As an example, let \( \theta_{1} = \theta_{2} = 0 \). Then Eq. (3.62) implies that \( u_{z}^{(\ell)} = u_{y}^{(\ell)} = \ell = 1, 2, 3 \). In turn, Eqs. (3.52)–(3.55) imply that \( x_{1} = x_{2} = x_{3} = 0 \). \( \theta_{3} = 0 \) now follows from Eqs. (3.56), (3.57), and (3.62).

QED.

As a result of Eq. (3.66b), we have

\[
u^{w+} = \left\{ \begin{array}{ll}
u_{z}^{(\ell)+}, & \text{if} \quad \theta_{1} = 0, \theta_{2} > 0, \text{and} \theta_{3} > 0; \\
u_{z}^{(\ell)+}, & \text{if} \quad \theta_{2} = 0, \theta_{1} > 0, \text{and} \theta_{3} > 0; \\
u_{z}^{(\ell)+}, & \text{if} \quad \theta_{3} = 0, \theta_{1} > 0, \text{and} \theta_{2} > 0. \\
\end{array} \right. \quad \text{(3.68)}
\]
Assuming $\theta_\ell > 0$, $\ell = 1, 2, 3$, we have

$$u^{w+}_\ell = \frac{(1/\theta_1)u^{(1)+}_\ell + (1/\theta_2)u^{(2)+}_\ell + (1/\theta_3)u^{(3)+}_\ell}{(1/\theta_1) + (1/\theta_2) + (1/\theta_3)}$$

(3.69)

Thus the weight assigned to $u^{(\ell)+}_\ell$ is proportional to $(1/\theta_\ell)^\alpha$. By using Eqs. (3.64), (3.66a), and (3.69), one arrives at the conclusion that

$$u^{w+}_\ell = u^{+}_\ell, \quad \text{if} \quad \theta_1 = \theta_2 = \theta_3.$$  

(3.70)

Obviously Eqs. (3.68)–(3.70) are still valid if each symbol $\zeta$ is replaced by the symbol $\eta$.

On the smooth part of a solution, $\theta_1, \theta_2$, and $\theta_3$ are nearly equal. Thus the weighted averages $u^{w+}_\ell$ and $u^{\zeta+}_\ell$ are nearly equal to the simple averages $u^{+}_\ell$ and $u^{\zeta+}_\ell$, respectively (see Eqs. (3.64) and (3.65)). In other words, the effect of weighted-averaging generally is not discernible on the smooth part of a solution.

Next let $(j, k, n+1) \in \Omega_2$ and consider Fig. 13(b). The third coordinate $u^{(3)}_{j,k}$ of point $O_3$ is that defined in Eq. (2.69). Let planes $#1, #2,$ and $#3$, respectively, be the planes containing the following trio of points:

(i) points $O^*, Q$, and $R$; (ii) points $O^*, R$, and $P$; and

(iii) points $O^*, P$, and $Q$. In the following, we shall study these planes.

As a preliminary, let

$$y_\ell \eqdef u^{(n+1)}_{j,k,\ell} - u^{(j+1)}_{j,k,\ell}, \quad \ell = 1, 2, 3$$

(3.71)

$$\begin{align*}
(u^{(1)+}_{j,k})^{n+1} &\eqdef (2y_2 + y_3)/\Delta \zeta \\
(u^{(1)+}_{j,k})^{n+1} &\eqdef (y_2 + 2y_3)/\Delta \eta \\
(u^{(3)+}_{j,k})^{n+1} &\eqdef -(2y_1 + y_3)/\Delta \zeta \\
(u^{(2)+}_{j,k})^{n+1} &\eqdef (y_3 - y_1)/\Delta \eta \\
(u^{(3)+}_{j,k})^{n+1} &\eqdef (y_2 - y_1)/\Delta \zeta \\
(u^{(3)+}_{j,k})^{n+1} &\eqdef -(2y_1 + y_2)/\Delta \eta
\end{align*}$$

(3.72–3.76)

and

$$\begin{align*}
(u^{(1)+}_{j,k})^{n+1} &\eqdef \left(\frac{\partial u^{(1)+}_{j,k}}{\partial \zeta} + \frac{\partial u^{(2)+}_{j,k}}{\partial \eta}\right) \\
(u^{(2)+}_{j,k})^{n+1} &\eqdef \left(\frac{\partial u^{(1)+}_{j,k}}{\partial \eta} - \frac{\partial u^{(3)+}_{j,k}}{\partial \eta}\right)
\end{align*}$$

(3.77)

Moreover, for $\ell = 1, 2, 3$, let

$$\begin{align*}
(u^{(1)+}_{j,k})^{n+1} &\eqdef (u^{(1)+}_{j,k})^{n+1} + \frac{\partial u^{(1)+}_{j,k}}{\partial \zeta} + \frac{\partial u^{(2)+}_{j,k}}{\partial \eta} \\
(u^{(2)+}_{j,k})^{n+1} &\eqdef (u^{(1)+}_{j,k})^{n+1} - \frac{\partial u^{(1)+}_{j,k}}{\partial \eta} + \frac{\partial u^{(3)+}_{j,k}}{\partial \eta}
\end{align*}$$

(3.78)

and

$$\begin{align*}
(u^{(1)+}_{j,k})^{n+1} &\eqdef \frac{1}{n+1} \left[ (u^{(1)+}_{j,k})^{n+1} + \frac{\partial u^{(1)+}_{j,k}}{\partial \zeta} + \frac{\partial u^{(2)+}_{j,k}}{\partial \eta}\right] \\
(u^{(2)+}_{j,k})^{n+1} &\eqdef \frac{1}{n+1} \left[ (u^{(1)+}_{j,k})^{n+1} - \frac{\partial u^{(1)+}_{j,k}}{\partial \eta} + \frac{\partial u^{(3)+}_{j,k}}{\partial \eta}\right]
\end{align*}$$

(3.79)

With the above definitions, Eqs. (3.50) and (3.51) remain valid if each upper index $n+1/2$ is replaced by $n+1$. As a result, Eqs. (3.72)–(3.77) imply that

$$\begin{align*}
(u^{(1)+}_{j,k})^{n+1} &= \frac{3}{2w}(y_2 + y_3) \\
(u^{(2)+}_{j,k})^{n+1} &= \frac{3y_1}{2w} \\
(u^{(3)+}_{j,k})^{n+1} &= \frac{3y_1}{2w}
\end{align*}$$

(3.80–3.82)

and

$$\begin{align*}
(u^{(1)+}_{j,k})^{n+1} &= \frac{3b + w}{2w}(y_2 + y_3) \\
(u^{(2)+}_{j,k})^{n+1} &= \frac{3b + w}{2w}(y_1 + 2y_3) \\
(u^{(3)+}_{j,k})^{n+1} &= \frac{3b + w}{2w}(y_1 + 2y_3)
\end{align*}$$

(3.83–3.85)

With the above preparations, the earlier developments that involve Eqs. (3.58)–(3.70) can be repeated for the current case with the only change being the replacement of each upper index $n+1/2$ by $n+1$. Particularly, $(u^{(1)+}_{j,k})^{n+1}$ and $(u^{(2)+}_{j,k})^{n+1}$ can be defined using Eqs. (3.66a,b) and (3.67a,b) with the understanding that each symbol in these equations is associated with the mesh point $(j, k, n+1)$.

The generalized $a$-$c$ scheme, referred to as the weighted-average $a$-$c$ scheme, can now be stated. It consists of two marching steps. The first is formed by Eq. (2.66),

$$\begin{align*}
(u^{+}_{j,k})^{n+1/2} &= (u^{+}_{j,k})^{n+1/2} + (\epsilon - 1/2)(du^{+}_{j,k})^{n+1/2} \\
(u^{+}_{j,k})^{n+1/2} &= (u^{+}_{j,k})^{n+1/2} + (\epsilon - 1/2)(du^{+}_{j,k})^{n+1/2}
\end{align*}$$

(3.86–3.87)

where $(j, k, n+1/2) \in \Omega_1$. The second is formed by Eq. (2.69),

$$\begin{align*}
(u^{+}_{j,k})^{n+1} &= (u^{+}_{j,k})^{n+1} + (\epsilon - 1/2)(du^{+}_{j,k})^{n+1} \\
(u^{+}_{j,k})^{n+1} &= (u^{+}_{j,k})^{n+1} + (\epsilon - 1/2)(du^{+}_{j,k})^{n+1}
\end{align*}$$

(3.88)
\[(u_1)_{j,k}^{n+1} = (u_1)_{j,k}^n + (\epsilon - 1/2)(du_2)_{j,k}^{n+1}\]  
(3.89)

where \((j, k, n + 1) \in \Omega_2\).

Note that, according to Eq. (3.62), evaluation of \((\theta_i)^\alpha\) does not involve a fractional power if \(\alpha\) is an even integer. Because a fractional power is costly to evaluate, use of the generalized \(a-c\) scheme is less costly when \(\alpha\) is an even integer.

4. The 2D Euler Solvers

We consider a dimensionless form of the 2D unsteady Euler equations of a perfect gas. Let \(\rho, u, v, p,\) and \(\gamma\) be the mass density, \(x\)-velocity component, \(y\)-velocity component, static pressure, and constant specific heat ratio, respectively. Let

\[
\begin{align*}
  u_1 & = \rho, \quad u_2 = \rho u, \quad u_3 = \rho v \\
  u_4 & = p/(\gamma - 1) + \rho(u^2 + v^2)/2
\end{align*}
\]  
(4.1a)

\[
  f_1^x = u_2, \\
  f_2^x = (\gamma - 1)u_4 + (3 - \gamma)(u_2)^2/(2u_1) - (\gamma - 1)(u_3)^2/(2u_1), \\
  f_3^x = u_2 u_3/u_1,
\]  
(4.2)

\[
  f_1^y = \gamma u_2 u_4/u_1 - (1/2)(\gamma - 1)u_2 [(u_2)^2 + (u_3)^2]/(u_1)^2, \\
  f_2^y = u_2 u_3/u_1,
\]  
(4.3)

\[
  f_3^y = (\gamma - 1)u_4 + (3 - \gamma)(u_3)^2/(2u_1) - (\gamma - 1)(u_2)^2/(2u_1)
\]  
(4.4)

and

\[
  f_4^x = \gamma u_3 u_4/u_1 - (1/2)(\gamma - 1)u_3 [(u_2)^2 + (u_3)^2]/(u_1)^2
\]  
(4.5)

Then the Euler equations can be expressed as

\[
\frac{\partial u_m}{\partial t} + \frac{\partial f_m^x}{\partial x} + \frac{\partial f_m^y}{\partial y} = 0, \quad m = 1, 2, 3, 4
\]  
(4.10)

The integral form of Eq. (4.10) in space-time \(E_3\) is

\[
\oint_{S(V)} \vec{h}_m \cdot d\vec{s} = 0, \quad m = 1, 2, 3, 4
\]  
(4.11)

where

\[
\vec{h}_m = (f_m^x, f_m^y, u_m), \quad m = 1, 2, 3, 4
\]  
(4.12)

are the space-time mass, \(x\)-momentum component, \(y\)-momentum component, and energy current density vectors, respectively.

As a preliminary, let

\[
\begin{align*}
  f_m^x & \equiv \partial f_m^x/\partial u_4, \quad f_m^y \equiv \partial f_m^x/\partial u_2
\end{align*}
\]  
(4.13)

where \(m, \ell = 1, 2, 3, 4\). The matrices formed by \(f_m^x, f_m^y, f_m^\ell, \) and \(f_m^\ell, m = 1, 2, 3, 4, \) respectively, are given in [2]. Because \(f_4^x, f_4^y, \) and \(f_4^\ell, m = 1, 2, 3, 4, \) are homogeneous functions of degree 1 [19] in \(u_1, u_2, u_3, \) and \(u_4,\) we have

\[
\begin{align*}
  f_4^x & = f_4^y = f_4^\ell = 0
\end{align*}
\]  
(4.14)

For any \((x, y, t) \in SE(j, k, n), \) \(u_m(x, y, t)\), \(f_m^x(x, y, t), f_m^y(x, y, t),\) and \(h_m(x, y, t),\) respectively, are approximated by \(u_m^*(x, y, t; j, k, n), f_m^x(x, y, t; j, k, n), f_m^y(x, y, t; j, k, n),\) and \(h_m(x, y, t; j, k, n).\) They will be defined shortly. For \(m = 1, 2, 3, 4, \) let

\[
\begin{align*}
  u_m^*(x, y, t; j, k, n) & \equiv (u_m)^{j,k}_m + (u_m^x)^{j,k}_m(x - x_j, k) \\
  & \quad + (u_m^y)^{j,k}_m(y - y_j, k) + (u_m^\ell)^{j,k}_m(t - t^n)
\end{align*}
\]  
(4.15)

where \((u_m)^{j,k}_m, (u_m^x)^{j,k}_m, (u_m^y)^{j,k}_m,\) and \((u_m^\ell)^{j,k}_m\) are constants in \(SE(j, k, n).\) Obviously, they can be considered as the numerical analogues of the values of \(u_m, \partial u_m/\partial x, \partial u_m/\partial y,\) and \(\partial u_m/\partial t\) at \((x_j, y_k, t^n),\) respectively.

Let \((f_m^x)^{j,k}_m, (f_m^y)^{j,k}_m, (f_m^\ell)^{j,k}_m,\) and \((f_m^\ell)^{j,k}_m\) denote the values of \(f_m^x, f_m^y, f_m^\ell,\) and \(f_m^\ell, m = 1, 2, 3, 4,\) respectively, when \(u_m, m = 1, 2, 3, 4,\) respectively, assume the values of \((u_m)^{j,k}_m, m = 1, 2, 3, 4.\) Let

\[
\begin{align*}
  (f_m^x)^{j,k}_m & \equiv \sum_{\ell=1}^{4} (f_m^x)^{j,k}_m(u_{4\ell})^{j,k}_m \\
  (f_m^y)^{j,k}_m & \equiv \sum_{\ell=1}^{4} (f_m^y)^{j,k}_m(u_{4\ell})^{j,k}_m \\
  (f_m^\ell)^{j,k}_m & \equiv \sum_{\ell=1}^{4} (f_m^\ell)^{j,k}_m(u_{4\ell})^{j,k}_m \\
  (f_m^\ell)^{j,k}_m & \equiv \sum_{\ell=1}^{4} (f_m^\ell)^{j,k}_m(u_{4\ell})^{j,k}_m
\end{align*}
\]  
(4.16)

(4.17)

(4.18)

(4.19)

(4.20)
and

\[(f_m^v)_{j,k}^n \equiv \sum_{l=1}^{4} (f_m^v)_{j,k}^n(u_{l,t})_{j,k} \]  \hspace{1cm} (4.21)

Because (i)

\[\frac{\partial f_m^x}{\partial z} = \sum_{l=1}^{4} f_m^{x,l} \frac{\partial u_{l,t}}{\partial z}, \quad m = 1,2,3,4 \]  \hspace{1cm} (4.22)

and (ii) the expression on the right side of Eq. (4.16) is the numerical analogue of that on the right side of Eq. (4.22) at \((x_j,y_k,t^n)\), \((f_m^{x})_{j,k}^n\) can be considered as the numerical analogue of the value of \(\frac{\partial f_m^x}{\partial z}\) at \((x_j,y_k,t^n)\). Similarly, \((f_m^{y})_{j,k}^n\), \((f_m^{y})_{j,k}^n\), \((f_m^{y})_{j,k}^n\), \((f_m^{y})_{j,k}^n\), and \((f_m^{y})_{j,k}^n\) can be considered as the numerical analogues of the values of \(\frac{\partial f_m^x}{\partial y}\), \(\frac{\partial f_m^x}{\partial t}\), \(\frac{\partial f_m^y}{\partial x}\), \(\frac{\partial f_m^y}{\partial y}\), and \(\frac{\partial f_m^y}{\partial t}\) at \((x_j,y_k,t^n)\), respectively. As a result, we assume that, for \(m = 1,2,3,4\),

\[(f_m^{v})_{j,k}^n \equiv (f_m^{v})_{j,k}^n(x - x_j,k) + (f_m^{v})_{j,k}^n(y - y_j,k) + (f_m^{v})_{j,k}^n(t - t^n)\]  \hspace{1cm} (4.23)

and

\[(f_m^{v})_{j,k}^n \equiv (f_m^{v})_{j,k}^n(x - x_j,k) + (f_m^{v})_{j,k}^n(y - y_j,k) + (f_m^{v})_{j,k}^n(t - t^n)\]  \hspace{1cm} (4.24)

Also, as an analogue to Eq. (4.12), we assume that

\[
f_m^{v}(x,y,t;j,k,n) = \sum_{\ell=1}^{4} f_m^{v}(x,y,t;j,k,n) + (u_{m}^n(x,y,t;j,k,n), u_{m}^n(x,y,t;j,k,n))\]  \hspace{1cm} (4.25)

Note that, by their definitions: (i) \(f_m^{v}, f_m^{x}, f_m^{x,l}\), and \(f_m^{v}, m,\ell = 1,2,3,4\), are functions of \((u_m^n)_{j,k}\), \(m = 1,2,3,4\); (ii) \((f_m^{x})_{j,k}^n\) and \((f_m^{y})_{j,k}^n\), \(m = 1,2,3,4\), are functions of \((u_m^v)_{j,k}\) and \((u_m^{x})_{j,k}\), \(m = 1,2,3,4\); (iii) \((f_m^{x})_{j,k}^n\) and \((f_m^{x})_{j,k}^n\), \(m = 1,2,3,4\), are functions of \((u_m^{v})_{j,k}\) and \((u_m^{y})_{j,k}\), \(m = 1,2,3,4\); and (iv) \(f_m^{x}(j,k,n)\) and \(f_m^{x}(j,k,n)\) are functions of \((u_m^{v})_{j,k}\) and \((u_m^{v})_{j,k}\), \(m = 1,2,3,4\).

Moreover, we assume that, for any \((x,y,t) \in \text{SE}(j,k,n)\), and \(m = 1,2,3,4\),

\[
\frac{\partial u_m^{v}(x,y,t;j,k,n)}{\partial t} + \frac{\partial f_m^{v}(x,y,t;j,k,n)}{\partial t} + \frac{\partial f_m^{v}(x,y,t;j,k,n)}{\partial y} = 0
\]  \hspace{1cm} (4.26)

Note that Eq. (4.26) is the numerical analogue of Eq. (4.10). With the aid of Eqs. (4.15), (4.16), (4.20), (4.23), and (4.24), Eq. (4.26) implies that, for \(m = 1,2,3,4\),

\[
(u_{m}^n)_{j,k}^n = -(f_m^{v})_{j,k}^n - (f_m^{v})_{j,k}^n
\]  \hspace{1cm} (4.27)

Thus \((u_m^{v})_{j,k}^n\) are functions of \((u_m^{v})_{j,k}^n\), \((u_m^{v})_{j,k}^n\), and \((u_m^{v})_{j,k}^n\). From this result and the facts stated following Eq. (4.25), one concludes that the only independent discrete variables needed to be solved in the current marching scheme are \((u_m^{v})_{j,k}^n\), \((u_m^{v})_{j,k}^n\), and \((u_m^{v})_{j,k}^n\).

Consider the conservation elements depicted in Figs. 7(a) and 8(a). The Euler counterparts to Eqs. (2.12) and (2.13), respectively, are (i)

\[
\int_{S(CE_{1}(j,k,n+1/2))} \vec{h}_m^{*} \cdot d\vec{s} = 0 \quad (4.28)
\]

where \((j,k,n+1/2) \in \Omega_{1}\); and (ii)

\[
\int_{S(CE_{2}(j,k,n+1))} \vec{h}_m^{*} \cdot d\vec{s} = 0 \quad (4.29)
\]

where \((j,k,n+1) \in \Omega_{2}\). Note that \(\ell = 1,2,3,4\) in Eqs. (4.28) and (4.29).

Next we shall introduce the Euler counterparts of Eqs. (2.24), (2.25), (2.30), and (2.31). For any \((j,k,n) \in \Omega\), let

\[
(f_m^{v})_{j,k}^n \equiv T^{-1} (f_m^{v})_{j,k}^n \quad (4.30)
\]

and

\[
(u_m^{v})_{j,k}^n \equiv T^{\ell} (u_m^{v})_{j,k}^n \quad (4.31)
\]

where \(m,\ell = 1,2,3,4\). The normalized counterparts of those parameters defined in Eqs. (4.30) and (4.31) are

\[
(u_m^{v})_{j,k}^n \equiv \Delta \frac{\ell}{6} (u_m^{v})_{j,k}^n \quad (4.32a)
\]

\[
(u_m^{v})_{j,k}^n \equiv \Delta \frac{\ell}{6} (u_m^{v})_{j,k}^n \quad (4.32b)
\]

\[
(f_m^{v})_{j,k}^n \equiv \Delta t \frac{2}{\Delta \ell} (f_m^{v})_{j,k}^n \quad (4.33a)
\]

and

\[
(f_m^{v})_{j,k}^n \equiv \Delta t \frac{2}{\Delta \ell} (f_m^{v})_{j,k}^n \quad (4.33b)
\]
In the following development, for simplicity, we may strip from every variable in an equation its indices \( j, k, \) and \( n \) if all variables are associated with the same mesh point \( (j, k, n) \in \Omega \). Let \( F^c_+ \) and \( F^n_+ \), respectively, denote the \( 4 \times 4 \) matrices formed by \( f_{m,l}^c \) and \( f_{m,l}^n \), \( m, l = 1, 2, 3, 4 \). Let \( I \) be the \( 4 \times 4 \) identity matrix. Then the current counterparts to Eqs. (2.33)–(2.50) are

\[
\Sigma_{11}^{(1)\pm} \triangleq I - F^c_+ - F^n_+ \quad (4.34)
\]

\[
\Sigma_{12}^{(1)\pm} \triangleq \pm(I - F^c_+ - F^n_+)(I + F^c_+) \quad (4.35)
\]

\[
\Sigma_{13}^{(1)\pm} \triangleq \pm(I - F^c_+ - F^n_+)(I + F^n_+) \quad (4.36)
\]

\[
\Sigma_{21}^{(1)\pm} \triangleq I + F^c_+ \quad (4.37)
\]

\[
\Sigma_{22}^{(1)\pm} \triangleq \mp(I + F^c_+)(2I - F^c_+) \quad (4.38)
\]

\[
\Sigma_{23}^{(1)\pm} \triangleq \mp(I + F^n_+)(I - F^n_+) \quad (4.39)
\]

\[
\Sigma_{31}^{(1)\pm} \triangleq I + F^n_+ \quad (4.40)
\]

\[
\Sigma_{32}^{(1)\pm} \triangleq \mp(I + F^n_+)(I - F^n_+) \quad (4.41)
\]

\[
\Sigma_{33}^{(1)\pm} \triangleq \mp(I + F^n_+)(I + F^n_+) \quad (4.42)
\]

\[
\Sigma_{11}^{(2)\pm} \triangleq I + F^c_+ + F^n_+ \quad (4.43)
\]

\[
\Sigma_{12}^{(2)\pm} \triangleq \mp(I + F^c_+ + F^n_+)(2I + F^c_+) \quad (4.44)
\]

\[
\Sigma_{13}^{(2)\pm} \triangleq \mp(I + F^c_+ + F^n_+)(I - F^n_+) \quad (4.45)
\]

\[
\Sigma_{21}^{(2)\pm} \triangleq I - F^c_+ \quad (4.46)
\]

\[
\Sigma_{22}^{(2)\pm} \triangleq \pm(I - F^c_+)(2I + F^c_+) \quad (4.47)
\]

\[
\Sigma_{23}^{(2)\pm} \triangleq \mp(I - F^c_+)(I - F^n_+) \quad (4.48)
\]

\[
\Sigma_{31}^{(2)\pm} \triangleq I - F^n_+ \quad (4.49)
\]

\[
\Sigma_{32}^{(2)\pm} \triangleq \mp(I - F^n_+)(I - F^n_+) \quad (4.50)
\]

\[
\Sigma_{33}^{(2)\pm} \triangleq \pm(I - F^n_+)(2I + F^n_+) \quad (4.51)
\]

Note that Eqs. (2.33)–(2.50) become Eqs. (4.34)–(4.51), Eqs. (4.34)–(4.51), respectively, under the following rules of substitution:

**Rule 1:** \( v_\ell \), \( \nu_\ell \), and \( \nu_\eta \), be replaced by \( I, F^c_+ \), and \( F^n_+ \), respectively.

**Rule 2:** \( \sigma_{m,l}^{(1)\pm} \) and \( \sigma_{m,l}^{(2)\pm} \) be replaced by \( \Sigma_{m,l}^{(1)\pm} \) and \( \Sigma_{m,l}^{(2)\pm} \), \( m, l = 1, 2, 3 \), respectively.

As will be shown, under the above and other rules of substitution, many other equations given in Secs. 2 and 3 can be converted to their counterparts in this section. The latter will be referred to as the Euler images of the former.

Equations (4.28) and (4.29) are evaluated in Appendix B of [2]. Let \( \bar{u}, \bar{u}_c^+, \) and \( \bar{u}_n^+ \), respectively, be the \( 4 \times 1 \) column matrices formed by \( u_m, u_m^c, \) and \( u_m^n \), \( m = 1, 2, 3, 4 \). Then the results can be expressed as:

\[
[\Sigma_{11}^{(1)+}\bar{u} + \Sigma_{12}^{(1)+}\bar{u}_c^+ + \Sigma_{13}^{(1)+}\bar{u}_n^+]^{n+1/2}_{j,k} \quad (4.52)
\]

\[
[\Sigma_{11}^{(1)-}\bar{u} + \Sigma_{12}^{(1)-}\bar{u}_c^+ + \Sigma_{13}^{(1)-}\bar{u}_n^+]^{n}_{j,k} \quad (4.53)
\]

where \((j, k, n + 1/2) \in \Omega_1\) and \( \ell = 1, 2, 3, \) and (ii)

\[
[\Sigma_{11}^{(2)+}\bar{u} + \Sigma_{12}^{(2)+}\bar{u}_c^+ + \Sigma_{13}^{(2)+}\bar{u}_n^+]^{n+1}_{j,k} \quad (4.52)
\]

\[
[\Sigma_{11}^{(2)-}\bar{u} + \Sigma_{12}^{(2)-}\bar{u}_c^+ + \Sigma_{13}^{(2)-}\bar{u}_n^+]^{n+1/2}_{j,k} \quad (4.53)
\]

where \((j, k, n + 1) \in \Omega_2\) and \( \ell = 1, 2, 3, \) Note that the six equations given in Eqs. (4.52) and (4.53) are the Euler images of Eqs. (2.53)–(2.58), respectively, under the substitution defined by Rule 2 given above and Rule 3: \( u, u_-, u_+^c, \) and \( u_+^n \) be replaced by \( \bar{u}, \bar{u}_c^-, \) and \( \bar{u}_n^+ \), respectively.

Note that an Euler image is a matrix equation. Because (i) matrix multiplication is noncommutative, and (ii) the coefficient matrices of an Euler image are mesh-point dependent, an Euler image is more difficult to deal with than its counterpart in the 2D \( a \)-\( \alpha \)-scheme.

Because the Euler images of Eqs. (3.5) and (3.6) are also true [2], by summing over the three equations given in Eq. (4.52), one concludes that, for any \((j, k, n + 1/2) \in \Omega_1, \)

\[
\bar{u}^{n+1/2}_{j,k} = \frac{1}{3} \sum_{\ell=1}^{3} \left[ \Sigma_{11}^{(1)-}\bar{u} + \Sigma_{12}^{(1)-}\bar{u}_c^+ + \Sigma_{13}^{(1)-}\bar{u}_n^+ \right]^{n+1}_{j,k} \quad (4.54)
\]

As a result, \( \bar{u}^{n+1/2}_{j,k} \) can be evaluated in terms of the marching variables at the \( n \)th time level. Similarly, by using Eq. (4.53), one concludes that, for any \((j, k, n + 1) \in \Omega_2, \)

\[
\bar{u}_n^{n+1/2} = \frac{1}{3} \sum_{\ell=1}^{3} \left[ \Sigma_{11}^{(2)-}\bar{u} + \Sigma_{12}^{(2)-}\bar{u}_c^+ + \Sigma_{13}^{(2)-}\bar{u}_n^+ \right]^{n+1/2}_{j,k} \quad (4.55)
\]
As a result, $\tilde{u}_{j,k}^{n+1}$ can be evaluated in terms of the marching variables at the $(n+1/2)$th time level.

For any $(j,k,n+1/2) \in \Omega_1$, the matrices $(\Sigma_{m_{1+}}^{(1+)}j_{j,k})$, $m, \ell = 1,2,3$, are functions of $\tilde{u}_{j,k}^{n+1/2}$. Thus they are also functions of the marching variables at the $n$th time level. Assuming the existence of the inverse of each of the matrices $(\Sigma_{m_{1+}}^{(1+)}j_{j,k})$, one can define

$$S_{\ell}^{(1)} = \left[\left(\Sigma_{\ell_{1+}}^{(1+)}j_{j,k}\right)^{-1}\right]^{n+1/2}$$

$$\times \left[\Sigma_{\ell_{1+}}^{(1-)}j_{j,k} + \Sigma_{\ell_{2+}}^{(1-)}j_{j,k} + \Sigma_{\ell_{3+}}^{(1-)}j_{j,k}\right]^{n+1/2}$$

where $\ell = 1,2,3$, and the inverse of a matrix $A$ is denoted by $[A]^{-1}$. As a result of their definitions, $S_{\ell}^{(1)}$, $\ell = 1,2,3$, can be evaluated using the marching variables at the $n$th time level.

For any $(j,k,n+1) \in \Omega_2$, the matrices $(\Sigma_{m_{2+}}^{(2+)}j_{j,k})$, $m, \ell = 1,2,3$, are functions of $\tilde{u}_{j,k}^{n+1}$. Thus they are also functions of the marching variables at the $(n+1/2)$th time level. Assuming the existence of the inverse of each of the matrices $(\Sigma_{m_{1+}}^{(2+)}j_{j,k})$, one can define

$$S_{\ell}^{(2)} = \left[\left(\Sigma_{\ell_{1+}}^{(2+)}j_{j,k}\right)^{-1}\right]^{n+1/2}$$

$$\times \left[\Sigma_{\ell_{1+}}^{(2-)}j_{j,k} + \Sigma_{\ell_{2+}}^{(2-)}j_{j,k} + \Sigma_{\ell_{3+}}^{(2-)}j_{j,k}\right]^{n+1/2}$$

As a result of their definitions, $S_{\ell}^{(2)}$, $\ell = 1,2,3$, can be evaluated using the marching variables at the $(n+1/2)$th time level.

With the aid of Eqs. (4.34)-(4.51), (4.56), and (4.57), Eqs. (4.52) and (4.53) imply that [2]

$$\left[\tilde{u} + (I - F^{(+)}) \tilde{u}^{+} + (I + F^{(+)}) \tilde{u}^{+}\right]_{j,k}^{n+1/2} = S_{\ell}^{(1)}$$

$$\left[\tilde{u} - (2I - F^{(+)}) \tilde{u}^{+} + (I + F^{(+)}) \tilde{u}^{+}\right]_{j,k}^{n+1/2} = S_{\ell}^{(2)}$$

$$\left[\tilde{u} + (I + F^{(+)}) \tilde{u}^{+} - (2I - F^{(+)}) \tilde{u}^{+}\right]_{j,k}^{n+1/2} = S_{\ell}^{(3)}$$

$$\left[\tilde{u} - (I - F^{(+)}) \tilde{u}^{+} - (I - F^{(+)}) \tilde{u}^{+}\right]_{j,k}^{n+1/2} = S_{\ell}^{(2)}$$

where $(j,k,n+1/2) \in \Omega_1$ is assumed in Eqs. (4.58)-(4.60), while $(j,k,n+1) \in \Omega_2$ is assumed in Eqs. (4.61)-(4.63). Because $S_{\ell}^{(1)}$, $S_{\ell}^{(2)}$, and $S_{\ell}^{(3)}$, denote the expressions on the right sides of Eqs. (2.59)-(2.64), respectively, Eqs. (4.58)-(4.63) are the Euler images of the latter if one adds the following rule of substitution:

Rule 4: $s_{\ell}^{(k)}$ be replaced by $S_{\ell}^{(k)}$, $k = 1,2$, and $\ell = 1,2,3$.

It follows from Eqs. (4.58)-(4.63) that (i)

$$\left(\tilde{u}^{+}\right)_{j,k}^{n+1/2} = \frac{1}{3} \left(S_{\ell}^{(1)} - S_{\ell}^{(2)}\right)$$

and

$$\left(\tilde{u}^{+}\right)_{j,k}^{n+1/2} = \frac{1}{3} \left(S_{\ell}^{(1)} - S_{\ell}^{(3)}\right)$$

where $(j,k,n+1/2) \in \Omega_1$; and (ii)

$$\left(\tilde{u}^{+}\right)_{j,k}^{n+1} = \frac{1}{3} \left(S_{\ell}^{(2)} - S_{\ell}^{(3)}\right)$$

and

$$\left(\tilde{u}^{+}\right)_{j,k}^{n+1} = \frac{1}{3} \left(S_{\ell}^{(2)} - S_{\ell}^{(3)}\right)$$

where $(j,k,n+1) \in \Omega_2$. Eqs. (4.64)-(4.67) are the Euler images of Eqs. (2.67), (2.68), (2.70), and (2.71), respectively. Note that the Euler images of Eqs. (2.66) and (2.69) are also true [2]. These images are equivalent to Eqs. (4.54) and (4.55). Because the latter are easier to use, they will be used exclusively in the following development.

With the above preparations, an Euler solver can now be defined. It consists of two marching steps. The first step is formed by Eqs. (4.54), (4.64), and (4.65); while the second is formed by Eqs. (4.55), (4.66), and (4.67). As explained earlier, $S_{\ell}^{(k)}$, $k = 1,2$, and $\ell = 1,2,3$, become known after $\tilde{u}_{j,k}^{n+1}$ and $\tilde{u}_{j,k}^{n+1}$ are evaluated using Eqs. (4.54) and (4.55), respectively. This Euler solver has a two-way marching nature similar to that of the $a$ scheme. As a result, it must be neutrally stable, (i.e., no numerical diffusion) if it is stable. Because it is reversible in time, this solver cannot model a physical problem that is irreversible in time, e.g., an inviscid flow problem involving shocks. Hereafter, this new Euler solver will be referred to as the 2D Euler $a$ scheme.

At this juncture, note that the 2D Euler $a$ scheme is greatly simplified by the fact that $\tilde{u}_{j,k}^{n+1}$ and $\tilde{u}_{j,k}^{n+1}$, respectively, can be directly evaluated in terms of the

$$\left[\tilde{u} - (I - F^{(+)}) \tilde{u}^{+} + (2I + F^{(+)}) \tilde{u}^{+}\right]_{j,k}^{n+1} = S_{\ell}^{(2)}$$

where $(j,k,n+1/2) \in \Omega_1$ is assumed in Eqs. (4.58)-(4.60), while $(j,k,n+1) \in \Omega_2$ is assumed in Eqs. (4.61)-(4.63).
marching variables at the \( n \)th and \((n + 1/2)\)th time levels (see Eqs. (4.54) and (4.55)). As a result, the matrices \((E^{lt}+)^{kl}_{j,k} \) and \((E^l_\tau)^{ij}_{j,k} \), which are nonlinear functions of \( u^{kl}_{j,k} \) and \( u^l_\tau \), respectively, can be evaluated easily. In other words, nonlinearity of the above matrix functions does not cause a particular problem for the Euler \( a \) scheme.

To explain how Eqs. (4.54) and (4.55) arise, note that the conservation conditions (i)
\[
\int_{S(CE^1(j,k,n+1/2))} \vec{h}^m_\tau \cdot d\vec{s} = 0 \tag{4.68}
\]
for any \((j,k,n+1/2) \in \Omega_1\), and (ii)
\[
\int_{S(CE^2(j,k,n+1))} \vec{h}^m_\tau \cdot d\vec{s} = 0 \tag{4.69}
\]
for any \((j,k,n+1) \in \Omega_2\), are the direct results of Eqs. (4.28) and (4.29), the basic assumptions of the Euler \( a \) scheme. According to Eq. (3.1), \( CE^1(j,k,n+1/2) \) is the cylinder \( A'B'C'D'E'F' ABCDEF \) depicted in Fig. 7(a). Except for the top face \( A'B'C'D'E'F' \), the other boundaries of this cylinder are the subsets of three solution elements at the \( n \)th time level. Thus, for any \( m = 1, 2, 3, 4 \), the flux of \( \vec{h}^m_\tau \) leaving \( CE^1(j,k,n+1/2) \) through all the boundaries except the top face can be evaluated in terms of the marching variables at the \( n \)th time level. On the other hand, because the top face is a subset of \( SE(j,k,n+1/2) \), the flux leaving there is a function of the marching variables associated with \( SE(j,k,n+1/2) \). Furthermore, because the outward normal to the top face has no spatial component, Eq. (4.25) implies that the total flux of \( \vec{h}^m_\tau \) leaving \( CE^1(j,k,n+1/2) \) through the top face is the surface integration of \( u^m_\tau \) over the top face. Because the center of \( SE(j,k,n+1/2) \) coincides with the center of the top face, it is easy to see that the first-order terms in Eqs. (4.15) do not contribute to the total flux leaving the top face. It follows that the total flux leaving the top face is a function of \((u^m_\tau)^{n+1/2}_{j,k} \) only. As a result of the above considerations, \( u^{kl}_{j,k} \) and \( u^l_\tau \) can be determined in terms of the marching variables at the \( n \)th time level by using Eq. (4.68) only. Similarly, \( u^l_\tau \) can be determined in terms of the marching variables at the \((n + 1/2)\)th time level by using Eq. (4.69) only. Eqs. (4.54) and (4.55) are the direct results of Eqs. (4.68) and (4.69), respectively.

In an extension currently under development, the mesh used is not uniform in space. As a result, point \( G' \) depicted in Fig. 7(a) generally is not the center of the top face referred to earlier. To simplify the development, we have moved the center of \( SE(j,k,n+1/2) \) to the center of the top face, i.e., away from point \( G' \).

Next we shall construct the 2D Euler \( a-\epsilon \) scheme, i.e., the Euler version of the 2D \( a-\epsilon \) scheme. For this scheme, we shall use the CEs defined in Eqs. (3.1) and (3.2), i.e., Eqs. (4.68) and (4.69) will be assumed. Thus Eqs. (4.54) and (4.55) will also be part of the Euler \( a-\epsilon \) scheme. In the following, we shall describe the rest of the 2D Euler \( a-\epsilon \) scheme.

As a preliminary, note that \( S^1(\epsilon) \) can be evaluated by a direct application of Eqs. (4.56) and (4.57), if one does not mind inverting the \( 4 \times 4 \) matrices \( (E^{(1)}+)^{n+1/2}_{j,k} \) and \( (E^{(2)}+)^{n+1} \). Alternatively, one may use the method of Gaussian elimination to obtain \( S^1(\epsilon) \) as the solution to
\[
(S^{(1)}+)^{n+1/2}_{j,k} = \left[ (S^{(1)}+)^{1}_{j,k} + (S^{(1)}+)^{2}_{j,k} u + (S^{(1)}+)^{3}_{j,k} u^+ + (S^{(1)}+)^{4}_{j,k} \right]^{n+1/2}_{j,k} \tag{4.70}
\]
and
\[
(S^{(2)}+)^{n+1} = \left[ (S^{(2)}+)^{1}_{j,k} \right]^{n+1} \tag{4.71}
\]
To simplify computation further, in the following development of the Euler \( a-\epsilon \) scheme, we shall assume that (i)
\[
(S^{(1)}+)^{n+1/2}_{j,k} = (S^{(1)}+)^n_{j,k;1,\ell} \tag{4.72}
\]
where \( \ell = 1, 2, 3 \) and (ii)
\[
(S^{(2)}+)^{n+1} = (S^{(2)}+)^n_{j,k;2,\ell} \tag{4.73}
\]
where \( \ell = 1, 2, 3 \) and \((j,k,n+1) \in \Omega_2\).

To proceed, let (i)
\[
S^{(1)}_1 \equiv \left[ \bar{u} - (I + F^{(1)}+) \bar{u}^+ - (I + F^{(n)+}) \bar{u}^+_\eta \right]^{n}_{j,k;1,1} \tag{4.74}
\]
\[
S^{(1)}_2 \equiv \left[ \bar{u} + (2I - F^{(1)}+) \bar{u}^+ - (I + F^{(n)+}) \bar{u}^+_\eta \right]^{n}_{j,k;1,2} \tag{4.75}
\]
and
\[
S^{(1)}_3 \equiv \left[ \bar{u} - (I + F^{(1)}+) \bar{u}^+ + (2I - F^{(n)+}) \bar{u}^+_\eta \right]^{n}_{j,k;1,3} \tag{4.76}
\]
where \((j,k,n+1/2) \in \Omega_1\); and (ii)

\[
\tilde{s}_{1}^{(2)} \equiv \left[ \tilde{u} + (I-F_{t_{+}}) \tilde{u}_{t_{+}} + (I-F_{n_{+}}) \tilde{u}_{n_{+}} \right]_{(j,k,2,1)}^{n+1/2}
\]

\[
\tilde{s}_{2}^{(2)} \equiv \left[ \tilde{u} - (2I+F_{t_{+}}) \tilde{u}_{t_{+}} + (I-F_{n_{+}}) \tilde{u}_{n_{+}} \right]_{(j,k,2,2)}^{n+1/2}
\]

and

\[
\tilde{s}_{3}^{(2)} \equiv \left[ \tilde{u} + (I-F_{t_{+}}) \tilde{u}_{t_{+}} - (2I+F_{n_{+}}) \tilde{u}_{n_{+}} \right]_{(j,k,2,3)}^{n+1/2}
\]

where \((j,k,n+1) \in \Omega_2\). Then, with the aid of Eqs. (4.34)–(4.51), (4.72), and (4.73), Eqs. (4.56) and (4.57) imply that

\[
\Delta_{\ell}^{(k)} = \tilde{s}_{\ell}^{(k)}, \quad k = 1, 2, \ell = 1, 2, 3
\]

As a result, assuming Eqs. (4.72) and (4.73), Rule 4 given above should be replaced by

Rule 5: \(s_{\ell}^{(k)}\) be replaced by \(\Delta_{\ell}^{(k)}\), \(k = 1, 2, \) and \(\ell = 1, 2, 3\).

It follows that Eqs. (4.74)–(4.79) are the Euler images of the fact that \(s_{\ell}^{(k)}, k = 1, 2, \) and \(\ell = 1, 2, 3\), represent the expressions on the right sides of Eqs. (2.59)–(2.64).

Combining Eqs. (4.64), (4.65) and (4.80), for any \((j,k,n+1/2) \in \Omega_1\), one has

\[
\left( \tilde{u}_{t_{+}}^{+} \right)_{j,k}^{n+1/2} = \left( \tilde{u}_{n_{+}}^{+} \right)_{j,k}^{n+1/2}
\]

and

\[
\left( \tilde{u}_{n_{+}}^{+} \right)_{j,k}^{n+1/2} = \left( \tilde{u}_{n_{+}}^{+} \right)_{j,k}^{n+1/2}
\]

where

\[
\left( \tilde{u}_{t_{+}}^{+} \right)_{j,k}^{n+1/2} \equiv \frac{1}{3} \left( \tilde{s}_{1}^{(1)} - \tilde{s}_{2}^{(1)} \right)
\]

and

\[
\left( \tilde{u}_{n_{+}}^{+} \right)_{j,k}^{n+1/2} \equiv \frac{1}{3} \left( \tilde{s}_{1}^{(1)} - \tilde{s}_{3}^{(1)} \right)
\]

Note that: (i) As a result of Eqs. (4.74)–(4.76), and (4.82a,b), \(\left( \tilde{u}_{t_{+}}^{+} \right)_{j,k}^{n+1/2}\) and \((\tilde{u}_{n_{+}}^{+})_{j,k}^{n+1/2}\) can be evaluated in terms of the marching variables at the \(n\)th time level; and (ii) Eqs. (4.82a,b) are the Euler images of Eqs. (3.15a,b).

Furthermore, for any \((j,k,n) \in \Omega, \) let \((\tilde{u}_{t})_{j,k}^{n}\) denote the column matrix formed by \((u_{t})_{j,k}^{n}\), \(m = 1, 2, 3, 4\). Then Eqs. (4.27), (4.30), and (4.31) imply that

\[
\tilde{u}_{t} = -\frac{4}{\Delta t} \left( F_{t_{+}} \tilde{u}_{t_{+}}^{+} + F_{n_{+}} \tilde{u}_{n_{+}}^{+} \right)
\]

With the above preliminaries, the Euler \(a\)-\(e\) scheme and the Euler weighted-average \(a\)-\(e\) scheme can be developed in a fashion parallel to the development of their non-Euler counterparts described in Sec. 3 [2]. Excluding a few exceptions to be discussed shortly, all other equations related to the Euler schemes are the trivial Euler images of its non-Euler counterparts under the substitution rules given in Rules 1–3, 5, and 6.

Rule 6: Any scalar variables be replaced by its column-matrix counterpart.

In other words, one can obtain the Euler image from its non-Euler counterpart by adding an arrow over the symbols representing scalar variables. The complete set of equations that define the Euler \(a\)-\(e\) scheme and the Euler weighted-average \(a\)-\(e\) scheme is given in [2]. In the following, we shall only discuss those equations which cannot be obtained using the above substitution rules. One half of these special equations is formed by the Euler counterparts to Eqs. (3.62), (3.66a,b), and (3.67a,b). The other half is identical to the first half except that it is associated with \((j,k,n+1) \in \Omega_2\). As a result, we shall further restrict the discussion to those in the first half.

Let the \(m\)th components of the \(4 \times 1\) column matrices \((\tilde{u}_{t_{+}}^{m+})_{j,k}^{n+1/2}, (\tilde{u}_{n_{+}}^{m+})_{j,k}^{n+1/2}, (\tilde{u}_{x}^{m+})_{j,k}^{n+1/2}, \) and \((\tilde{u}_{y}^{m+})_{j,k}^{n+1/2}\), be denoted by \((u_{t_{+}}^{m+})_{j,k}^{n+1/2}, (u_{n_{+}}^{m+})_{j,k}^{n+1/2}, (u_{x}^{m+})_{j,k}^{n+1/2}, \) and \((u_{y}^{m+})_{j,k}^{n+1/2}\), respectively. These matrices can be defined by using the Euler images of
Eqs. (3.42)–(3.47), and (3.52)–(3.57)). Then, for
$m = 1, 2, 3, 4$, and $\ell = 1, 2, 3$, the Euler versions of
Eqs. (3.62), (3.66a,b), and (3.67a,b) are (i)
\[ \theta_{m\ell} \overset{\text{def}}{=} \sqrt{(u_m^\ell)^2 + (u_n^\ell)^2}, \]
(ii)
\[ u_{m\ell}^+ = 0, \quad \text{if} \quad \theta_{m1} = \theta_{m2} = \theta_{m3} = 0, \quad (5.4a) \]
and
\[ u_{m\ell}^+ = \frac{(\theta_{m2} \theta_{m3})^\alpha u_{m\ell}^{(1)+} + (\theta_{m3} \theta_{m1})^\alpha u_{m\ell}^{(2)+} + (\theta_{m1} \theta_{m2})^\alpha u_{m\ell}^{(3)+}}{(\theta_{m1} \theta_{m2})^\alpha + (\theta_{m2} \theta_{m3})^\alpha + (\theta_{m3} \theta_{m1})^\alpha}, \quad (5.4b) \]
otherwise; and (iii)
\[ u_{m\ell}^- = 0, \quad \text{if} \quad \theta_{m1} = \theta_{m2} = \theta_{m3} = 0, \quad (5.5a) \]
and
\[ u_{m\ell}^- = \frac{(\theta_{m1} \theta_{m2})^\alpha u_{m\ell}^{(1)-} + (\theta_{m3} \theta_{m1})^\alpha u_{m\ell}^{(2)-} + (\theta_{m1} \theta_{m2})^\alpha u_{m\ell}^{(3)-}}{(\theta_{m1} \theta_{m2})^\alpha + (\theta_{m2} \theta_{m3})^\alpha + (\theta_{m3} \theta_{m1})^\alpha}, \quad (5.5b) \]
otherwise. Here (i) $\alpha \geq 0$; (ii) the Euler counterpart
to $u_{m\ell}^+$ is the column matrix formed by $u_{m\ell}^+$, $m = 1, 2, 3, 4$; and (iii) the Euler counterpart to $u_{m\ell}^-$ is the
column matrix formed by $u_{m\ell}^-$, $m = 1, 2, 3, 4$.

This section is concluded with the following comments:
(a) Because of the assumptions made in Eqs. (4.72)
and (4.73), the Euler a scheme is not the special
case of the Euler a-epsilon scheme with $\epsilon = 0$.
(b) Because (i) a fractional power is costly to evaluate,
and (ii) evaluation of $(\theta_{m\ell})^\alpha$ does not involve
a fractional power if $\alpha$ is an even integer, the Euler
weighted-average a-epsilon scheme is more computa-
tionally efficient if $\alpha$ is an even integer.

5. Numerical Results

In [11], several numerical solutions of Eq. (2.1)
generated using the a-epsilon schemes are compared with the
exact solutions or the numerical solutions generated using traditional methods. These comparisons show
that the a-epsilon scheme, which includes the a scheme as
a special case with $\epsilon = 0$, is an accurate solver for
Eq. (2.1).

The a-epsilon scheme was also generalized in [11] to
solve the 2D inviscid Burgers' equation. In spite of
tits simplicity, particularly the fact that it does not use
(i) any mesh refinement technique, or (ii) any mov-
ing meshes, this new solver is capable of generating
highly accurate unsteady shock solutions. The shock
discontinuities are resolved almost to within one mesh
interval.

In this section, accuracy of the Euler weighted-
average a-epsilon scheme defined in Sec. 4 will be evaluated
using a steady-state shock reflection problem [14]. The
computation domain and the shock locations ($AE$ and
$EF$) are depicted in Fig. 14. The lower boundary is a
solid wall. Assuming $\gamma = 1.4$, the exact Euler solution
to this problem is:
(a) In the region $ABE$,
\[ u = 2.9, \quad v = 0, \quad \rho = 1.0, \quad p = 1.0/1.4. \]
(b) In the region $AEFD$,
\[ u = 2.6193, \quad v = -0.50632, \quad \rho = 1.7000, \quad p = 1.5282. \]
(c) In the region $ECF$,
\[ u = 2.4015, \quad v = 0, \quad \rho = 2.6872, \quad p = 2.9340. \]

Note that the Mach number is equal to (i) 2.9 in the
region $ABE$; (ii) 2.3781 in the region $AEFD$; and (iii)
1.9424 in the region $ECF$.

The mesh used in the current numerical calcula-
tions is depicted in Fig. 15. Again a mesh point $e \in \Omega_1$
is marked by a solid circle; while a mesh point $e \in \Omega_2$
is marked by an open circle. The mesh is a special
case of that depicted in Figs. 3-6 with $b = 0$. Note
that (i) only the mesh points $e \in \Omega_2$ are present at the
inflow boundary, and (ii) the mesh parameter $w$ is so
chosen that only the mesh points $e \in \Omega_2$ are present
at the outflow boundary. Moreover, for simplicity, a mesh point and the corresponding marching variable
will be identified by the time-level number $n$, and two
new mesh indices $r$ and $s$ which are given in Fig. 15 as
a pair of integers enclosed in parentheses. Note that,
for the mesh points $e \in \Omega_1$, $r = 1, 2, 3, \ldots, R, R + 1,$
and $s = 1, 2, 3, \ldots, S$. On the other hand, for the
mesh points $e \in \Omega_2$, $r = 1, 2, 3, \ldots, R, R + 1,$
and $s = 1, 2, 3, \ldots, S, S + 1$. Obviously two different mesh
points at the same time level always have different
pairs of $r$ and $s$.

In the current numerical calculation, at the time
level $n = 0$, $v_{m\ell}$, $m = 1, 2, 3, 4$, at all mesh points are
calculated using Eq. (5.1). Also we assume that
\[ u_{m\ell}^+ = u_{m\ell}^-, \quad m = 1, 2, 3, 4. \]
The above initial conditions are also assumed at the inflow boundary for all \( n = 1, 2, 3, \ldots \). At the upper boundary, for all \( n = 1/2, 1, 3/2, 2, \ldots \), Eq. (5.4) is also assumed. Moreover, \( u_m, m = 1, 2, 3, 4 \), are calculated using Eq. (5.2).

To impose the proper boundary conditions at the lower boundary, note that the solid wall boundary conditions at \( BC \) (see Fig. 14) are equivalent to the condition that the flow field below \( BC \) is the mirror image of that above. By using Eq. (4.1) and the fact that \( y = 0 \) at any point on \( BC \), it can be shown that the last condition implies that

\[
(u_m)'(x, -y) = u_m(x, y), \quad m = 1, 2, 4 \quad (5.5a)
\]

\[
u_3(x, -y) = -u_3(x, y) \quad (5.5b)
\]

\[
\frac{\partial u_m(x, -y)}{\partial y} = -\frac{\partial u_m(x, y)}{\partial y}, \quad m = 1, 2, 4 \quad (5.5a')
\]

and

\[
\frac{\partial u_3(x, -y)}{\partial y} = \frac{\partial u_3(x, y)}{\partial y} \quad (5.5b')
\]

Consider the mesh depicted in Fig. 15. Then it becomes clear that the numerical analogues of Eqs. (5.5a)–(5.5b) are

\[
(u_m)_R^{n+1} = (u_m)_R^n, \quad m = 1, 2, 4 \quad (5.8a)
\]

\[
(u_3)_R^{n+1} = -(u_3)_R^n \quad (5.8b)
\]

\[
(u_{m3})_R^{n+1} = (u_{m3})_R^n, \quad m = 1, 2, 4 \quad (5.9a)
\]

\[
(u_{m3})_R^{n+1} = -(u_{m3})_R^n \quad (5.9b)
\]

\[
(u_{m5})_R^{n+1} = -(u_{m5})_R^n, \quad m = 1, 2, 4 \quad (5.10a)
\]

and

\[
(u_{m5})_R^{n+1} = -(u_{m5})_R^n \quad (5.10b)
\]

respectively. According to Fig. 15, the range of \( s \) in Eqs. (5.8a)–(5.10b) is dependent on the time level \( n \). Let (i) \( S^+ \) def \( S + 1 \), and \( S^- \) def \( S \) if \( S \) is even; and (ii) \( S^+ \) def \( S \) and \( S^- \) def \( S - 1 \) if \( S \) is odd. Then (i) \( s = 2, 4, 6, \ldots \), \( S^- \) if \( n = 1/2, 3/2, \ldots \), and (ii) \( s = 1, 3, 5, \ldots \), \( S^+ \) if \( n = 1, 2, \ldots \). Furthermore, because \( b = 0 \), it can be shown that Eqs. (5.9a,b) and (5.10a,b) are equivalent to

\[
(u_{m3})_R^{n+1} = (u_{m3})_R^n \quad (5.11a)
\]

\[
(u_{m5})_R^{n+1} = -(u_{m5})_R^n \quad (5.11b)
\]

\[
(u_{m5})_R^{n+1} = -(u_{m5})_R^n \quad (5.11b)
\]

When the time-marching solution reaches its steady-state limit, the above conditions can be considered as a result of the requirement that the partial derivatives of the flow variables with respect to \( x \) are zero at the outflow boundary. Because \( b = 0 \), it can be shown that Eqs. (5.14) and (5.15) are equivalent to

\[
\left( u_{m3}^+ \right)_R^n = \frac{1}{2} \left( u_{m3}^+ - u_{m3}^- \right)_R^{n-1/2} \quad (5.16a)
\]

and

\[
\left( u_{m5}^+ \right)_R^n = \frac{1}{2} \left( u_{m5}^+ - u_{m5}^- \right)_R^{n-1/2} \quad (5.16b)
\]

where \( m = 1, 2, 3, 4 \), \( n = 1, 2, 3, \ldots \), and \( r = 1, 2, 3, \ldots, R \). Equations (5.13), (5.16), and (5.17) are the outflow boundary conditions in the current numerical calculations. As a result, the marching variables at the outflow boundary will be determined using these equations.

With the aid of the above initial and boundary conditions, the marching variables at all time levels can be determined using the Euler weighted-averaged \( \alpha-\epsilon \) scheme. As an example, at any \( n = 1/2, 3/2, \ldots \), the marching variables associated with the mesh point \((2, 1)\) (marked by a solid circle in Fig. 15) can be determined in terms of those associated with the mesh
points (1, 1), (2, 1), and (2, 2) at the \((n - 1/2)\)th time level (marked by open circles). As another example, at any \(n = 1, 2, 3, \ldots\), the marching variables associated with the mesh point (1, 3) (marked by an open circle) can be determined in terms of those associated with the mesh points (1, 2), (2, 3), and (1, 3) at the \((n - 1/2)\)th time level (marked by solid circles).

According to Fig. 14, the distance between the inflow and the outflow boundaries is 4, while the distance between the upper and the lower boundaries is 1. On the other hand, according to Fig. 15, the above two distances are \(w \cdot S\) and \(2h \cdot R\), respectively. Thus

\[
w = \frac{4}{S}, \quad \text{and} \quad h = \frac{1}{2R} \quad (5.18)
\]

In addition to the initial conditions, the boundary conditions, the other input parameters for the current numerical calculations are \(c, \alpha, \Delta t,\) and a positive integer \(n_t\). Here we assume that the time marching ends at the \(n_t\)th time level, i.e., at \(t = T \equiv n_t \cdot \Delta t\).

It is shown in [2] that, for any Euler solver constructed in Sec. 4, a local CFL number \(\nu_e\) associated with any mesh point \((j, k, n) \in \Omega\) can be defined in terms of \(u, v, c, w, h,\) and \(\Delta t\). Here \(u, v,\) and \(c\) are the \(x\)-velocity, the \(y\)-velocity, and the sonic speed at the mesh point, respectively. Two global CFL numbers are considered in the current calculations. The first, denoted by \(\nu_{emax}\), is the maximum of \(\nu_e\) with respect to the steady-state solution given in Eqs. (5.1)-(5.3). The second, denoted by \(\nu_{em}\), is the largest value of \(\nu_e\) ever reached at any mesh point \((j, k, n) \in \Omega\), where \(n = 0, 1/2, 2, 3/2, 2, \ldots, n_t\). Excluding the initial and the boundary conditions, \(\nu_{emax}\) is dependent on \(R, S,\) and \(\Delta t\) only. On the other hand, \(\nu_{em}\) is a function of \(R, S, \Delta t, n_t, c,\) and \(\alpha\). According to a series of numerical experiments, the value of \(\alpha\) plays only a minor role on the stability of the Euler weighted-average \(a\)-\(c\) scheme. Generally the scheme is stable if

\[
0 \leq \epsilon \leq 1 \quad \text{and} \quad \nu_{em} < 1. \quad (5.19)
\]

To measure the convergence of a time-marching solution to the corresponding steady-state solution (note: this steady-state solution generally differs from the exact solution given in Eqs. (5.1)-(5.3)), for any \(n = 1, 2, 3, \ldots, n_t,\) and \(m = 1, 2, 3, 4,\) let

\[
E_m(n) \equiv \left( - \log_{10} \left\{ \frac{1}{RS\nu_{em}} \sum_{s=2}^{S+1} \sum_{r=r(s)}^{R-1} |(u_m)_{r,s}^{n} - (u_m)_{r,s}^{n-1}| \right\} \right)
\]

Here, for any \(m = 1, 2, 3, 4, c_m\) is the maximal value of \(|u_m|\) within the exact steady-state solution defined by Eqs. (5.1)-(5.3). It can be shown that \(c_1 = 2.6872, c_2 = 6.4534, c_3 = 0.86073,\) and \(c_4 = 15.084.\) Moreover,

\[
r(s) \equiv \begin{cases} 1, & \text{if } s \text{ is odd;} \\ 2, & \text{otherwise.} \end{cases} \quad (5.21)
\]

According to Fig. 15, the summation that takes place in Eq. (5.20) involves all the mesh points at the \(n\)th time level excluding those located (i) at the inflow boundary, (ii) at the upper boundary, and (iii) below the lower boundary. Because \(n = 1, 2, 3, \ldots, n_t,\) the mesh points involved in the summation are all marked by open circles in Fig. 15. The values of \(u_m\) at the inflow and the upper boundaries do not change with time, while those at the mesh points in (iii) are dependent on the values of \(u_m\) at other interior mesh points. Note that the values of \(u_m\) at the outflow boundary change with time and are dependent on those at a lower time level. Because the summation involves a total of \(R \times S\) mesh points, the result of this summation divided by \(R \times S\) is the average value of the change of \(u_m\) at the same spatial mesh point (measured by the absolute value of this change) from the \((n - 1)\)th time level to the \(n\)th time level per mesh point. This average value is further normalized using the constant \(c_m.\) If we further assume that the time-marching solution converges to a steady-state solution that is similar to the exact steady-state solution (such that the normalization by \(c_m\) makes sense), then \(E_m(n)\) can be interpreted as the average number of correct significant figures in \(u_m\) at the \(n\)th time level as compared with the converged value of \(u_m\) (which, of course, is not identical to that given in Eqs. (5.1)-(5.3)).

Because the time marching solution can not reach a steady-state solution before the boundary conditions are fully felt at all interior points, rapid convergence generally can not occur before the time has elapsed that allows a fluid particle to travel the full length of the computation domain. It can be shown that, for the solution given in Eqs. (5.1)-(5.3), the average value of \(u\) over the computational domain is 2.6261. Thus an average fluid particle requires 4.0/2.6261 = 1.5232 time units to travel from the inflow boundary to the outflow boundary. The number of time steps corresponding to the above number of time units is

\[
n_e \equiv \frac{1.5232}{\Delta t} \quad (5.22)
\]

i.e., rapid convergence can not occur before \(n > n_e.\)

With the above preliminaries, the numerical results generated using the Euler weighted-average \(a\)-\(c\)
scheme can now be presented. Six test problems, with different combinations of \( c, \alpha, R, S, \Delta t, \) and \( n_t \), are defined in Table 1. For each problem, the values of \( T, \nu_{em}, \nu_{em}, \) and \( n_t \) are also given in the same table. In Figs. 16-21, the numerical results (triangular symbols) of the pressure coefficient \( c_p \) at \( n = n_t \) for Problems \#1-\#6 are compared with the exact solution (solid lines). Here

\[
c_p \equiv \frac{2}{\gamma M^2} \left( \frac{p}{p_\infty} - 1 \right)
\]

with \( M_\infty = 2.9 \) and \( p_\infty = 1.0/1.4 \) being the inflow Mach number and pressure, respectively. Note that: (i) at the mid-section of the computation domain \( (y = 0.5 \) in Fig. 14), two neighboring mesh points at the same time level are separated by a distance \( = 2w \), and (ii) the mesh points at the \( n_t \)th time level are marked by open circles in Fig. 15 because \( n_t \) is a whole number. In Figs. 16-21, the values of \( E_m(n) \), \( m = 1,2,3,4 \), are also plotted against \( n \) for all six test problems. In Fig. 22, twenty-six pressure contour levels between the values of 0.6 and 3.1 with uniform increment 0.1 were used for the contour plots of Problem \#3. Finally, for Problem \#3, a 3D pressure-distribution plot is shown in Fig. 1. Note that, for easier visualization, only pressure values at the mesh points with \( s = 2,4,6,\ldots \) are used in the last plot.

The significance of the results shown in Figs. 1 and 16-22 is discussed in the following remarks:

(a) From Table 1 and the results shown in Figs. 16-18, it appears that the convergence to steady-state is much faster with a smaller value of \( \nu_{em} \) (or \( \nu_{em} \)). As a matter of fact, convergence to steady-state can reach a plateau representing some number of correct significant figures if \( \nu_{em} \) is too close to 1. From Table 1 and a comparison among Figs. 16, 19, and 20, one also concludes that slower convergence generally occurs with a value of \( \epsilon \) much smaller than 0.5. A comparison between Figs. 16 and 21 reveals that a change of the value of \( \alpha \) from 2 to 1 also causes a slight decrease in convergence rate. Because numerical diffusion generally increases with (i) a smaller value of \( \nu_{em} \), (ii) a larger value of \( \epsilon \), and (iii) a larger value of \( \alpha \), one may conclude that faster convergence generally occurs with larger numerical diffusion. This trend is consistent with the fact that shocks cannot be formed without physical or numerical diffusion.

(b) The effectiveness of weighted-averaging as a tool to suppress numerical oscillations near discontinuities is clearly demonstrated by the results shown in Figs. 1 and 16-22. Moreover, the current weighted-averaging does not cause the smearing of shock discontinuities and has no discernible effect on the smooth part of the solution. From Table 1 and a comparison between Fig. 16 and 21, one also concludes that the increase of the value of \( \alpha \) from 1 to 2 has a marginal impact on the numerical results.

(c) Comparing the numerical results shown in Figs. 16-21 with the exact solution, one concludes that the Euler weighted-average \( \alpha-\epsilon \) scheme is capable of generating highly accurate solutions for the steady-state shock reflection problem under consideration. Also a comparison of the results shown in Figs. 16, 17, and 19-21 reveals that accuracy of the numerical results generally is not sensitive to the change of the values of \( \nu_{em}, \epsilon, \) and \( \alpha \). An exception is that numerical results may become more diffusive and thus shock resolution becomes less sharp if the value of \( \epsilon \) is too large, e.g., \( \epsilon = 0.8 \) in Problem \#5. Finally, a comparison of the results shown in Fig. 18 (Problem \#3) with the results of other test problems reveals that accuracy increases sharply with a decrease of the mesh size.

This section is concluded with a brief discussion on recent applications of the current solver to computational aeroacoustics (CAA) problems. CAA is an area of current interest in CFD. It is of both theoretical interests and practical importance. For a scheme to be a useful research tool, it must be accurate enough to resolve sound wave details. Furthermore, its boundary conditions must be non-reflecting. There have been a large number of papers published on these two topics. In practice, CAA will help to reduce jet noise level for air-borne vehicles, and hence becomes an important topic in HSR (High Speed Research) and AST (Advanced Subsonic Technology) programs.

The most popular numerical schemes for CAA are the high order (4-6th) compact or non-compact difference schemes, marching forward by Runge-Kutta method. These schemes work quite well when incorporated with delicately designed non-reflecting boundary conditions. They are even capable of capturing Mach waves and weak shocks.

When conducting numerical experiments of the current solver for CAA problems, surprisingly we found the following attractive features:

- Accuracy of the current solver is comparable to that of a 6th-order compact difference scheme, even though nominally the current solver is only of 2nd-order accuracy. For example, the smallest
eddy can be resolved in 3-4 grid cells.
• Generally, the non-reflecting (radiation) boundary condition can be implemented in a simple way without involving characteristic variables.
• Most importantly, the current solver is capable of handling BOTH continuous and discontinuous flows very well and thus provides a unique numerical tool for solving those flow problems where the interactions between sound waves and shocks are important, such as the noise field around a supersonic over- or under expansion jet.

Details of our investigation will be reported elsewhere [13]. Here as an example, we present the numerical results of a calculation involving a free shear layer which is subjected to upstream time-dependent perturbation. The Mach number of the fast stream is 1.5 and the slow stream is subsonic. Fig. 23 illustrates the contours of pressure, v-velocity and vorticity in the near field. The computational mesh is formed by 240 x 150 uniform cells. From v-velocity contours, eddies created by the upstream perturbation are clearly visible. On the subsonic side, sound waves propagate freely to far field, while on the fast stream side (lower 1/3 domain) the sound waves are bounded by the Mach line, even smaller eddies are created around the Mach line due to their interactions. In summary, the current results reveals a lot of physical details of the perturbed shear layer and we believe that the current method will develop into a robust and unique numerical technique for aeroacoustics computation.

6. Conclusions and Discussions

A new numerical method is being developed for solving one-dimensional and multidimensional flow problems. This new method represents a clear break from the traditional methods in the basic concept of numerical discretization. It emphasizes simplicity, generality, and accuracy. The history of this new method and the considerations that motivate its development are described in Sec. 1.

In this paper, the same design principles that were used to construct several solvers for 1D time-marching problems [5] are used to construct their 2D counterparts. Because of the similarity in their designs, each of the present 2D solvers shares with its 1D counterpart virtually the same fundamental characteristics. Furthermore, it has been shown that the 2D solvers, as in the case of the 1D solvers, generally are more accurate than the traditional solvers despite the advantage the current solvers have over the latter in simplicity and generality. Accuracy of the current 2D Euler solver is most vividly demonstrated by the pressure-contour plot (Fig. 22) and the 3D pressure-distribution plot (Fig. 1) it generates for a famous shock reflection problem [14]. Both the incident and the reflected shocks are resolved by a single data point without the presence of numerical oscillations near the discontinuity.

Construction of the 1D solvers referred to above is simplified by the use of a mesh that is staggered in time [1,9]. Its use results in the simplest stencil possible, i.e., a triangle in 2D space-time with one vertex at the upper time level and other two at the lower time level. Similarly, construction of the current 2D solvers is simplified by the use of a nontraditional space-time mesh that is also staggered in time (Figs. 3-6). Its use results in the simplest stencil possible, i.e., a tetrahedron (Fig. 10) in 3D space-time with one vertex at the upper time level and the other three at the lower time levels.

The meshes used by the 1D and 2D solvers consist of whole-integer and half-integer time levels with a half-integer time level being sandwiched between two whole-integer time levels, and vice versa. The spatial positions of the mesh points at a whole-integer (half-integer) time level coincide with those at another whole-integer (half-integer) time level. However, the spatial positions of the mesh points at a whole-integer time level shift from those at a half-integer time level. For the mesh used by the 1D solvers, the spatial projection of a mesh point at a whole-integer time level is right at the center of those of two neighboring mesh points at a half-integer time level, and vice versa [1,5,9]. It follows that the stencil of the 1D solvers is always an isosceles triangle, i.e., one cannot distinguish a stencil with its upper vertex at a whole-integer time level from another with its upper vertex at a half-integer time level. As a result, each of the 1D solvers constructed in [1,5,9] is formed by two identical marching steps. Contrarily, for the present 2D solvers, a stencil (a tetrahedron) with its vertex at a whole-integer time level is different from another with its vertex at a half-integer time level (Fig. 10). Thus, each of the present 2D solvers is formed by two distinctly different marching steps. In spite of their structural differences, the last two marching steps compensate each other and their combination results in several important symmetric properties that are discussed in [2].

The Euler a scheme constructed in Sec. 4 is free from numerical diffusion when it is stable. This scheme is a limiting case of a Navier-Stokes solver currently under development, i.e., the former is a special case of
the latter when the viscosity vanishes. As a result, the new Navier-Stokes solver will have a special property that a classical solver lacks, i.e., as the physical diffusion (viscosity) approaches zero, so does the numerical diffusion. The significance of this property was discussed earlier. Because a Navier-Stokes problem fundamentally is an initial-value/boundary-value problem, i.e., information from any spatial point can be felt instantly by other spatial points, the new Navier-Stokes solver is implicit when viscosity is present. However, it becomes explicit when viscosity is absent.

Finally, note that a new implicit solver for Eq. (1.3) has been developed recently [4]. This new solver shares with the above Navier-Stokes solver essentially the same characteristics. In the inviscid limit, this new scheme becomes explicit and its amplification factors are identical to those of the Leapfrog schemes. On the other hand, in the pure diffusion limit, its principal amplification factor becomes the amplification factor of the Crank-Nicolson scheme. By using an approach similar to that described in [4], a new $a$-$\epsilon$ solver for Eq. (1.1) was also developed. Stability of this new $a$-$\epsilon$ scheme is again limited by the CFL condition and $0 \leq \epsilon \leq 1$. Moreover, if $\epsilon = 0$, its amplification factors are identical to those of the Leapfrog scheme. On the other hand, if $\epsilon = 1$, its principal amplification factor becomes the amplification factor of the Lax-Wendroff scheme. This new $a$-$\epsilon$ scheme will be reported in the near future.
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Figure 6.—The spatial mesh positions of the mesh points marked by • and those marked by o.

Figure 7.—(a) Conservation elements CE(1) (j, k, n + 1/2), \( \ell = 1, 2, 3, j, k = 0, \pm 1, \pm 2, \ldots \), and \( n = 0, \pm 1, \pm 2, \ldots \). (b) Solution elements SE(1) (j, k, n + 1/2), \( j, k, n = 0, \pm 1, \pm 2, \ldots \).

Figure 8.—(a) Conservation elements CE(2) (j, k, n + 1), \( \ell = 1, 2, 3, j, k, = 1/3, 1/3 \pm 1, 1/3 \pm 2, \ldots \), and \( n = 0, \pm 1, \pm 2, \ldots \). (b) Solution elements SE(2) (j, k, n + 1), \( j, k = 1/3, 1/3 \pm 1, 1/3 \pm 2, \ldots \), and \( n = 0, \pm 1, \pm 2, \ldots \).

Figure 9.—Geometry of the hexagon ABCDEF. (a) Relative positions of the vertices in terms of \((x, y)\). (b) Relative positions of the vertices in terms of \((j, k)\). (c) Relative positions of the vertices in terms of \((t, n)\).
Figure 10.—(a) The mesh points \((j, k, n + 1/2), (j + 1/3, k + 1/3, n), (j - 2/3, k + 1/3, n), (j + 1/3, k - 1/3, n)\) and \((j + 1/3, k - 1/3, n + 1/2), (j - 1/3, k - 1/3, n + 1/2), (j - 1/3, k + 2/3, n + 1/2)\) with \((j, k, n + 1) \in \Omega_1\). (b) The mesh points \((j, k, n + 1), (j - 1/3, k - 1/3, n + 1/2), (j + 2/3, k - 1/3, n + 1/2), (j - 1/3, k + 2/3, n + 1/2)\) with \((j, k, n + 1) \in \Omega_2\).

Figure 11.—The stability domain of the \(a\) scheme.

Figure 12.—The \(\zeta-u\) space. (a) \((j, k, n + 1/2) \in \Omega_1\). (b) \((j, k, n + 1) \in \Omega_2\).

Figure 13.—The weighted-average \(a-e\) scheme. (a) \((j, k, n + 1/2) \in \Omega_1\). (b) \((j, k, n + 1) \in \Omega_2\).
Figure 14.—The computation domain and the shock locations of a steady-state shock reflection problem.

Figure 15.—The spatial locations and the new mesh indices \((r, s)\) of mesh points \((R = S = 4)\).

Figure 16.—Numerical results and convergence histories for problem #1. (a) Pressure coefficients at the mid-section of the computation domain \((y = 0.5\) in Fig. 14). (b) Convergence histories for \(u_m\), \(m = 1, 2, 3, 4\).

Figure 17.—Numerical results and convergence histories for problem #2. (a) Pressure coefficients at the mid-section of the computation domain \((y = 0.5\) in Fig. 14). (b) Convergence histories for \(u_m\), \(m = 1, 2, 3, 4\).

Figure 18.—Numerical results and convergence histories for problem #3. (a) Pressure coefficients at the mid-section of the computation domain \((y = 0.5\) in Fig. 14). (b) Convergence histories for \(u_m\), \(m = 1, 2, 3, 4\).
Figure 19.—Numerical results and convergence histories for problem #4. (a) Pressure coefficients at the mid-section of the computation domain (y = 0.5 in Fig. 14). (b) Convergence histories for $u_m$, $m = 1, 2, 3, 4$.

Figure 20.—Numerical results and convergence histories for problem #5. (a) Pressure coefficients at the mid-section of the computation domain (y = 0.5 in Fig. 14). (b) Convergence histories for $u_m$, $m = 1, 2, 3, 4$.

Figure 21.—Numerical results and convergence histories for problem #6. (a) Pressure coefficients at the mid-section of the computation domain (y = 0.5 in Fig. 14). (b) Convergence histories for $u_m$, $m = 1, 2, 3, 4$.

Figure 22.—Pressure contours for problem #3.
Table 1.—Definitions of test problems numbers 1 to 6 and the corresponding values of $T$, $v_{\text{max}}$, $v_{\text{min}}$, and $n_c$

<table>
<thead>
<tr>
<th></th>
<th>$T$</th>
<th>$v_{\text{max}}$</th>
<th>$v_{\text{min}}$</th>
<th>$n_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.5</td>
<td>0.585</td>
<td>0.6204</td>
<td>152.32</td>
</tr>
<tr>
<td>2</td>
<td>0.5</td>
<td>0.8776</td>
<td>101.55</td>
<td>152.32</td>
</tr>
<tr>
<td>3</td>
<td>0.5</td>
<td>0.8775</td>
<td>9302</td>
<td>203.09</td>
</tr>
<tr>
<td>4</td>
<td>0.8</td>
<td>0.585</td>
<td>6303</td>
<td>152.32</td>
</tr>
<tr>
<td>5</td>
<td>0.8</td>
<td>0.585</td>
<td>6303</td>
<td>152.32</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.585</td>
<td>6303</td>
<td>152.32</td>
</tr>
</tbody>
</table>

Figure 23.—Aeroacoustic computation of a free shear layer. (The fast stream lies in the bottom 1/3 domain while the slower stream lies in the top 2/3 domain. A small sinusoidal time-dependent perturbation is applied at the shear layer separating two streams.)

(a) Pressure contours. (b) $v$-velocity contours. (c) Vorticity contours.
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