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Abstract

This final report covers the work done on corporate agreement NCC2-616 over

a period of 5 1/2 years. It is broken into three segments of approximately 1 1/2 to 2

years each. The report is a summary report and is not intended to be comprehensive

of all the work done under this corporate agreement. A more complete coverage of

the work done is obadned from the papers and reports listed in the "Papers" section.

Additional reporting of significant work was done through "Technical Highlights"

and "Research and Technical Summaries". A listing and copies are given in the

"Technical Highlights and R and T" section. The work was also reported in a series

of seminars, conference meetings, branch reviews, workshops, and project reviews.

A list of these talks is given in the "Presentation" section. Also during this time

three students ranging from high school to graduate level were supervised. A list

of the students and the type of work accomplished is given in the "Mentoring"

section. The report concludes with the "Appendices" sections which include the

three papers produced during the last 1 1/2 years of this corporate agreement.
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Section I June 1989 to June 1991

Grid Generation About Complex Three-Dimensional

Aircraft Configurations

The study of the aerodynamics about complete aircraft by numerical methods

is still limited by two (or more) problems. The first involves the lack of adequate

turbulence models applicable to a wide range of flow regimes and the second has

to do with obtaining three dimensional grids with sufficient resolution to resolve

all the flow or other physical features of interest. This study is concerned with the

latter problem.

The generation of a computational grid involves a series of compromises to

resolve several conflicting requirements. On one hand one would like the grid to be

fine enough and not too skewed to reduce the numerical errors and to adequately
resolve the pertinent physical features of the flow field about the aircraft. On the

other hand the capabilities of present or even future supercomputers are finite and

the number of mesh points must be limited to a reasonable number, one which is

usually much less than desired for numerical accuracy.

One technique to overcome this limitation is the 'zonal' grid approach. In

this method the overall field is subdivided into smaller zones or blocks in each of

which an independent grid is generated with enough grid density to resolve the flow

features in that zone. The zonal boundaries or interfaces require special boundary

conditions such that the conservation properties of the governing equations are

observed. Much work has been done in 3-D zonal approaches with nonconservative

zonal interfaces. A 3-D zonal conservative interfacing method that is efficient and

easy to implement was developed during the past year.

As originally envisioned, the conservative interfacing was to be developed for

finite difference codes which were the most prevalent codes at NASA/Ames. How-

ever during the course of the work it became apparent that such a procedure would

become rather complicated and that it would be much more feasible to do the con-

servative interfacing with cell-centered finite volume codes. Accordingly, the CNS

code was converted to finite volume form. This new version of the code is named

CNSFV. The original multi-zonal interfacing capability of the CNS code was en-

hanced by generalizing the procedure to allow for completely arbitrarily shaped

zones with no mesh continuity between the zones. While this zoning capability

works well for most flow situations it is, however, still nonconservative. The con-

servative interface algorithm has also been implemented.

The results of this work has been reported in reference 1, a paper presented at

the 10th AIAA CFD conference held on 24-27 June 1991. This paper essentially

covers much of the work done during the first two years of the corporate agreement.



Section II July 1991 to May 1993

CNSFV Code Development,

Virtual Zone Navier-Stokes Computations of

Oscillating Control Surfaces and

Computational Support of the Laminar Flow Supersonic

Wind Tunnel,

Abstract

The work performed from mid-1991 to mid-1993 on this corporate agreement

covered two major areas and two lesser ones. The two major items included fur-

ther development and validation of the CNSFV code and providing computational

support for the Laminar Flow Supersonic Wind Tunnel (LFSWT). The two lesser

items involve a Navier-Stokes simulation of an oscillating control surface at tran-

sonic speeds and improving the basic algorithm used in the CNSFV code for faster

convergence rates and more robustness. The work done in all four areas was in

support of the High Speed Research Program at NASA Ames Research Center.

Introduction

The numerical simulation of the Navier-Stokes equations for complex configua-

tions at realistic flight conditions is still limited by several problems. Included are

the lack of adequate grid resolution, robust and efficient flow solvers, transition pre-

diction techniques, and turbulence models. The work covered in this report involves

the first three items only. The grid resolution and robust flow solver problems are

included in the CNSFV code development work and the transition prediction tech-

nique is included in the work involving flow analysis of the laminar flow supersonic

wind tunnel currently under development at NASA Ames. The flow analysis is by

numerical simulation of the Navier-Stokes equations with the CNSFV code. In the

following sections the work performed during this performance period in the four

different categories are described in more detail.

CNSFV Code Development

The CNSFV code is a cell-centered finite volume version of the finite differ-

ence code, CNS. The reason for developing the finite volume code was to facilitate

the implementation of conservative zonal interface boundary condition. The finite

difference form is not practical for conservative interfacing. The CNSFV code was

originally developed three years ago (see ref. 1) and has been under continuous

improvement since its inception. During the past year (1993) further improvements

have been made. These include simplifying the type and amount of input data re-

quired, implementing general boundary conditions, increasing the code efficiency in

terms of vectorization and algorithmic improvements, and developing special zoning

capabilities (called virtual zones) to ease the problem of generating grids with mul-

tiple zones about complex and dynamic aerodynamic configurations. An example

of an application of the virtual zone technology is given in reference 2, where a com-

plete wing-body configuration with control surfaces is simulated with the CNSFV

co de.



The diagonal ADI algorithm in the original finite differencecodeis a fast and
robust scheme.Howeverwhen the codewasconvertedto finite volumeform a sharp
drop in the maximum allowablestable time step wasnoticed. Various types of local
time step scalingswere tried and the allowable time steps improved substantially
but the time steps originally possible with the finite differenceform were never
achieved. The scaledallowable time steps were still too small however and the
diagonal ADI schemewas replaced with the lower-upper symmetric Gauss Seidel
(LU-SGS) scheme.This schemeis unconditional stable and arbitrarily large time
steps cannow be used. Most of the the work on implementing and validating the
LU-SGSschemein the CNSFV codeis reported in an AIAA paper presentedat the
AIAA Fluid Dynamics Conference,ref.3.

A condensedversion of an user's manual (ref. 4) for the CNSFV code has been
written.

Computational Support for the LFSWT

During this period computational support has been provided for the Laminar

Flow Supersonic Wind Tunnel (LFSWT). The objective of the effort is to develop

computational tools so that the design of a test model and its placement within the

test section of the LFSWT can be verified by numerical simulation of the Navier-

Stokes equations before the model is constructed. For transition studies in the

supersonic Mach regime it is important to know the extent of clean and undisturbed
flow over the test model.

For the simulation, modified versions of the Upwind Parabolized Navier-Stokes

(UPS, ref. 5) and the Compressible Navier-Stokes, Finite Volume (CNSFV) codes

were used to solve the thin-layer Navier-Stokes equations for the laminar flow about

the test model inside the LFSWT. The surface and flow field grids were generated

with GRIDGEN (ref. 6). The faster UPS code was used for the higher Mach

numbers investigated and the multi-zonal CNSFV code for the lower supersonic

Mach regime.

Computations have been performed of flow fields about a NACA64A010 wing

with a 70 o leading edge sweep mounted on the top wall of the LFSWT for inviscid

and viscous flows with the UPS and CNSFV codes, respectively. Various other

model locations were studied to verify that the top wall mounted position provides

for the largest extent of undisturbed flow on the model. The figure in the first

technical highlight shows the inviscid shock pattern obtained with the UPS code.

Shown are the impinging shocks on the tunnel walls as well as on the model itself.

The undisturbed region on the model is the triangular region in front of the reflected

shock wave impinging on the model. The flowfield behind the impinging shock wave

is no longer undisturbed and, hence, that part of the model behind the shock is

useless for any natural transition study.

Another series of computations were carried out on the NACA64A010 wing

with four different leading edge sweep angles. The mean flow results were used to

validate a Parabolized Stability Equation (PSE) code being developed by another



group. In addition a full scale sized portion of the F16XL2 passive glove was gridded

and a flow solution initiated in preparation for the wind tunnel tests scheduled for

early 1994. The results of the computations were used to design the wind tunnel

model of the F16XL2 wing. The wind tunnel tests are designed to validate the wind

tunnel with flight tests.

An accurate prediction of the flow field inside the LFSW with various test

models is important for maximizing the usefulness of the tunnel, especially when

relatively small test sections are considered. Numerical simulations can also be used

for designing tunnel modification and innovative passive and active tunnel devices

to minimize the impact of reflected waves on the test model. This is a cost-effective

means of increasing the usable size of the LFSWT.

Virtual Zone Navier-Stokes Computations of Oscillating Control Surfaces

Another area of effort conducted during the past year was to implement the

virtual zone concept into a time accurate finite difference code, ENSAERO (ref. 7),

for application to an oscillating control surface mounted on a clipped delta wing at

transonic speeds. For a time accurate computation it is essential that the search

procedure to find the interpolation coefficients for the inter-zonal communication be

at least as efficient as the flow solver. Otherwise the code is not practical enough for

routine use. Much of the work involved developing more efficient search procedures.

The results of this effort were presented at the AIAA llth CFD Meeting (ref. 8).

Algorithm Development

As mentioned in the CNSFV code development section, the LU-SGS scheme

is unconditionally stable. However it does suffer slower convergence rates with

increasing Reynolds number for viscous dominated flows. For this reason several

modifications of the basic LU-SGS scheme were implemented. This work was ini-

tiated during this period and the results are reported in the section for the next

performance period.

6



Section III June 1993 to January 1995

Computational Support of the Laminar Flow Supersonic

Wind Tunnel, CNSFV Code Development, Maglev, and
Grid Generation

Abstract

The work done in the last period of the corporate aggreement covered four

major areas: computational support for the Laminar Flow Supersonic Wind Tunnel

(LFSWT), further CNSFV code development, an example of dual use technology

of CFD for the aerodynamic analysis of the magnetic flight vehicle (Maglev), and

grid generation as needed for the LFSWT and Maglev efforts.

Computational Support for the LFSWT

The computational support for the Laminar Flow Suppersonic Wind Tunnel

involved several facets. The primary one required CFD nalysis of of full scale F16xl-

2 wing to ascertain the tunnel blockage and extend of clean flow in the test section.

Since the LFSWT test section is quite small (8 in. high by 16 in. wide by 36

in. long) and the mean chord length of the F16xl-2 wing is approximately 200 in.,

just a small portion of the leading edge of the wing could be accommodated in the

tunnel. Furthermore to prevent blockage effects the wing section had to be modified

to reduce the section thickness. The CFD effort consisted of defining the surface

shape of the test model, defining the surface grid and generating the volume grid

including the wind tunnel walls, and doing a series of Navier- Stokes and Euler

simulations to find the best model size and placement to optimize the usable size
of the available test section.

Another facet of the effort was to provide numerical validation of the test results

of the final F16xl-2 model at various angles of attack. Since the F16xl-2 wing design

is considered proprietary, these results are not shown here. The agreement between

the test results and numerical predictions are very good except where spurious shock

waves emanating from various locations in the wind interfer with the model. These

shock waves are not considered in the numerical simulations.

A third facet of the research is to provide CFD tools needed for predicting

the transition from laminar to turbulent flow in the wind tunnel. Most of this ef-

fort involved developing better algorithms for the mean flow Navier-Stokes solver

(CNSFV) to obtain better and faster convergence rates and more accurate results.

This effort was critical since the flow is predominantly laminar, which is very slow

to converge to a fully developed boundary layer due to the low levels of physical

dissipation. Increasing the numerical dissipation levels distorted the boundary layer

properties needed for transition predections. The main effort was to investigate sev-

eral different modifications to the LU-SGS scheme. Several versions were successful

for 2-d flows but did not carry over to 3-d flows. These results were reported in ref.

9. The paper in included in Appendix B.



The other results obtained under the LFSWT effort were reported on a peri-

odic basis, namely monthly LFSWT reviews and semi-annual High Speed Research

(HSR) Research and Technology (a and T) reviews. This work is still underway

and will be documented at the completion of this effort.

Maglev

Another study carried out during this performance period was an numerical

aerodynamic prediction of a ground-based transportation system. This is a good

example of a dual-use technology. CFD tools developed for predicting aerodynamics

about aircraft used for other applications. Since the flow regimes are quite different

between aircraft and ground-based vehicles, some further development of the CFD

tools was necessary; mostly in the turbulence modelling and in the volume gridding

and blocking. Most of the details of this work are given in ref. 10. The paper is

included in Appendix C.

Grid Generation

Much of the work in the LFSWT and the Maglev effort involved generating the

surface definitions, generating the surface grids, setting up the grid blocking struc-

ture, and finally generating the volume grids. Flow simulations are then performed.

If the flow results are inadequate on these grids, then the grids are adjusted until

the numerical results are sufficiently accurate for th erequired needs. Dave Baker, a

graduate student at Cal Poly helped with the gridding effort. A grid quality study

was also conducted by Kevin Okamoto, a graduate student at UC Davis.
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Computational Verification for the Laminar Flow Supersonic Wind Tunnel

G.H. Klopfer

Computational tools were developed so that the design of a test model and

its placement within the test section of the Laminar Flow Supersonic Wind

Tunnel (LFSWT) could be verified by numerical simulation of the Navier-Stokes

equations before the model is constructed. For transition studies from laminar to

turbulent flow in the supersonic Mach regime it is important to know the extent of

clean and undisturbed flow over the test model.

Modified versions of the Upwind Parabolized Navier-Stokes (UPS) and the

Compressible Navier-Stokes, Finite Volume (CNSFV) codes were used to solve

the thin-layer Navier-Stokes equations for the laminar flow about the test model

inside the LFSWT. The faster UPS code was used for the higher Mach numbers

investigated and the multi-zonal CNSFV for the lower supersonic Mach regime.

Computations have been performed for a NACA64A010 wing with a 70

degree leading edge sweep mounted on the top wall of the LFSWT at Mach 1.6

for inviscid and viscous flows with the UPS and CNSFV codes, respectively.

Various other model locations were studied to verify that the top wall mounted

position provides for the largest extent of undisturbed flow on the model. The

accompanying figure shows the inviscid shock pattern obtained with the UPS

code. Shown are the impinging shocks on the tunnel walls as well as on the

model itself. The undisturbed region on the model is the triangular region in front

of the reflected shock wave impinging on the model. The flowfield behind the

impinging shock wave is no longer undisturbed and, hence, that part of the model

behind the shock is not useful for any natural transition study.
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The accurate prediction of the flowfield inside the LFSWT with various test

models is important for maximizing the usefulness of the tunnel, especially when

relatively small test sections are considered. Numerical simulation can also be

used for designing tunnel modifications and innovative passive and active tunnel

devices to minimize the impact, of reflected shock waves on the test model. This

is a cost-effective means of increasing the usable size of the LFSWT.

Ames-Moffett contact: G. H. KIopfer

(415) 604-3993 or FTS 464-3993

Headquarters program office: OAST

Figure Caption:

Computed shock waves on a test model at Mach 1.6 in the

Laminar Flow Supersonic Wind Tunnel
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The LU-SGS Scheme for a Viscous Compressible Flow Code

G. H. Klopfer and S. ¥oon

Itis wellknown that the finitevolume form of the diagonal Beam-Warming scheme has a time

steprestriction.For constanttime steps,the largestCourant-Friedrichs-Levy(CFL) numbers axe

lessthan ten. The CFL number isa nonclimensionaltime step.With judicioustime step scaling,

the maximum CFL can be as high as 75. For numerical simulationof a realisticaerodynamic

configuration,severaldozen zones may be requiredand much userinput isrequiredto determine

the optimum time stepand time stepscaling.Furthermore when simulatingunsteady viscousflows

a constanttime stepisrequiredand theallowableCFL ofi0 ismuch too low forsuch a simulationto

be practical.The objectiveofthe presentwork istoutilizean alternativealgorithmto the diagonal

Beam-Warming scheme in the three-dimensionalcompressibleNavier-Stokescode,CNSFV, so that

the severetime step restrictionisavoided. For steady flows,largertime steps willallow faster

convergence to steady state.For unsteady flowthe time step restrictionwillbe based solelyon

accuracy considerations,ratherthan algorithmiclimitations.The LU-SGS (lowerupper symmetric

Gauss Seidel)algorithm has unconditionallinearstablility.Hence thisscheme isimplemented in

the CNSFV code and validatedby simulatinga transonicturbulentflowaround the ONERA M6

transportwing.

Computations have been performed forthe ONERA M6 wing at Mach 0.8339,angle of attackof

3.06degrees,and Reynolds number of 11.72millionforturbulentflowswith both the diagonalADI

and the LU-SGS schemes in the CNSFV code. The turbulencemodel isBaldwin-Loma× model.

The gridconsistsof fourzones with a totalmesh sizeof 193 by 49 by 35 points.The normal grid

spacing at the wing surfaceissufficientlyfineto resolvethe viscoussublayer.The steady state

resultsobtained with both schemes are indistinguishableand compared to experimentalresultsas

shown in the figure.However the computationalcostforthe LU-SGS has been reduced by a factor

oftwo. The actualCFL numbers run withthe LU-SGS scheme were 200,00and no time stepscaling

was necessary.

A multi-zonalcompressibleNavier-Stokescode has been improved by replacingthe diagonalADI

algorithm with the LU-SGS scheme. With the new scheme the code isnow much more robust,

requiresno user interventionto determine the optimum time step or time stepscaling,converges

faster,and requiresonly halfthe cpu time to obtainthe same convergencelevel.

Ames-Moffett Contact: G. H. Klopfer

(415) 604-3993 or FTS 464-3993

Headquarters Program Office: OAST

Figure Caption: Comparison of the LU-SGS and Diagonal Beam-Waxming Schemes and CNSFV

Code Validation.
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F16XL-2 Model Design for the Laminar Flow Supersonic Wind Tunnel

G. H. Klopfer

Supersonic Laminar Flow Control (SLFC) is currently being researched to assess the fea-

sibility of utilizing active and passive techniques to achieve laminar flow over a supersonic

transport. If successful, SLFC has the potential to significantly reduce the drag and, there-

fore, increase the efficiency of future transport aircraft. The elements within the SLFC pro-

gram include flight testing, wind-tunnel testing and computational fluid dynamics (CFD)

research. These three elements form a "triad" of research which, ultimately, will contribute

to the successful design and development of the next generation supersonic transport.

One of the activities within the CFD research element is computational support of wind-

tunnel design and testing. A full scale test model of a portion of the passive glove of the

F16XL Ship 2 was designed and its placement within the test section of the Laminar Flow

Supersonic Wind Tunnel (LFSWT) was verified by numerically simulating the flow field

with a Navier-Stokes code. The test section of the LFSWT is limited in size and it is

important to design the model to fit in the tunnel to ensure that the tunnel operates in

the laminar flow mode without any unstart problems. Only the leading edge portion of the

passive glove needs to be modeled at full scale and numerical simulation is a cost effective

way of designing the model and guaranteeing proper tunnel operation before the model is

constructed. For transition studies from laminar to turbulent flow in the supersonic flight

regime it is important to know the extent of clean and undisturbed flow over the test model.

The extent of clean flow over the model is determined by the placement of the model in the

tunnel test section as well as the proper design of splitter plates to eliminate shock wave

interference on the model.

The figure depicts a planform view of the F16XL Ship 2 flight test vehicle, the passive glove

as well as the portion of the passive glove that fits inside the test section of the LFSWT.

In spite of the small portion of the wing being modeled for ground-based experiments, the

size of the wing model is adequate since natural transition at flight conditions occurs within

the first two percent of wing chord. The model encompasses 8 to 10 percent of chord of

the full scale wing. However the wing thickness at 8 percent chord is thick enough to cause

tunnel blockage problems. For this reason the lower surface of the test model is modified by

reshaping to keep the tunnel blockage under 10 percent. For transition studies the leading
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edgeandthe uppersurfaceof thewingareof primaryinterestandmodificationof the lower

surfacehasnegligibleeffecton thetransitionfront locationascanbeverifiedbvnumerical

prediction.

Ames-Moffett Contact: G. H. Klopfer

(415) 604-3993or FTS 464-3993

Headquarters Program Office: OAST

FigureCaption: Planformview of theF16XLShip2 aircraft,passivegloveandportion of

passiveglovemodeledfor the Laminar Flow Supersonic Wind Tunnel.
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Magnetic Flight of a Vehicle

Unmeel Mehta, Goetz Klopfer

A magnetically propelled system that "'flies" may lead to a revolutionary
progress in transportation. The system is off the ground, that is, it flies because
of magnetic lift. This levitation technique requires the system to fly very close to
the ground. High-speed, magnetic flight (magflight) vehicles glide above their
guideways, suspended, guided, and propelled by magnetic forces. The possible
rationale for magflight studies at NASA are the following: i) space opportunities
are offered by launching earth-to-orbit systems with magflight based catapults; ii)
aeronautics opportunities are provided for conducting hypersonic research by
launching research vehicle with magflight catapults and by using magflight test
tracks; and iii) commercial opportunity is the possibility of the high-speed,

magflight ground transportation system.

Magflight has technical risks associated with vehicle/guideway interactions,
guidance and control, and noise issues, with can be addressed only by aerospace
technologies. These interaction issues and adverse effects of aerodynamic forces
and moments require state-of-the-art computational fluid dynamics tools.

After the completion of the system concept definition studies for developing high-

speed magnetic levitation (maglev) trains conducted under the National Maglev
Initiative, the Federal Railroad Administration requested that NASA provide

aeronautical expertise.

A conceptual magflight vehicle traveling at 300 miles per hour is considered. It
uses a trough-shaped guideway for guidance. A newly developed computational

fluid dynamics code is used to solve three-dimensional, Reynolds averaged, thin-
layer, Navier-Stokes equations. The first figure shows complex pressure fields on
the vehicle surface and the guideway surface. An outcome of this research study

is that the shaping of the base region and of the nose region are equally important
for lowering the vehicle drag. The base region of the shape investigated
contributes to drag the most, because of flow separation and complex streamwise
vortex pattern as shown in the second figure, followed by the nose region.

At present, Headquarters Offices of Aeronautics and of Space Access and
Technology are in the process of identifying a compelling need for the NASA to
get involved with magflight technology. If this need is found, the current study
would lead to a comprehensive investigation of magflight aeronautical issues.

Contact: U. Mehta

(415) 604-6744
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Headquarters program office: OA

Figure Captions

Fig. 1. The pressure contours on the surfaces of guideway and vehicle.

Fig. 2. Streamsurfaces, eminating from the nose region, manifest large
streamwise vortices at the base of the vehicle.
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Mentoring

The following students were mentored during the past four years. The main

purpose of having students work with a mentor is to acquaint them with the type

of work being done at Ames and to give them a flavor of working in a research

environment under actual working conditions. Initially they were put to work on

simple tasks such graphic processing of numerical results. As they become more

proficient, they were involved with computer code development and numerical stud-

ies of specific problems. The three students involved are listed below as well as the

type of work done by each.

1. David Dinh Yeh, high school student,

September 1990 to June 1991, (one day per week)

Code development, and graphics.

2. Michael David Baker, undergraduate student at Cal Poly Pomona,

Summer 1992, summer 1993, March 1994 to September 1994,

Code development for CNSFV, grid generation for the LFSWT Project,

preparation of graphics for the LFSWT Project, and development of

higher order accurate finite difference schemes.

3. Kevin K. Okamoto, graduate student at UC Davis,

Summer 1992, summer 1993, and summer 1994,

Force and moment code development and

grid quality studies.
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VIRTUAL ZONE NAVIER-STOKES COMPUTATIONS

FOR OSCILLATING CONTROL SURFACES

G. H. Klopfer" and S. Obayashi "t
NASA Ames Research Center

Moffett Field, CA 94035-1000

Abstract

A new zoning method called "virtual zones" has been

developed for application to an unsteady finite difference

Navier-Stokes code. The virtual zoning method simplifies

the zoning and gridding of complex configurations for use

with patched multi-zone flow codes. An existing interpo-

!adon method has been extensively modified to bring the

run time for the interpolationprocedure down to the same

levelas for the flow solver. Unsteady Navier-Stokes com-

putations have been performed for transonic flow over a

clipped deltawing with an oscillatingcontrol surface.The

computed unsteady pressure and response characteristics

of the control-surfacemotion compare well with experi-
mental data.

Introduction

Present _ransport aircraft as well as highly maneu-

verable fighteraircraftare often subject to unsteaziyaero-

dynamics. In thisunsteady environment aircraftdesigners

utilizcactive controls to achieve controllabilityand safety

of the aircraft.Active control can alsobe ,usedto suppress
transonic fluttercharacteristicsof high aspect ratiowings

and thus reduce the structuralweight to achieve more ef-
ficient• ght conditions.

In the transonic flow regime active controls have a

pronounced effect on the aerodynamic and aerodastic per-

formance of a wing. This effect can be used to improve the

airplane pe._ormance by improved design of the active con-

trol surfaces. To do this successfully requires accurately

predicting the aerodynamic and aeroelastic performance

of a wing. Experimental prediction of unsteady aerody-

namic and aeroelastic performance is costly, risky and time

consuming; numerical simulation of the unsteady Navier-
Stokes equations is a much more cost effective alternative

for predicting the performance of an active contro| surface.

The physics of unsteady transonic flow around a con-
troi surface has been simulated with small disturbance the-

ory [1,2]. Unsteady Navier-Stokes simulations have been

performed in two dimensions [3,4]. A more recent study [5]

conducted a three dimensional simulation of the unsteady

thin-iayer Nay]or-Stokes c_uations on the flow field sur-

rounding a wing with a forced oscillating control surface.

In that study an unsteady Navier-Stokes code, ENSAER.O,

was extended to simulate unsteady flows over a rigid w_ng
with an oscillatingtrailing-edgeflap.

* Senior Research Scientist, MCAT T-stitute, San
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The numerical simulation of the unsteady Navier-

Stokes equations about complex and reMistic aerodynamic

configurations requires the use of zonal methods. In this

method the overall flow field domain is subdivided into
smaller blocks or zones. In each of these zones the flow field

is solved independently of the other zones. The boundary

data for each zone is provided by the neighboring zones. A

major difficulty of the zonal methods applied to oscillating
control surfaces has been how to account for the variable

exposure of the ends of the control surfaces to the flow
field.

In ReL 5 an algebraic _id generation technique was

incorporated into the ENSAERO code. The grid moved

at every time step to follow the deflection of the flap. The

small unsteady deflections were handled using a sheared
single mesh. The large mean deflections were handled us-

ing a zonal method [6]. The use of the single sheared grid

did not permit the exact simulation of the unsteady flap-

wing geometry. A gap had to be introduced between the

ends of the flap and wing to allow sufficient space for _he

moving sheared mesh. The gap compromised the geom-
etry and numerical predictions of the oscillatingcontrol

surface flow field.The purpose of the present study is to

rectifythat compromise through the use of a new zoning
technique called "virtual"zones.

The virtual zoning method, first implemented in a

multizone finite volume code, CNSFV, [7], has been mod-

ified for application to the unsteady finite difference code,

ENSAERO. The main purpose of these zones is to convert,

for example, a solidwall boundary condition into a.ninter-

face condition. The interface conditions axe required for
the interzonal communication. In a multi-zonal code the

virtual zones are treated Eke real zones as far as boundary

and interface conditions are concerned, however, no flow

field computations axe done within these zones. Hence,

the name "virtual" zone is appropriate.

In addition to the introduction of the virtual zones,

it is necessary to speed up the process of determining the

interpolation coefficients required for the interzonal com-

munication if the unsteady Navier-Stokes simulation is to

be practical.

The present study conside_ the transonic vortical

flow over a clipped delta wing. A view of the wing and the

control surface is shown in Fig. 1. Unsteady Navier-Stokes

computations for the clean wing were reported in R_f. 8.

The forced oscillating control surface computations with

the single zone sheared mesh were presented in H,efl 5.

Numerical Method

A briefdescription of the governing equations, grid

and zonal system, and boundary conditions is given in this
section. Most of the attention will be focussed on the vir-

tual zoning concept and the unsteady interpolation pro-
cedure since these two items were c:uclal to the successful

and practical application of the Navier-Stokes equations to



oscillatingcontrol surfaces.

Governing Equations and Discretlzation

The governing equations axe the Reynolds-averaged

thin-layerNavier-Stokes equations. The laminar viscos-

ity is taken from the freestream laminar viscosityand is
assumed to be constant for the transonic flow considered

in thisstudy. The turbulent viscosityisobtained with the

Baldwin-Lomax algebraiceddy viscositymodel [9]with the

Degani-Schiffmodification [10]to properly handle the lead-

ing edge separation as wellas the controlflapvorticalflow.

The numerical algorithm, time dependent metrics of

the curvilinearcoordinate system, and performance char-
acteristicsof the ENSAERO code have been described

previously and willnot be repeated here. The interested
reader is referredto Ref. 5.

Control Surface Grid and Zones

The primary focus of the present study is to demon-

strafe the feasibility of using dynamic zones for the os-

cillating control surface case rather than minimizing the
cpu run time for the case to be presented. Hence the flow
domain was split into only three real zones. Each of the

zones consists of a C-H topology. The two zonal bound-
aries were placed at the span stations located at the ends
of the control surface. Four additional virtual zones were

placed in the two cuts separating the flap and the wing.

One pair of the virtual zones remains fixedwith the wing

and the other pair is fixed with the flap and moves with

the flap during the control surfacemotion. Figure 2 shows

the seven zones used in thisstudy.

The C-H grid around a deflectedcontrolsurface can

be obtained in two ways. One is to shear every grid line
normal to the control surfacewith the localdeflection.The

other is to algebraically regenerate the entire C-H grid with

the control surface deflected at every time step. A previous

study [5], showed that the computed surface pressures did

not show any significant differences between the two meth-

ods. Therefore, for this study, thc grids around the control

flap were regenerated with the simpler shearing method.

Virtual Zone

The zoning capabilityof the CNSFV code [6]allows

the possibilityof a singlefaceof a zone to interactwith sev-

eralother zones. The procedure of determining the inter-

polation coefficientsisautomatic in that no additionalin-

formation isrequired other than identifyingthe facesthat
are in contact with each other. To further extend the flex-

ibilityof the zoning method for the case of control surface

aerodynamics, the idea of "virtual"zones was introduced
in Ref. 7.

Virtual zones are zones of zero thickness (fora fi-

nite volume formulation) which serve to transfersolidwall

(or other) boundary conditions to an interfacecondition.

Thus multiple boundary conditions can be imposed on a

block face with the same flexibilityas an interfacecondi-

tion. Virtual zones also decouple the process of volume

grid zoning from the surface grid patches which define

the aerodynamic configuration under study. Surface grid

patches are required in order to impose the proper bound-

arc conditions. The volume grid zones should be set up

to obtain the proper mesh qualities required for numeri-

cal accuracy. Another advantage of the decoupling is that

much fewer zones are now needed, thus easing the effort
and time required to generate the grids about complex and

realistic configurations.

Perhaps the simplest way to explain the virtual zon-

ing concept is through the use of a generic wing/i:lap con-
figuration represented by two cylinders sliding past each

other as shown in Fig. 3. In Fig. 3a(1) the two cylinders

are in contact and aligned. A convential zoning scheme

has no difficulties for this configuration. In Fig. 3a(iii) the

two cylinders are completely separated from each other and

again a convential zoning scheme is adequate. However a

convential zoning scheme may not be possible at the in-

stance where the two cylinders are in partial contact as in

Fig. 3a(ii). The topology of the grids and zones in these

three instances isnot the same, and thus it isnot possi-

ble to conveniently use the convential zoning procedure for

such dynamic configurations.

On the other hand, as Fig. 3b illustrates, with the

virtual zone concept the topology of the grids and zones

does need to not change during the movement of the upper

cylinder over the lower one. By covering the cut ends of the
cylinders with a virtual zone so that the variable solid wall

boundary conditions become interface conditions, the up-

per zone communicates with the lower zone only through

the interface condition irrespective of the relative position

of the two cylinders. As also shown in the figure, the grid

topology of the virtual zones can be, and usually is, differ-

ent from the topology of the volume grid in contact with
the virtual zone. By this simple idea of converting bound-

ary conditions into interface conditions through the use

of virtual zones, dynamic configurations which were previ-

ously difficult to zone and grid with patched grids become
tractable.

The virtual zones also allow the zonal boundaries to

cut through the configuration surfaces, which is an im-

portant property of control surfaces. The region of the

configuration that intersects the zonal face is covered with

a virtual zone to convert that region into another interface
condition. Once a zone has been defined along with its as-

sociated virtual zones, its definition is complete and is not

influenced by any of its neighboring zones. In other words,

the real zone communicates with the other zones (real or

virtual) only through the interface conditions. Thus a par-
ticularzone can be altered or substituted with another

zone without any need to redefine the interfaceconditions

of the other zones. For example, a zonal grid can be set

up for a wing with control flaps with one zone for each

(say,undeflected) flap. For the deflectedflap case, only

the flap zone needs to be replaced with a zone containing

a deflectedflap.The boundary and interfaceconditons of

allother zones remain unchanged, even though they may

now have a solidsurface exposed to the flow field,e.g.,the

edge of the exposed end of the wing and flap.

The originalzoning capabilityof the ENSAERO code

was extended by including the above capabilityof multi-

ple interfaceconditions on a singleblock face. Since the

code is a finite difference code the zones required an over:

lap at the boundaries of the zones to allow for the proper
interblock communication (i.e., interfacing). In this study
a one-cell overlap was chosen. For this kind of zoning the
virtual zones of zero thickness used for the finite volume

2.



formulation are not appropriate. Instead, the dxickness of
the virtual zones had to be expanded to include the extent

of the overlap of the zones and, thus, the virtual zones for

the present formulation are now one cell thick. This formu-

lation results in a slight mismatch of one-half cell thickness

between the location of the actual solid wall and the vir-

tual zone boundary. The solid wall boundary condition

is applied at the proper location and the slight mismatch

has no discernable influence on the overall flow field, es-

pecially in the case where the ends of the flaps and wings

are treated with the no-slip viscous boundary condition,

rather than with the inviscid tangency condition.

An example of the virtual zones required for the
present case is shown in Figs. 4-6 for the inboard end of the

control surface. The two virtual zones slide through each
other with the control surface motion. It can be seen in the

figures that different regions of the virtual zones are then

exposed to, or in contact with, the real zones surrounding
the wing and the flap. The virtual zones transfer the solid
wail boundary condition to an interface condition and thus

allows for the automatic inclusion of the _riable exposure

of the ends of the flap a_ld wing to the flow field. The area

where the wing and flap virtual zones overlap represents
the unexposed portions of the flap and wing. Since the

flow field is not updated in the virtual zones by the flow

solver, nothing happens in the virtual zone overlap region
nor does it influence tile rest of the flow field.

Zonal Interface Interpolation

The original interpolation procedure used in CNSFV
aac[ ENSAERO is based on a glob's] area search. Even

though it is highly vectorized, it still requires 5000 /_sec
per target poiut on a Cray YMP oi1 an interface with 2500

points for both the target and base domains. In this pa-

per a targe_ point is the point to be interpolated using
the data from the base points. The global area search is,

thus, much too slow for a dynamic interpolation procedure

where the interpolation coefficients have to be updated at

every time step. By replacing the area search with a clip-

ping search procedure based on a polygon clipping algo-

rithm (also called window clipping, Ref. 11), the search

time to find the interpolants is reduced by two orders of

magnitude. This improvement brought the cpu run time

for determining the interpolation coefficients down to the

same level as required for the flow solver. In addition to

the clipping search, the nested loop (or shell) search, di-

rected hunt, and range limiting search are used to speed
up the process and are described below.

The clipping search is based on the well-known poly-

gon clipping algorithm. However, instead of clipping a

polygon to fit inside a window, only one point designated
the target points is used. The window is formed from the

four base points and we are trying to find the four base

points that surround the target point. In general the four

base points do not form a rectangular window and the

"coarse clip" circumscribes the four base points as shown
in Fig. 7. The clipping proceeds as follows:

1. Circumscribe the four base points with a rough
window.

2. Target point to the right of left boundary? If so,
continue with 3. If not, go to next set of base points since
target cannot be inside this window.

3. Target point above bottom boundary? If not, go
to next set of base points; if so continue with 4.

4. Target point to the left of right boundary? It"not,
go to next set of base points; i£ so continue with 5.

5. Target point below top boundary? If not, go to

next set of base points; if so target point inside the rough
window and the "coarse clip" is successful, continue with
6.

6. Transform the four base points into a unit square

aligned with the coordinate axis using a bilinear transfor-

mation, as sketched in Fig. 7. Locate the target point

in the transformed space and repeat the search procedure
2-5. If this "fine clip" is successful then have located the

four base points that surround the target point and can
now go to 7.

7. Determine the bilinear interpolation coefficients

for this target point and go to 8.

8. Proceed to next target point and go to 1.

The efficiency of the clipping search comes from two

factors: the first is that non-candidate base points are re-

jected as quickly as possible with a minimal amount of

operations performed. Secondly, the bilinear transforma-

tion is done only if the target point is inside the rough

window. The bilinear transformation is relatively expen-
sive to compute compared to setting up a rough window

which requires only a few minmax function operations on

the four base points, especially when the degenerate cases

of the four base points collapsing into triangles must be
considered.

In the best-case scenario where the first guess of the

base points is the correct one, the Cray YMP cpu time

per target point is 35 /zaec for the above clipping search

procedure. This includes the coarse dip, bilinear transfor-

mation, fine clip, and determining the interpolation coef-

ficients. The worst case is when the target points are not

within the domain of the base points. In this case assum-

ing grids with 2500 points for both the target and base
grids, about 600 l_sec are required. The reason that the

times are not larger is that only the coarse clip procedure

needs to be executed. In spite of the slow times, the worst
case times are about 10 times faster than the vectorized

global area search procedure.

To obtain the times of the best case, it is clearly nec-

essary to obtain the best guess possible for the base points

so that only a small neighborhood needs to searched. For

the steady-state problem a good starting guess for a new

target point is the base points found from the previous

target point. For unsteady cases, where the target grid is

moving relative to the base grid, a good strategy for the

starting base points isto use the base points found for this

targetpoint at the previous time step. For highly clustered

meshes where a target point can move across severaldozen

base points during a time step,a better approach isto use

the one for the steady state case. In thispaper, however,

we use the previous time step guess. With the starting
guess for the base points, two procedures called the "shell

search" and "directed hunt" are used with variable,suc-

cess. A third method called "range limiter" is developed
to reduce the time required forthe worst caseor near worst

case situationwhich happens quite often for the oscillat-
ing control surface configuration. All three methods are
described below in further detail.



The shell search uses the clip search as the basic en-

gine. The shell search refers to the sequence in which the

four base points are tested against the clip search. The

innermost shell depicted as ri '= 1 in Fig. 8 is the starting

guess for the base points. If the clip test is unsuccessful,

then the search proceeds to the next shell and loops around

the inner shell until the clip test succeeds or until all the

8(n-1) sets of base points are tested. If again unsuccessful,

the search proceeds to the next shell. The number of tests

increases as (2n - 1) 2 where n is the shell number. If the

shell intersects a boundary of the base grid, then the shell

is truncated at that boundary. The maximum number of

shells searched is equal to the maximum dimension of the

base grid. If the guessed starting set of base point is not

good, then the shell search is not much better than search-

]ng the entire base grid with the clip search. However, if

the starting guess is good and the target points have not
moved across too many base points, then the shell search

is successful within 2 or 3 shells, requiring at most 9 or 25
clip searches. Tests with various cases have shown that it

is more efficient to stop a.f_er the second shell and do the

range llmltcr (explained bctow) before proceeding with the

next shcll. Typical test cases show that the shell hunt cpu

times vary from 35 H.sec to 150 #gee per target point.

A potentially more efficient procedure than the shell

search is the directed hunt. In this method, the best guess

for the four base points and the target point is transformed
into the unit square window. Let the transformed coordi-

nates of the target point be (k_,l_) as shown in Fig. 9.

If the coordinates are positive and less than one, the four

base points have been found; if not, the next guess for the

reference base point coordinates is given by

k,_ = k,, + int( kt - I)

1,_ = lo + int(It - 1)

where k°,lo are the indices of the reference point of the

four base points, as shown in Fig. 9. Typically_ the di-

rected hunt should find the base points with only 2 to 3

steps. However the bilinear transformation often breaks

down because of degenerate base points, or the direction
takes the search to the outside of the base domain bound-

aries (e.g., in crossing the wake boundary of a C-m_h).

In the latter case one has to step along the boundary until
the directed hunt can be continued. For these reasons the

directed hunt has not been reliable and efficient enough

for the oscillating control surfa_ee problem. Since the di-

rected hunt has the potential of being 2 to 3 times faster

than the shell search, especially if the first guess is poor,

work is continuing on developing a reliable directed hunt

procedure.

The cost of computing the searching procedure in-

creases as the number of base points increases. What is

needed is an efficient procedure to reduce the number of
base points over which to search, or to eliminate them en-

tirely if the target point is not within the domain of the
base points as in the worst-ease scenario mentioned above.

The "range limiter" was developed for this purpose. As

with the shell search the basic engine is again the dip test.

The range limiter can be described with the help of Fig.
10 as follows:

1. Circumscribe the domain of the base points with

the window shown in Fig. 10_..

2. Apply the clip test to the target point; if target is

inside window, continue with 3; if not, target point canno_

be interpolated with the given base points. Go on to next

target point.

3. Subdivide the base domain in half and choose the

subdivision which produces the smallest overlap area as

shown in Fig. 10b and 10c. If overlap areas are equal,

choose the partition which operates on the larger of the
two dimensions; if the dimensions are the same, use the
first of the two subdivisions.

4. Apply the clip test to the target point with both

of the subdomains. If the target point is in one but not

the other of the subdomains, then define the domain of

base points to be the domain in which the target point lies
and continue with 1. It" the target point lles in both of

the subdomains (i.e., it lies in the overlap area) then cut

off the two subdomains at the ends opposite the overlap

region and redefine the domain to be the central portion

of the base point domain and continue with 1. The clip

test is applied to the cutoff portions to make sure that the

trimmed portions do not contain the target point.

5. The subdivision along any one direction stops if

the dimension in that direction is less than 5, since at that

point the shell search is more efficient.

Although the range limiter appears cumbersome, it

is quite useful and efficient especially if the domain of base

points is larger than the domain of target points, _axd it

very quickly excises the portions of the base domain which

are not close to the target point. Once the base domain
has been trimmed, the shell search or directed hunt is used

for the local search. Another way of trimming the base

domain is to place search limits on the base domain beyond
which the search will not be conducted. This last method

is effective only if the search limits are "known a priori, as

for the present case of the oscillating control surface.

It is of interest to compare the present method with

the so-called Domain Connectivity Function method of

Ref. 12. The present method is just slightly faster than

the dynamic mode of the DCF method. Compared to the

static mode of the DCF method, where the inverse map-

ping needs to be determined, the present method is sub-

stantially faster (approx. 10 times). For the oscillating
control surface problem, the DCF method would have to

be run in the static mode and thus is too slow to be prat-
ical.

q

Results

The test case considered in the present study is a

clipped delta wing with an oscillating trailing edge control
surface [13]. The wing planform is shown in Fig. 1. The

wing has a leading edge sweep angle of 50.4 deg and a
6% thick circular arc airfoil section. At Mo_ = 0.9 and

a = 3 deg, both a leading edge vortex and a shock wave are

present on the upper surface of the wing. The C-H grids of

the three real zones consist of 151 × 13 × 34, 151 x 15 x 347

and 151 x 20 x 84 points from inboard to outboard as shown

in Fig. 2. Since the experiment was conducted using a

Freon test medium, the ratio of specific heats, 7, is set
to 1.135 in the present computations. As stated before,
the modified Baldwin-Lomax model is used to account for

the leading edge and control surface vortices. However,

the boundaries normal to the edges of the control surface



and the wing cuts are treated with the solid wall tangency
condition. Steady state and rigid pitching calculations of
this wing were reported in Ref. 8.

Figure 11 shows the unsteady pressures coefficients

with the control surface oscillating at a frequency of 8 Hz

and an amplitude of 6.65 deg at Moo = 0.9, a = 3 deg
and Re¢ = 17 x 106 based on the root chord. The results

are shown as the amplitude and phase angle of the upper
surface pressure coefficients at the three span stations as

indicated on the figure. In general, the agreement with the

experimental results is good. Because the accuracy of ex-

periment has its own limitations, the virtual zone results

are also compared with the single grid results of Ref. 5.

There is quite a discrepancy between the virtual zone re-

suits and the single grid results (the 151 x 44 x 34 grid),
especially in the amplitudes at the center of the control

surface. This discrepancy is most likely due to the gap

that was introduced between the flap and wing in the sin-

gle grid case to accommodate the shearing grid. If the

gap is reduced by increasing the spanwise resolution of the

wing and control surface, the computational results of the

refined single grid case (151 x 87 x 34) approach those of

the virtual zone. This particular example demonstrates

the importance of simulating the geometry of the control

surface/wing configuration accurately.

Figure 12 shows the upper surface pressures as well

as the instantaneous streamline traces emanating from the

leading edge of the wing (black traces), the lower edges of

the wing at the control surface cut (blue traces), and the

upper edges of the control flaps (red traces). The inter-

action between the leading edge vortex and the outboard

edge of the control surface vortices during the flap motion

cycle is well demonstrated. Although not apparent in this

figure, the computations also show that the flow on the

leading side (defined as upper surface during the upstroke

motion and lower surface during the downstroke motion)

of the inboard section of the control surface is separated.

Figure 13 shows the velocity vectors at the inboard

edge of the control surface as the flap is in the upstroke
mode at the instant of zero deflection. The flow field is

shown in much more detail at the trailing edge of the con-
t_'ol surface. The detailed views show the velocities of

the trailing edge of the control surface. As can be seen,

these velocities are small, even when compared to the flow

field in the inner regions of the boundary layer. Figure 14
shows the surface streamlines on the inboard edge and up-

per surface of the control surface. The particletracesaxe

computed at each instant of time by freezingthe flow field

during the tracing procedure. The temporal changes in
the surface particletracesas the control surfaceoscillation

cycle is executed axe quite apparent, both on the upper

surface and the edge of the control surface as itisexposed

and covered by the wing edge. The firstview of Figure

14 shows that the flow is separated near the inboard trail-

ing edge corner of the control surface. Preliminary studies

with a viscous (albeitlaminar) treatment of the control

surface edges and wing cuts indicate that the separated

region on the upper surface of the flapincreases.

Conclusions

An unsteady interface algorithm based on the idea

of virtual zones has been developed for a finite difference

code, ENSAERO. The new "virtual" zoning technique sim-
plifies tim zoning of complex geometries, such as control

5

surfaces,and makes possiblethe use of standard multizonal

codes for complex configurations. A fast search routine

based on a window clipping algorithm has also been devel-

oped and is fastenough for the interpolation coefficients

to be recomputed at every time step. For the example pre-

sented in thisstudy, the computational effortrequired for
the interpolationcoefficientsis lessthan that for the flow
solver.

Both of the above developments have made practical
a complete unsteady Navier-Stokes simulation of a forced

oscillating control surface on a clipped delta wing in the
transonic flow regime. The method has been validated

against experimental data as well as numerical simulations

based on a shearing single-zone grid. The numerical result

confirms that the accurate representation of geometry by

"virtual zones" is superior to the single zone computations
of the same grid size.
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Fig. 2. Surface grids and zonal' boundaries of

wing/flap configuration.

Fig. 1. Planform of clipped delta wing with trailing
edge flap.
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Fig. 3a. Generic wing/flap configuration with con-
ventional zones. The top cylinder is sliding over the face
of the bottom cylinder.
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Fig. 31_. Generic wing/flap configurat, ion demon-

strating ;he virtual zone concept. The top cylinder is slid-
ing over the face of the bottom cylinder.

Fig. 5. Perspective view of trailing edge flap and
wing with the inboard wing and flap virtual zones.

Fig. 4. Perspective view of trailing edge flap and
wing.
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Fig. 6. Perspective phantom view of trailing edge
flap and wing with the inboard wing and flap virtual zones.
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Abstract

A modified LU-SGS scheme is developed which does not suffer reduced convergence rates

with increasing Reynolds numbers. The standard and modified version of the LU-SGs are

derived and the improved performance of the modified scheme is demonstrated with several

flat plate compressible boundary layer flows, hypersonic compression ramp, and in the full

paper transonic flow about an 0NERA M6 wing and a supersonic flow about a generic HSCT

configuration or an incompressible flow about a submarine.

Introduction

In recent years the lower-upper symmetric Gauss-Seidel (LU-SGS) scheme has become

the flow solver of choice for solving the Euler and Navier-Stokes equations because of its

robustness and fast convergence rates. The scheme is fully implicit and in the scalar form,

the operation count per time step and grid point rivals that of explicit schemes. The scheme

performs well for a large variety of flows, ranging from subsonic to hypersonic flows with non-

equilibrium gases. While the convergence rates are fairly good for transonic flows at moderate

Reynolds' numbers, the convergence slows down as the Reynolds numbers increase. When



theReynolds'numbers approach those typical for flows around high speed civil transport and

submarines (Re _> 10s) the scheme barely convergences and often is caught in a limit cycle.

For this reason the scheme has not been widely used in production Navier-Stokes codes.

The cause of the problem is due to the approximation used to diagonalize the Jacobian

matrices. While the approximation allows for scalar matrix inversion, the diagonalization is

rather poor and thus slows down convergence with increasing Reynolds' numbers. A better

approximation is developed which still allows for the scalar matrix inversion but demonstrates

a much better convergence rate with increasing Reynolds' number. The operation count of

the modified scheme is only slightly more than the original scheme.

In this study we investigate an alternative formulation of the LU-SGS algorithm with the

hope of keeping the low operation count of the original scheme and improving the convergence

rates at high Reynolds number flows. In the following sections the original LU-SGS scheme

is derived, the behavior of the scheme under various conditions demonstrated, and possible

causes for that behavior identified. Once the cause for poor performance has been identified,

an alternative formulation will be presented and the improved performance of the modified

scheme will be illustrated with a series of flat plate compressible boundary layer flow with

increasing Reynolds numbers. For the complete paper the modified scheme will be exercised

for a supersonic flow about a generic HSCT configuration or an incompressible flow about a

submarine for which the standard LU-SGS scheme was unable to converge at all and for a

transonic flow about an 0NERA M6 wing.

Navier-Stokes Equations

The three-dimensional thin-layer Navier-Stokes equations in strong conservation law

form in curvilinear coordinates are

= Re-l(o r, + O,,G,,+ OcH,,) (1)

where
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v = (7 - 1)(e - ;(_ + v_+ _)/2) (6)

where 7 is the ratio of specific heats. The sound speed is denoted by a. The nondimensional

parameters are the Reynolds number Re and the Prandtl number Pr. The coefficient of vis-

cosity # and thermal conductivity h are decomposed into laminar and turbulent contributions

as follows:

# -- #t + #_

Pr - Pr - +

where Prt and Prt axe the laminas and turbulent Prandtl numbers and k -- # with the

nondimensionalization used in this paper. The standard Baldwin-Lomax turbulent eddy vis-

cosity model [5] is chosen for this study. The nondimensional parameters chosen for this code

are the same as those in the CNS code [6]. The normalizing parameters are the freestream

density t5¢0, the freestream sound speed _oo, the freestream viscosity coefficient/200, and a

characteristic length i.

The metrics used above have a different meaning for a finite volume formulation com-

pared to the finite difference formulation of [6]. The finite volume metrics denoted by

(s_,j+ 3' s-,k+ ½' s-,t+ ½) axe the cell face area normals in each of the curvilinear coordinates

(_, 77,(), see, for example, ref. [7]. They are related to the metrics introduced in eqns. (1 -

5) as follows

_xl/= 8x,_+ ½

Ey9 = %,j+½

_z9 = 8z,j+½

rl,_V"= %,k+½

4

(8)



where _r is the volume of the computational cell.

Numerical Method

The governing equations are integrated in time for both steady and time accurate cal-

culations. The unfactored linear implicit scheme is obtained by linearizing the flux vectors

about the previous time and dropping second and higher order terms. The resulting scheme

in finite volume form is given by

[I+ V-lh(5eAn + 5,7B n + 5_C n - Re-I(6_L n + 5.M n + _¢Nn))]AQ '_

where the residual R n is

=-V-lhRn (10)

R" = [5_Fn + _na _ + 6(H" - Re-I(6_F$ + 5riG_ + 6_H$)] (11)

The convective flux jacobians A, B, C and the viscous flux jacobians L, M and N are defined

in the appendix of [1].

Solving the above equation set by direct matrix inversion is still not practical for three

dimensional problems. However there are several indirect or approximate methods avail-

able, including the diagonal Beam-Warming scheme and the lower-upper (LU-SGS) factor-

ized scheme of Yoon and Jameson. In a previous study [8], the LU-SGS scheme was the basic

flow solver algorithm for the multi-zonal compressible Navier- Stokes finite volume code,

CNSFV. While the scheme worked well for moderate Reynolds' numbers, the performance

deteriorated with increasing Reynolds' numbers. Because of this problem, a modified LU-

SGS scheme which is Reynolds' number independent is derived in this study. Descriptions of

both schemes are presented below.

LU-SGS Scheme



The unfactored scheme of eqn. (10) is given in terms of central differences for the implicit

operator. It can also be represented in terms of upwinded differences. Dropping the viscous

terms in the implicit operator, eqn. (10) is in terms of upwind differences as follows:

[I + _-I_(5-_A+ + 5_A- +5;B+ +5+B- +5_C+ +_'_C-)]AQ"= -(r-lhR" (12)

where 5_- and 5_- are, for example, the forward and backward _- difference operators. Sim-

ilarly, A + and A- are the Jacobian matrices which contain non-negative and non-positive

eigenvalues, respectively.

The Yoon and Jameson version of the LU scheme can be obtained from the above

equation by a simple reordering of the matrix elements and approximately factoring into two

matrices. Define D, L, and U to be matrices which contain the diagonal, sub-diagonal and

super-diagonal elements of the implicit operator of eqn. (12), respectively.

[D + L + U]AQ '_ = -V-_hR '_

which can be factored into

[D + L]D-_[D + U]AQ'* = -¢-'hR"

Redefine L = D + L and U = D + f) to yield the final form of the LU-SGS scheme.

where

LD-1U AQ" = _'_'-l hR,, (13)

L = I + fz-lh(_A+ + _B + + _C + - A- - B- - C-)

D = I-I- ¢-lh(A+ - A- + B + - B- -i- C + - C-) (14)

U = I + ¢-1 h(g_ A- + 5+ B- + g_C- + A + + B + + C +)

A variety of LU-SGS schemes can be obtained by different choices of the Jacobian matrices

of the flux vectors. For robustness and to ensure that the scheme converges to a steady state,

the matrices should be diagonally dominant. To ensure diagonal dominance, the Jacobian

matrices can be constructed so that + matrices have nonnegative eigenvalues and - matrices



havenonpositiveeigenvalues.Forexample,the diagonalizationusedfor thediagonalBeam-

Warmingscheme[2] canbeusedto obtainthe 4- matrices.

B_= r,a{T_-1

C• = T_a_r(1

(15)

Another method to obtain diagonal dominance is to construct approximate Jacobian matrices:

A + = [A =t:_(A)I]/2

B + = [B 4- _(B)I]/2 (16)

c ± = [c 4-_(c)I]/2

where /5(A) = max[I,k(A)l ] and represent a spectral radius of the Jacobian matrix A with

V/ 2 + s_]jthe eigenvalues ,_(A). These eigenvalues are, e.g., ,_(A) = U,U,U,U 4- a [s_ + s v ,

where the metric terms at cell centers are obtained by averaging the metrics defined by eqn.

(8). Other methods of increasing the diagonal dominance of the LU operator include the

addition of some approximation of the viscous terms and the artifidal dissipation in the

implicit operator [11].

The inversion of eqn. (13) is done in three steps. The block inversion along the diagonal

is eliminated if the approximate aacobian of eqn. (16) are used instead of eqn. (15). If

first-order one-sided differences are used, eqn. (14) reduces to

where

+z = ±+ f-lh(¢z- a%,.,,- B%_1,,-c;,_.,_,)

D = I+ _-1_(/_I)

V = I + f:-_h(:X + A;+l,k,_+ B2k+_,,+ C2,k,,+,)

(17)

= Z(A)+ ¢(B) + Z(C)

This algorithm requires only scalar diagonal inversions since the diagonal of L or U = D. The

true aacobians matrices of eqn. (15) may permit better convergence rates, but require block

• '°
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diagonal inversions with approximately twice the computational effort per iteration. This

abstract considers the scalar version only, however the full matrix version will be included

for comparison purposes in the full paper.

Modified LU-SGS

While the approximate jacobians obtained from the spectral radius splitting allows for

scalar diagonal inversion and performs quite well for a large variety of flows, the ' approxima-

tion is rather crude and for flow cases where there is a large difference in the spectral radii, the

convergence rates slow down. The spectral radii splitting alters all the characteristic speeds

except for the maximum one. This is shown in the following table. Here the eigenvaiues are

compared to the exact splitting, eqn. (15), and the spectral radius splitting, eqn. (16). In

the tabulation we assume subsonic flow with a positive convection speed so that one of the

eigenvalues is negative and the remainder positive.

Eigcnvalue exact splitting approximate splitting

unsplit similarity transformation spectral radius

_+ ),- ,_+ ,_-

u u 0 u + a/2 -a/2

u u 0 u + a/2 -a/2

u u 0 u + a/2 -a/2

u+a u+a 0 u+a 0

u-a 0 u-a u -a

As can be seen from the table, the spectral radius splitting alters four out of the five charac-

terstic speeds. The errors (defined as the deviation of the approximate values from the exact

values relative to the spectral radius) can be as large as 50% in the subsonic and transonic

Mach regime. Not until the flow reaches high supersonic roach numbers do the errors fall be-

low 10%. These large errors in the eigenvalues of the approximate jacobians result in a poor



linearizationof the true jacobians and are the cause of the poor convergence rates. As the

spectral radius increases, as for example for high Reynolds' number flows, the convergence

rate deteriorates.

The exact eigenvalue splitting does not alter the characteristic speeds. But the advantage

of the scalar diagonal matrix inversion is lost. One alternative method of splitting the eigen-

values while still maintaining the scalar inversion is to use the exact splitting in one direction

only and spectral radius splitting in the remaining two directions. The obvious choice for the

direction of the exact splitting is the direction with the largest spectral radius. This type of

hybrid splitting produces a biased scheme if the choice is predetermined according to some

expectation of the flow field spectral radii. The type dependent splitting can be automated

so that the proper choice of the exact splitting direction is determined by the local values of

the spectral radii in the three directions. The automated unbiased scheme is given by

TLD-i UT-1AQ,_ = _?-1 _R,_ (18)

with

L = D - 17-1h{[T-1T((A_ + _p(A()I)T i T]j-l,k,,

6- --1

+[T-1Tn(A + + 2_(A,7)I)T;1Tli,k_l,t + [T-iT((A_ + -_p(A()I)T_ Tlj,kd-1}

D = I + 9-1£{(1 + _)_I

+o_e[IAel- p(Ae)I]+ o_.[IA,,I- p(,x,,)I]+ _¢[IA¢1- p(,x¢)I]} (19)

where

U = D + ]I-ah{+[T-IT_(A[ - (" -i_p(A_)I)T_ T]j+1,k,z

+[T-1T,7( A_ - 2_( A,OI)TzlT]j,k+I,I + [T-XT¢( A-_- 2fi( A¢)I)T_'IT]i,k,,+ a}

and

T = w_T_+ writ . + wet (

T -_= _:T:: + w,,T: _ + _¢T$:

9



we = f nt{B( A()/rnax[B( A_) , _5(,_),/5()_)]}

The w parameters are either unity or nu_ and no more than one of them can be unity at any

one location or instant. Because of the restrictions on the w's the matrices T and T -1 are

the inverse of each other. Furthermore matrices like T-1T_ dependent only on the metrics

and not on the solution. Thus the scheme is not much more complicated than the standard

LU-SGS scheme, eqn. (17). The terms in the modified LU-SGS scheme, eqn. (18) involving

E are due to the entropy fix (also called implicit residual smoothing) required to stabilize

the scheme at the locations where the individual eigenvalues change sign. This smoothing

is similar to that required in the flux vector splitting scheme of Steger and Warming. The

full paper will go into more detail in developing the modified LU-SGS scheme and discuss

accuracy and stability issues.

Results

For this abstract two set of results will be presented. The first set is a series of Mach 2 fiat

plate boundary layer flows with increasing t_eynolds' numbers to demonstrate the influence

of increasing cell aspect ratio on the convergence rates of the standard and modified LU-SGS

schemes. The second set of results is for a Mach 14.1 compression ramp flow to compare the

two schemes with a more realistic and complicated flow field. The full paper will consider

other configurations and flow situations to fully exercise the new scheme and verify the

improved performance.

Flat Plate Boundary Layer

The flat plate bondary layer flow consists of a laminar flow over a flat plate at Mach 2,

isothermal walls with the wall temperature fixed at the free stream values. Three different

l_ynolds' numbers were chosen to represent typical Reynolds' number encountered in typical

configurational aerodynamics, namely l0 s and 108 which are typical for flows over isolated

wings and complete aircraft (e.g. HSCT), respectively. Finally a low Reynolds' number of

104 was also chosen to test the performance of the schemes for highly viscous flows. The

10



computational grids have variable spacing in the wall normal direction with an initial normal

spacing such that the y+ is less than 5 for all three cases. The actual y+ varies since the

number of points in the boundary layer was fixed at 20 for all three Reynolds' numbers. The

stretching rate was also fixed at 1.1. The streamwise spacing is constant for all three cases

at 0.1. The cell aspect ratio varied from 20 at the low Reynolds' number range to 600 at the

high range.

The convergence rates with the standard LU-SGS scheme at the three Reynolds' numbers

is shown in figure 1 for a fixed time step with the indicated maximum CFL number. As the

Reynolds' number is increased the performance rapidly deteriorates. At the highest Reynolds'

number almost 60000 iterations are required to drive the residual to machine accuracy on a

Cray YMP. The use of local time step scaling such that each computational cell is updated

with the same CFL number is shown in figure 2. As shown the local time step scaling does

not improve the performance of the standard LU-SGS scheme.

The performance of the modified LU-SGS scheme is quite different. For the case where

w_ is fixed at unity and w, is zero, the modified scheme behaves the same as the standard

scheme. This is as expected since the maximum spectral radius is in the _-direction and

thus the modified scheme does not treat the largest eigenvalues any more accurately than the

standard scheme. If the value of the w_ is now fixed at one and w_ = 0, then a sharp increase

in the convergence rates is noted for both the fixed time step and locally scaled time step

cases. The only exception seems to be for the fixed time step run at the lowest Reynolds'

number. The reason seems to be that at this Reynolds' number the leading edge shock is

quite strong and the maximum spectral radius is not in the 71(wall normal) direction. At the

highest Reynolds' number the performance of the modified scheme improved by a factor of

20 for the fixed time step case to 60 for the locally scaled time step case.

Compression Ramp

The next case tested with the new scheme is the compression ramp at a hypersonic Mach

number of 14.1. The Reynolds' number is a moderate 105. This case has experimental data

available in ref. 14. Figure 3 shows the convergence rate comparison for the two schemes.

As can be expected from the flat plate results only a moderate improvement is noted due

to the low Reynolds' number. The remaining two figures show the skin friction and surface

11



pressures along the compression ramp. In these figures zr,/is the location of the foot of the

ramp. The agreement with the experimental results is good and the results obtained with

the two schemes were identical as expected.

The above results are obtained with the 2nd order accurate Roe's upwind scheme for

the explicit operator on the right hand side of eqn. (18). In the full paper the other cases

to be compared will also include the central difference scheme with the 2nd and 4th order

smoothing in the explicit operator.

Conclusions

A modification to the standard LU-SGS scheme is developed and shown to be essentially

independent of Reynolds' numbers and cell aspect ratio effects. For high Reynolds' number

flows the scheme is shown to be robust and exhibit rapid convergence rates. The new scheme is

not much more complicated than the original scheme. Hopefully with the present modification

more utilization of the LU-SGS scheme will be seen for production Navier-Stokes codes.
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Abstract

Computations are carried out to study the aero-

dynamics associated with magnetic flight, an ad-

vanced concept for a high-speed transportation

system. Three-dimensional, thin-layer, Reynolds-

averaged Navier-Stokes equations are solved with
an implicit, factored, finite-volume scheme. An al-

gebraic turbulence model is used. Experimental
data for turbulent Couette flows without pressure

gradients verify the computed velocity profiles in

such flows. A computational fluid dynamics de-

sign tool is developed for conducting aerodynamic
trade-off studies related to magnetic flight vehicles.

A more complex turbulence model and much finer

grid-resolution are needed for quantitatively accurate

computations. The base region of the magnetic flight

vehicle is as important as the nose region in reducing
overall vehicle drag.

Introduction

The Committee on Aeronautical Technologies of

the National Research Council has sought evolution-

ary improvements in the conventional aeronautical
transportation systems for tile twenty-first century. 1

The Committee recommended how these improve-

ments may be achieved, but it did not suggest a new

mode of propulsion for achieving them. As correctly

observed by H. Julian Allen at the beginning of his

Twenty-First Wright Brothers lecture, "[p]rogress in

transportation has been brought about more by rev-

olutionary than by evolutionary changes in meth-

ods of propulsion. "2 A magnetically propelled sys-

tem that "flies" may lead to a revolutionary progress

in transportation. Magnetic flight (which we call

"Associate Fellow, AIAA.
Copyright _) 1995 by the American Institute of

Aeronautics and Astronautics, Inc. No copyright
is asserted in the United States under Title 17, U.
S. Code. The U. S. Government has a royalty-
free license to exercise all rights under the copyright
claimed herein for Governmental purposes. All other
rights are reserved by the copyright owner.

Magfiite) is an advanced concept for a high-speed

transportation system in which vehicles glide above

their guideways - suspended, guided, and propelled

by magnetic forces. The vehicles lift off the ground

because of magnetic levitation (usually called Ma-

glev). This levitation technique requires the vehicles
to fly very close to the guideway. The development of

this kind of transportation system hinges on proven
aerospace technologies. 3 For example, there are tech-

nical risks associated with the vehicle/guideway in-

teraction and with the adverse effects of aerodynamic
forces and moments. 4-6 These issues can only be ad-

dressed using computational fluid dynamics (CFD),

because wind-tunnel tests at high-speeds are not fea-

sible. This paper presents a progress report for de-

veloping CFD-design tools for use in investigating

the aerodynamics of Magflite.

The technologies used in existing civil and mili-

tary transportation systems are nearing saturation

in terms of performance and efficiency. At best,

these systems can be improved only incrementally.
Furthermore, it is unlikely that the commercial sys-

tems and the systems derived from the military

transportation systems will meet projected demands

for intercity transportation by the 2020-2025 time
period. The goal of a new commercially feasi-

ble transportation system is to complement exist-

ing modes of transportation (airplanes, automobiles,

and trains). Magflite vehicles can travel at speeds of

250 miles/hour (402 km/hr) or higher. This mode

of transportation offers an attractive and convenient

alternative for travelers on trips between large urban

areas or on trips over distances up to 600 miles (964

km). It would also relieve projected transportation

congestion on the highways and at airports. In addi-
tion to this utility of Magflite for ground transporta-

tion, Magflite offers the following aeronautical op-

portunities: (1) Earth-to-orbit launch systems may

be launched with Magflite-based catapults; 7 (2) hy-

personic research vehicles can be launched with cata-

pults using Magflite; and (3) hypersonic test and de-
velopment activities can be conducted with Magflite
test tracks, s



At low speeds, aerodynamic forces play a negli-

gible role and the electromagnetic forces dominate.

With increasing speeds, aerodynamic forces increase

and eventually become significant. Overcoming aero-

dynamic drag on the vehicles is the dominant factor
in energy consumption at 300 miles/hr (482 km/hr), s

The system drag is composed of, for example, ex-

posed skin friction, gap skin friction within the guide-

way, forebody drag, base drag, intercar joint or pro-

tuberance drag, and induced drag of aerodynamic
control surfaces. Minimizing the system drag will

lead to a more cost-efficient vehicle requiring less en-

ergy for propulsion and guidance. In addition, at

speeds above 155 miles/hr (249 km/hr), most of the
noise produced by a vehicle is of aerodynamic origin. 5

Four Magflite concepts were developed under the

National Maglev Initiative (NMI). 4,5 In three of

these concepts, an electrodynamic suspension (EDS)
system is used and in the fourth, an electromagnetic

suspension (EMS) system is used. The Japanese

Magflite trains (MLU001, MLU002, and MUL002N)

use the EDS system, whereas the German Magflite

train (TR07) uses the EMS system. The dimensions

of the air gaps between these trains and their guide-
ways vary from 0.4 in (1 cm) to 5.9 in (15 cm).

A CFD-design tool utilizes appropriate models

for the physics and for the computations necessary
to provide trends or increments in performance quan-

tities and global flow features at an affordable cost.
This requirement means, for example, that simple

rather than complex turbulence models and fewer

grid-points rather than more are preferable, and that
fine scale details are not important. In order to

demonstrate some aspects of the CFD-design tools

that have been developed for studying the flight of a

vehicle in extreme ground effects, computations are

presented for a generic Magneplane EDS system. 9

The emphasis is on computing satisfactorily the skin
friction of the unexposed part of the vehicle by using

an algebraic turbulence model.

Previous Studies

A limited amount of experimental force data ex-

ist for unpowered, high-speed vehicles moving very

close to the ground. In a series of tests, the cross-

wind effects on the aerodynamic forces and moments

of six models were investigated. _° These tests were

conducted over a moving-belt ground plane at a free-
stream dynamic pressure of 10 lb/ft _ (478.8 N/m2),

corresponding to a free-stream velocity of approxi-

mately 60 miles/hr (96 km/hr) and to a Reynolds
number based on a free-stream velocity and model

length of about 3.7 x 106. There were some difficulties

in accurately maintaining the distance between the

test model and the moving belt at small gap heights
because of belt deflection. Other limitations of wind-

tunnel testsinvolvedReynolds number scaleeffects.

Wind-tunnel testsatspeeds inexcessof250 miles/hr

(402 km/hr) are not possibleat present.The achiev-

able Reynolds numbers in these tunnels are two or-

ders of magnitude smaller than those likelyto be

observed for high-speed Magfflitevehicles.Moreover,
actualwind-tunnel simulation of eitherthe EMS or

the EDS system with itsguideway isnot possible.

In Ref. 11, a CFD study was conducted

for a Magflite vehicle in which three-dimensional,
Reynolds-averaged Navier-Stokes computations were

carried out for a generic form of the Grumman con-

cept. In this concept, the underside of the vehicle

was wrapped around an elevated V-shaped guide-

way. The vehicle had a drooped nose and tail for

aerodynamic emciency; there was about 2 inches

(5 cm) of clearance between the vehicle and the
guideway for the EMS with superconducting mag-

nets. The flow field around the vehicle, includ-

ing the flow field in the gap, was simulated with a
finite-volume, multistage Runge-Kutta explicit time-

integration scheme and the Baldwin-Lomax model

on a single grid block containing 468,149 grid-points.
The free-stream flow conditions were Moo = 0.4 and
Re _. 9.17 x 106/m, corresponding to a speed of

298 miles/hr (480 km/hr). The computed velocity

profiles in the gap did not approach the developed,
plane-turbulent Couette flow profile.

In Ref. 12, a CFD code was claimed to be vali-

dated foruse as a design toolby verifyingonly com-

puted pressuredistributionswith those obtained in

fieldtestingof the Japanese MLU002 train.An im-

plicit,approximately factored finite-differencepro-

cedure isused to solve the three-dimensional,thin-

layer,Reynolds-averaged Navier-Stokesequationson

840,000 grid-points.The free-streamflowconditions

were Moo = 0.41 and Re _ 9.28x 10S/m, correspond-

ing to a speed of 310 miles/hr (500 km/hr). An alge-

braic turbulence model of the Baidwin-Lomax type

was used. This code was then used to quantitatively

evaluate several candidate frontal shapes so that the

shape with the minimum aerodynamic drag could
be chosen, za The outcome of this trade-off study in

terms of the preferred shape may be acceptable, but

the credibility of the actual value of drag was not
established.

Approach

In the present study, a finite-volume method for
space discretization is used to avoid problems related

to metric singularities and to conserve the conser-

vative variables. The thin-layer, Reynolds-averaged

Navier-Stokes equations are integrated in time for

steady-state computations by using an implicit time-

stepping method. Central differences are used to

model the continuous spatial derivatives. Second-



and fourth-order numerical dissipation are utilized

to control high-frequency nonlinear discretization er-
rors. The unfactored linear implicit scheme is ob-

tained by linearizing the flux vectors about the pre-

vious time-step and dropping the second- and higher-
order terms. The scheme is factored in terms of direc-

tions. This scheme is implemented in the multi-zonal

code called CNSFV, and the results obtained from
this code are verified with wind-tunnel data for a tur-

bulent simulation of attached transonic flow around

an ONERA M6 wing. 14'1_

Computational grids are generated by using the

GRIDGEN code. 16 Multiple grid blocks are gener-

ated by appropriate zoning of the flow field domain.
Because of the smallness of the gap between the

guideway and the Magflite vehicle, the generation of

an appropriate grid system is the major challenge of

this investigation. Special attention is also required

in distributing the surface grid points to maintain

grid orthogonality at the boundaries and to globally
minimize grid skewness, and to resolve the flow in the

viscous/shear layers satisfactorily. In each zone the

flow field is solved separately from the other zones.

The boundary data for each zone are provided by its

neighboring zones.

The flow in the wake of the Magflite vehicle, in
the gap, and along the exposed portion of the vehi-

cle, except in the boundary layer on the nose region,
would be turbulent. Computations are done with the

assumption that the flow is fully turbulent. The flow

in the gap between a single bogie of the vehicle and

the guideway is the Couette flow, except for the fact
that there would be some flow release from the sides

of the gap. This gap flow is analogous to the basic

flow problem occurring in all hydrostatic, hydrody-

namic, thrust, and slider bearings. In the absence

of free-stream cross-flow, along the plane of sym-

metry the flow is the two-dimensional developing,

plane-turbulent Couette flow. Parts of this Couette

flow would be under the influence of pressure gradi-

ents, particularly near the nose of the vehicle. The

Baldwin-Lomax model 17 is used everywhere except

in the gap, where it is adjusted to match the com-
puted wall skin friction and velocity profile with ex-
perimental data is and computed results, 19 for plane,

zero-pressure-gradient turbulent Couette flow.

The Baldwin-Lomax model is expressed in terms

of a turbulence velocity scale v and a turbulence

length scale t. On dimensional grounds, a combi-
nation of these scales determines the value of the

kinetic eddy viscosity:

u, = c, vt (1)

where ct is sometimes referred to as the Clauser con-

stant. From this expression we can determine the

dynamic eddy viscosity, _ = p_q.

The turbulent boundary layer is regarded as a

composite layer consisting of inner and outer regions.
In each region, the distributions of v and g are pre-

scribed by two different empirical expressions. In the

inner (log-law) region, g is proportional to y, the dis-
tance normal to the wall. In the outer layer, g is

proportional to the shear-layer thickness. In the in-

ner region, the proportionality of g to y is extended

to the viscous sublayer using the Van Driest damping

function. In the outer (wake) region, the vorticity,

12, is used to define the boundary-layer thickness.

The region of validity of the inner and outer scales
is determined by y¢, which is defined to be the small-

est value of y at which the values of the inner and

outer eddy viscosity are the same. The Baldwin-

Lomax model is an eddy-viscosity type of turbulence

model, and is not valid for flows with anisotropic
turbulence intensities.

In the inner layer, 0 < y _< y¢, tile expressions for
v and g are

iv)i..,, = el_l

(e),°°..= (=)

i'

(V)o,_,,r = minimum of_Lma,:,

(t)ou,,. = U._ozCBLa_

If the function L(y) is defined to be

A + = 26

with ol = 0.40 in Eq. (2) and ct = 1.0 in Eq. (1). In

this case, the wall coordinate y+ in Eq. (2) is based
on the value of the density at the wall.

In the outer region, where y > y¢, the expressions
for v and g are

u_H )4Lm._

(a)

L(y) = yl_l [1- e(-'+/A+)] (4)

the quantity Lm._ is the maximum value of L(y) that

occurs in this equation, and _lrnaz is the value of y

at which it occurs. The above exponential term is

negligible in the outer part of the shear layer. The

quantity UaU/ is the difference between the abso-
lute velocity at yma= and the minimum value of the

absolute velocity, the value of CBL is 1.6, and the

Klebanoff intermittency factor, a2, is given by

[
where the Klebanoff constant CK = 0.3. The Clauser

constant et, in Eq. (1), is

ct = 0.0168 (6)



Turbulent Couette Flow

Plane-turbulent Couette flows in the absence of a

streamwise pressure gradient are computed to study

the effects of grid resolution and numerical dissipa-

tion and to develop an engineering/design turbulence
model. This flow is characterized primarily by the

following facts: (1) the velocity profile is S-shaped;

(2) the cross-stream gradient of the shear stress is
zero, that is, the shear stress is uniform across the

gap; (3) both the mean vorticity and turbulent shear

stress are symmetric about the center of the gap,

yielding a finite production rate of turbulent kinetic

energy even in the core region; and (4) the turbulence
intensities manifest themselves in an anisotropic tur-
bulence structure. 2° An attempt is made to repro-

duce these flow characteristics in the computations.

Uniform grid-cells are used in the Couette flow
computations simply because uniform grid-cells are

used in the computation of the gap flow when the

Magflite flow is simulated. The computations are
carried out until the errors, that is, the residuals, in

the governing equations are reduced by at least four

orders of magnitude. In all Couette flow computa-
tions, Reynolds numbers are based on the gap height

and maximum velocity and a Much number of 0.2 is
used.

The effect of grid resolution on the velocity pro-
file and previous experimental and computed pro-

files are shown in Fig. 1. In this figure the phrase

"inner model" refers to Eq. (2). The measurement
accuracy of the test data is not available. The pre-

viously computed results 19 were obtained using the

Elrod-Ng turbulence model. This model is not used

in the present study, because it is developed for and

applicable to only the gap region. Note that Ref.

19 provides no information about the computational

grid resolution. With the same turbulence model
and the same numerical fourth-order dissipation co-

efficient (dis4), the present results for 120 and 240

grid-cells are comparable, but those for 60 grid-cells
are slightly off. However, a smaller value of the co-
efficient of fourth-order numerical dissipation makes

the velocity profile with 60 cell-centers comparable

to those presented with finer grids (Fig. 2).

The Baldwin-Lomax model does not predict the

slope of the velocity profile away from the walls (Fig.

3). The outer/wake model (Eq. (3)) is activated at

y+ ,_ 100 rather than at about 1,000 (Fig. 4). Be-

cause of this shortcoming, the outer model is not
used. The inner turbulence model alone gives the

desired slope of the velocity profile in the core re-

gion of the gap with 60 uniform grid-cells (Fig. 3).

Another goal is to obtain the right value of skin fric-
tion at the walls with the inner model. This goal

is achieved by adjusting the Clauser constant. Its

appropriate value is found to be 0.16 when the coef-
ficient of the fourth-order dissipation term is reduced

to 10 -6 . These adjustments in the turbulence model

and numerical dissipation give local friction coeffi-

cients that are almost constant across the gap (Fig.

5) and that are almost comparable with the test data

(Fig. 6). The friction coefficient is normalized by the
averaged velocity in the gap. Note that the value of

y+ at the first cell-center off the wall is about 8.5,

with 60 cell-centers in the gap (Fig.5).

The effect of grid resolution on wall skin-friction

coefficient is shown in Fig. 7. Test data from Ref.
18, computed values from Ref. 19, and the extrap-

olation of these results to higher Reynolds numbers
are also shown. At low Reynolds numbers, the com-

puted wall friction coefficients with 120 and 240 grid-

cells are comparable to the experimental values. In

particular, at higher Reynolds numbers the values of
tile friction coefficient are not acceptable when 60

grid-cells are used. Figure 8 shows that the differ-
ence between the values of the friction coefficients

at the wall and at the center of the gap increases

with increasing value of the coefficient of the fourth-

order dissipation, given the same turbulence model
and the same number of grid-cells, namely, 60. Over

the investigated Reynolds number range, the differ-
ences between the values of the friction coefficients

at the wall and those at the centerline are the small-

est, and the actual values are on the whole closer
to the test data and their extrapolated values, but

only if the inner model is used with the Clauser con-

stant being 0.16 and if the value of the coefficient
of fourth-order dissipation term is reduced to 10 -6

(Fig. 6). The highest Reynolds number considered is
Re = 1.35 x 106. This Reynolds number corresponds

to Re = 9 x 106 per meter, which is used for the

Magflite vehicle flow computations. Figure 9 shows

that the local friction coefficient is nearly constant

and that y+ at the first cell-center is about 55.

Computations Around a Magflite Vehicle

A conceptual, single bogie Magflite vehicle 21

(Fig. 10) is used to study the extreme ground ef-

fects encountered by such vehicles. This system uses

a trough-shaped guideway for guidance. There are
three body sections - nose, center, and rear. For each

section, the cross-section coordinates are obtained by

following the sequence of derived parameters, start-

ing with the given parameters and their values. This

procedure is illustrated for the center region in Fig.

10(c). Twelve grid blocks, with a total of 876,912

grid-cells, are used to discretize the flow field (Fig.

11). Figure 12 shows this system and the computa-

tional grids in the symmetry plane. The 5.9 in (15

cm) gap between the the vehicle and the guideway

contains 60 grid-cells (the number of grid-cells was
constrained to keep the computational time afford-



able). In all blocks, Cartesian grid systems are used,

except in the vehicle-base block and in the upstream

plane of the nose block where polar grid systems are
utilized

Both the air and the guideway are moving at

free-stream velocity corresponding to Moo = 0.4 and
Re = 9 x 10e per meter, while the vehicle is sta-

tionary. The no-slip condition and no-temperature-
gradient condition are applied on the guideway and

vehicle surfaces. At the far-field boundaries, charac-

teristic types of boundary conditions are applied at

the inflow and outflow planes, and free-stream condi-

tions are imposed on the remaining boundaries. The

"ground" plane connecting the far-field to the guide-
way was also treated as a moving, no-slip, adiabatic

boundary. In the gap between the vehicle and the

guideway, the scaled inner turbulence model (dis-

cussed in the previous section) is used. Everywhere
else the Baldwin-Lomax model is used. Instead of us-

ing 10 -e as the value of the fourth-order dissipation

coefficient in the gap, its value is varied as follows.

At all grid-cells, except the four cell-centers next to
the wall, the value of this coefficient is chosen to be

0.05. This value is reduced by one order of mag-
nitude at each cell-center as the wall is approached
until its value is 0.00005 at the cell-center next to

the wall. This variation of dis4 was used to speedup

the dissipation of pressure transients.

The flow field was initialized by the free-stream
condition and the no-slip boundary condition was

slowly turned on over 30 time-steps. The trick em-

ployed in the Couette flow computations was to ini-
tialize the flow field with one half the free-stream

speed and to accelerate the wall to full speed over

several dozen time-steps. This procedure was not

employed. Initially, the fourth-order dissipation was

not reduced in the wall region until the major trail-

sients had dissipated. Most of the transients con-

sisted of pressure waves propagating longitudinally

in the gap region. These pressure waves persisted

for a surprisingly long time. The convergence rate

was accelerated by the use of local time-stepping.
Other acceleration methods were not employed, but

will be needed for future computations. The calcu-
lations were halted after the residuals were reduced

by three to five orders of magnitude.

Pressure contours on the guideway surface and

on the vehicle surface are shown in Fig. 13. The
nose and the tail regions of the vehicle are the high-

pressure regions, and the regions surrounding the

junctions of the nose and the center body and of

the tail and the center body are low-pressure regions.

The stream surfaces emanating from the nose region,

from the side, and from under the vehicle travel to-

ward the upper surface of the vehicle (Fig. 14). Be-

cause of the blunt base of the tail region, these sur-

faces roll up into two large streamwise vortices in
the near wake of the vehicle. The base region of this

vehicle contributes the most to the vehicle drag.

The surface particle traces emanating from the

nose region and traveling along the length of the ve-

hicle are shown in Figs. 15 and 16. In the nose region
the upper surface flow moves to the side and over the

cusp line of the vehicle and immediately after cross-
ing this line the flow separates. The flow near the

nose is sucked into the gap region. Along the main

body of the vehicle and along its tail, the flow grad-
ually escapes from the gap region and moves upward
on the vehicle.

The development of the velocity profile along the

guideway in the plane of symmetry is shown in Fig.
17. As the nose of the vehicle is approached, the

flow is retarded upstream of the vehicle. A devel-

oping turbulent Couette flow is now observed under

the vehicle. Around station 5 the air is moving in the

core region of tile gap faster than the guideway. At
station 10, there is still accelerated flow in the core.

Around station 30 the flow is like a plane-turbulent

Couette flow. Downstream of the gap the flow de-

parts from this Couette-type of flow.

Concluding Remarks

In conclusion, the following remarks are set out:

1. A CFD-design tool is developed for conducting
trade-off studies.

2. The credibility of computations is indirectly
established by presenting the credibility of computed
plane-turbulent Couette flow in the absence of a

streamwise pressure gradient.

3. Numerical dissipation should not be used in

the direction normal to the wall in the boundary

layer.

4. Quantitatively accurate Magflite computa-

tions require a turbulence model more complex those

based on the eddy-viscosity concept and more grid-
cells than those used.

5. The shaping of both the nose region and the
tail region is important for reducing the vehicle aero-

dynamic drag.
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