An optical implementation of an inner-product neural associative memory is realized with a first spatial light modulator for entering an initial two-dimensional N-tuple vector and for entering a thresholded output vector after each iteration until convergence is reached, and a second spatial light modulator for entering M weighted vectors of inner-product scalars multiplied with each of the M stored vectors, where the inner-product scalars are produced by multiplication of the initial input vector in the first iterative cycle (and thresholded vectors in subsequent iterative cycles) with each of the M stored vectors, and the weighted vectors are produced by multiplication of the scalars with corresponding ones of the stored vectors. A Hughes liquid crystal light valve is used for the dual function of summing the weighted vectors and thresholding the sum vector. The thresholded vector is then entered through the first spatial light modulator for reiteration of the process cycle until convergence is reached.
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OPTICAL IMPLEMENTATION OF INNER PRODUCT NEURAL ASSOCIATIVE MEMORY

ORIGIN OF INVENTION

The invention described herein was made in the performance of work under a NASA contract, and is subject to the provisions of Public Law 96-517 (35 USC 202) in which the contractor has elected not to retain title.

This application is a continuation of application Ser. No. 07/880,210, filed Nov. 26, 1991, which is now abandoned.

TECHNICAL FIELD

This invention relates to an associative memory and more particularly to the optical implementation of an inner-product neural network associative memory.

BACKGROUND ART


The input vector is replicated by the multifocus hololens 10 to provide a number M of input vectors for multiplication with each of M vectors stored in the electronically addressable spatial light modulator 12. The inner products are passed through a diffuser 13 that averages the light intensity of each product to yield M inner-product scalars. The scalars are then multiplied by the same M vectors stored in a second spatial light modulator 14 identical to the spatial light modulator 12, thus completing the process of forming the M inner-product vectors (weighted) which are summed by a multifocus hololens 15 that plays a reverse role from the multifocus hololens 10. A television camera (or CCD detector array) 16 detects the output matrix which is then processed through an electronic thresholding means 17. The thresholded matrix is fed back as an input vector through an electronically addressable spatial light modulator 18. This process of producing and feeding back a threshold matrix is reiterated until convergence is reached and the output threshold matrix becomes stable. The stable threshold matrix displayed on a screen 19 is the one of M stored vectors that best matches the initial input vector.

The source of energy for this optical system is an argon laser 20. A lens 21 collimates the laser beam which is then divided by a beam splitter 22. Mirrors 23 and 24 and a beam splitter 25 complete the optical inner-product neural network computation model.

STATEMENT OF THE INVENTION

An object of this invention is to realize an optical implementation of an inner-product neural associative memory that demonstrates with experimental results the feasibility of the conceptual model referred to above. This objective is realized with a first electronically addressable spatial light modulator as a means for entering a two-dimensional N-tuple binary vector \( \bar{V} \) at a first multiplication plane, and a second electronically addressable spatial light modulator as a means for entering the output vector matrix of each cycle in search for the best match with one of a number M of N-tuple binary vectors \( V_i \) stored, where \( i = 1, \ldots, M \). Optical means respond to the input vector and the stored vectors to form a scalar, \( \alpha_i \), of inner products \( V_i \bar{V} \) at the first multiplication plane followed by optical means for multiplying each stored vector \( V_i \) with its corresponding scalar \( \alpha_i \) at a second multiplication plane. The weighted matrices \( \alpha_i V_i \) are detected in parallel and re-entered in parallel into the system through the second electronically addressable spatial light modulator as a matrix of weighted vector images \( \bar{V} \). Optical means then reflect the weighted vector images \( \bar{V} \) onto the input side of means for optically summing the weighted vectors \( \bar{V} \) in the matrix and means for thresholding the vector sum \( \bar{Z} \) of the weighted vectors \( \bar{V} \). The surviving summation vector \( \bar{Z} \) is detected and entered as an input vector for the next iteration through the first electronically addressable spatial light modulator. Subsequent iterations continue until the thresholded summation vector \( \bar{Z} \) stabilizes. That stabilized vector is the stored vector \( \bar{V} \) that best matches the initial input vector \( \bar{V}_i \).

The novel features that are considered characteristic of this invention are set forth with particularity in the appended claims. The invention will best be understood from the following description when read in connection with the accompanying drawings.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates the architecture of a prior concept for an optical inner-product neural computation model.

FIG. 2 illustrates the architecture of an optical inner-product neural associative memory.

FIGS. 3a, b, c, d and e illustrate 2-D vectors at various stages of the associative retrieval process using the inner-product optical array processor of FIG. 2.

DETAILED DESCRIPTION OF THE INVENTION

In the following, the theory of the inner-product approach is first briefly reviewed, then the hardware architecture and the experimental results are presented.

The Inner-Product Approach

Assume that an integral number \( M \) of N-tuple binary vectors \( V_i (i = 1, \ldots, M) \) are stored in a system where \( M < N \).

A computation model with iteration, thresholding and feedback for the associative retrieval of any one of the stored vectors by an arbitrary input vector was

\[ w = \frac{M}{i=1} v_i^* v_i \]  

(1)

where \( t \) denotes the transpose of the vector \( \bar{v}_i \).

In the recall process, an arbitrary input \( \bar{v} \) is assumed, and the following steps are followed:

Step (1): Vector-matrix multiplication:

\[ \bar{w} = \bar{v} \bar{Z} \]  

(2)

Step (2): Thresholding by an operator \( T_e \):

\[ \bar{v}_e = T_e(\bar{Z}) \]  

(3)

Step (3): Iteration:

Replace \( \bar{v} \) in Equation (2) by \( \bar{v}_e \) and continue until convergence is reached.

The above process is referred to as an outer-product process. The optical implementation of the inner-product process was first demonstrated by Psaltis and Farhat, "Optical Information Based on an Associative Memory Model of Neural Nets with Thresholding and Feedback," Optics Lett., Vol. 10, page 198, et seq., (1985).

In contrast to the outer-product approach, an inner-product approach is adopted. The steps of the inner-product process are:

Step (1): Vector-Vector Inner Product Scalar \( \alpha \):

\[ \alpha = \bar{v}_i \bar{v}^*_i \]  

(4)

where \( v_i \) is the \( i \)th stored vector, \( i = 1, \ldots, M \), and \( \bar{v} \) is the input vector.

Step (2): Weighting:

\[ \bar{v}_i = \alpha \bar{v}_i \]  

(5)

Step (3): Vector Summation:

\[ \bar{Z} = \frac{M}{i=1} \bar{v}_i \]  

(6)

Step (4): Thresholding

Step (5): Iteration: accomplished by substituting \( \bar{Z} \) of Equation (6) in Equation (3) above and then substituting \( \bar{v} \) by \( \bar{v}_e \) in Equation (4).

The thresholding and iteration operations are similar to those described in the outer-product process. Since the process involves basically the inner-product between the input vector and the \( M \) stored vectors, this process is called an inner-product model. An optical implementation of the inner-product model is discussed below as an example of this invention.

**EXAMPLE**

A diagram of an example of this invention is shown in FIG. 2. The sections involved in the five steps outlined above are indicated in FIG. 2 by the numerals 1, 2, 3, 4 and 5 with brackets and arrows to facilitate an understanding of the invention. The objective of this example was to demonstrate the feasibility of optical implementation of the concept illustrated in FIG. 1. For simplicity, \( M \) is chosen to be two while \( N \) is chosen to be sixteen. Because of the small number of images stored, a multifocus hololens is not needed to replicate the input vector. A photograph 30 of the input vector \( \bar{v} \) is used with a TV camera 31 for entering the initial input vector through an electronically addressable spatial light modulator 32, e.g., a liquid crystal TV spatial light modulator (LCTV SLM) while a switch 33 is in the position shown.

The spatial light modulator 32 is illuminated by a collimated beam from an argon laser 34 via a spreading lens 35, a collimating lens 36, and a beam splitter 37. The image is Fourier transformed by a lens 38 and filtered by two pin holes in a plate 39 to pass the \( \pm 1 \) orders of the images diffracted by the inherent grid patterns of the spatial light modulator 32. The passed \( \pm 1 \) orders are re-focused by a subsequent lens 40 and multiplied by two images stored in a transparency 41 placed at a first multiplication plane. This completes the inner-product operation \( (\bar{v}_i \bar{v} = \alpha) \) of step 1.

In practice, this example would not be feasible for a large number \( M \) of stored vectors \( \bar{v}_i \). If \( M > 2 \), a Dammann grating would be used as the means for replicating the input vector \( \bar{v} \) a number of times equal to \( M \), and in the usual application of the invention, an electronically addressable spatial light modulator would replace the transparency 41 which stores the \( M \) vectors \( \bar{v}_i \) at the first multiplication plane and a similar spatial light modulator at a second multiplication plane needed in the next step.

A fine grain diffuser 42 is used to convert the inner products \( \alpha \) into scalars (light intensity spots) which are focused by a lens 43 from the plane where the diffuser 42 is placed onto a transparency 44 at the second multiplication plane referred to above. The focused light spots through the lens 43 represent the scalar quantity \( \alpha \) of the inner products between the input vector \( \bar{v} \) and the stored vectors \( \bar{v}_i \). The function of the diffuser is to create uniform light distributions that are proportional to the inner-product scalars. The uniformly distributed scalar light patterns at the second multiplication plane are thus illuminated (weighted) by the vectors \( \bar{v}_i \) that are stored in the transparency 44 placed at the second multiplication plane. That multiplication \( (\bar{v}_i \bar{v} = \alpha) \) completes step 2.

The weighted vectors are imaged by a lens 45 onto a CCD camera 46 the video output of which is transmitted to an electronically controlled liquid crystal spatial light modulator 47. The vectors are there illuminated by coherent light from the laser 34 via the beam splitter 37. For the purpose of improving the contrast of the liquid crystal spatial light modulator 47, the vector images are enhanced by lenses 48 and 49 and low-pass filtered by a pin-hole spatial filter 50. However, it should be noted that if a high contrast liquid crystal spatial light modulator is used, this spatial filtering process for enhancement can be omitted. In this example, the contrast enhanced images are then reflected by separate mirrors 51 and 52 that are oriented so that the images are superimposed on the input (writing) side of a Hughes liquid crystal light valve 53 which serves the dual function of optical summation of the vector images at the input side (step 3) and thresholding at the output side (step 4).

The thresholding result of the vector sum at the light valve 53 can be read out from the output side thereof and read out via a beam splitter 54 and an analyzer 55 by another CCD camera 56. A characteristic of the Hughes liquid crystal light valve is that in order for the output to be picked up by the camera 56, the output side must be illuminated. The necessary illumination is pro-
vided by the laser 34 via the beam splitter 37, a second beam splitter 57 and a mirror 58. The output can then be picked up by the camera 56 and applied via the switch 33 in its alternate position to the input spatial light modulator 32 (step 3). This completes one iteration of a five step cycle of the inner-product process. Iterative cycles repeat until convergence is reached. Then the image displayed at 59, such as through a television camera and screen, is the vector stored in films 41 and 44 which best matches the input vector. That completes the retrieval from memory of a vector image specified by an input image.

Experimental Results
The spatial light modulators were implemented with liquid crystal TV (LCTV) spatial light modulation panels having grid patterns for control and polarizers on both sides of the panel. The ±1 diffraction orders of the grid patterns of the LCTV spatial light modulators 32 were used for image replication of an input vector into two vectors. First, the power of the ±1 orders at the spatial filter plate 39 at the filter (Fourier) plane was measured as well as at the second multiplication plane 44. The zero order of the LCTV spatial light modulator 32 was also measured and used as a reference. With a collimated input of 140 mW/cm² kept at constant, the brightness (dc bias) control of the LCTV spatial light modulators 32 was changed from total dark to total bright to see the changes of the ±1 diffraction orders of the grid pattern of the LCTV spatial light modulator 32 and their effects on the ±1 order terms at the weighting multiplication plane 2. The measurement at the plate 39 (Fourier plane) was performed by the expanded beam of the diffracted light at defocused planes and therefore should be treated as relative rather than absolute values. The difference between the two orders shows the nonuniformity of the spatial light modulators 32 and the nonuniformity of the input collimated laser beam. The nonuniformity of the beam propagated through the system and kept the same relative proportionality at the second multiplication plane. It could also be seen that the diffuser 42 reduced the intensity of the beam by about one order of magnitude. In order to correct the difference between the two orders, a thin glass plate serving as a neutral density filter was placed on the stronger order. This was able to make the difference in intensity between the two orders less than about 5%.

A numerical example is shown below, which assumes sufficient iteration cycles for convergence to have taken place. The input vector $V_{in}$ made equal to $V_0$ and the two stored vectors $V_a$ and $V_b$ were arranged in the 2-D form as follows:

$$V_{in} = \begin{bmatrix}
1 & 0 & 0 & 0 \\
0 & 1 & 1 & 0 \\
0 & 1 & 1 & 1 \\
0 & 0 & 1 & 0 \\
1 & 0 & 0 & 1
\end{bmatrix}$$

$$V_a = \begin{bmatrix}
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0
\end{bmatrix}$$

$$V_b = \begin{bmatrix}
0 & 1 & 1 & 0 \\
1 & 1 & 0 & 1 \\
0 & 0 & 1 & 0 \\
0 & 1 & 1 & 0
\end{bmatrix}$$

Step 1. Vector Inner Product

$$V_{in}V_a = 8$$

$$V_{in}V_b = 2$$

Step 2. Weighting

$$V_a = \begin{bmatrix}
8 & 0 & 0 & 8 \\
0 & 8 & 0 & 0 \\
0 & 8 & 0 & 0 \\
8 & 0 & 0 & 8
\end{bmatrix}$$

$$V_b = \begin{bmatrix}
0 & 2 & 2 & 0 \\
2 & 2 & 0 & 2 \\
0 & 0 & 2 & 0 \\
0 & 2 & 2 & 0
\end{bmatrix}$$

The optical representation of $8 V_a$ and $2 V_b$ are shown in FIGS. 3b and c, respectively, as idealized drawings of images obtained by using Polaroid films at the second multiplication plane of FIG. 2. The difference between the idealized drawing of $2 V_b$ shown in FIG. 3d and the actual photograph of the vector $2 V_b$ was due to the inversion of the lens. Similar situations occur in other planes as well.

Step 3. Recombination or Summation

$$8 V_a + 2 V_b = \begin{bmatrix}
8 & 2 & 2 & 8 \\
2 & 10 & 8 & 2 \\
0 & 8 & 10 & 0 \\
8 & 2 & 2 & 8
\end{bmatrix}$$

This result is represented by the idealized drawing shown in FIG. 3d of a photograph taken at the input side (or writing side) of the Hughes liquid crystal light valve 53 shown in FIG. 2.

Step 4. Thresholding

The photoactivated liquid crystal light valve 53 produced by Hughes Aircraft Company may not be the best thresholding device due to its limited gamma value. It was nevertheless used to close the loop of computation. Another device for thresholding that may be used is a microchannel spatial light modulator available from Hammamatsu. Other reflective or transmissive optical or optoelectronic devices may be or may become available for this thresholding function. The ideal result of thresholding is shown in FIG. 3e. The stored vector of FIG. 3b was retrieved in the example described above. In the example, $V_{in}$ was made equal to $V_0$. In another example, $V_{in}$ was made equal to $V_b$. Note that the major difference is that, since $V_{in}V_a = 2$ not 8 and $V_{in}V_b = 8$ not 2, the ratio is 1:4 instead 4:1. The comparable results corresponding to the various steps agreed with those illustrated as expected in the computations. It has thus been shown that an optical implementation for the inner-product model is feasible, especially in
view of the availability of ferroelectric liquid crystal spatial light modulators and magneto-optical spatial light modulators produced by Semetex, although the higher quality LCTV spatial light modulator was used in the example. Any of these spatial light modulators may be used to replace the films 41 and 44 used as optical means for storing M vectors. The light through such spatial light modulators is not a problem since only a fraction of the laser output power was used so as not to cause saturation in the CCD cameras used as detectors. Other types of detectors may be employed, such as a vidicon television camera equipped with static registers for storing a video freeze frame. Uniform illumination and replication of the input vector to a number M greater than 2 can be achieved by any optical means for replicating two-dimensional vectors, such as the multifocus hololens referred to above or a phase grating. The system performs the associative memory retrieval function well.

I claim:

1. An optical inner-product neural associative memory for retrieving the best match between an initial input two-dimensional N-tuple binary vector \( \mathbf{V} \) and a number M of stored two-dimensional N-tuple binary vectors \( \mathbf{V}_i \), where \( i = 1, \ldots, M \), each binary element of said two-dimensional N-tuple binary vectors \( \mathbf{V} \) and \( \mathbf{V}_i \) being represented by a binary optical value, comprising:
   a source of coherent light;
   a first optical storage means for storing said number M of two-dimensional N-tuple binary vectors \( \mathbf{V}_i \) at a first multiplication plane;
   a first spatial light modulator responsive to said coherent light for entering a vector image of said initial input two-dimensional N-tuple binary vector \( \mathbf{V} \) in search of a best match with one of said number M of stored two-dimensional N-tuple binary vectors \( \mathbf{V}_i \) optical means at said first multiplication plane responsive to said initial input two-dimensional N-tuple binary vector and said number M of two-dimensional N-tuple binary vectors stored in said first optical storage means for forming an inner-product scalar \( \alpha_i \) as a beam of light for each of said stored number M of two-dimensional N-tuple binary vectors;
   a second optical storage means at a second multiplication plane for storing said number M of two-dimensional N-tuple binary vectors as corresponding vectors;
   means at said second multiplication plane for weighting each of said number M of two-dimensional N-tuple binary vectors stored in said second optical storage means by multiplication of each of said number M of two-dimensional N-tuple binary vectors stored in said second optical storage means by said inner-product scalar beam of light to produce a number M of two-dimensional weighted vectors;
   a second spatial light modulator;
   means for detecting each of said number M of two-dimensional weighted vectors by said second spatial light modulator;
   means for entering a vector image of each of said number M of two-dimensional weighted vectors through said second spatial light modulator;
   means for optically summing said number M of two-dimensional weighted vectors in order to produce a two-dimensional binary vector that is an approximation of one of said stored two-dimensional N-tuple binary vectors; and
   means for entering said two-dimensional binary vector produced as an approximation of one of said stored two-dimensional binary vectors by said means for optically summing and thresholding as an input binary vector into said optical inner-product neural associative memory through said first spatial light modulator to commence another iterative cycle corresponding to the same cycle of operations performed with said initial input two-dimensional N-tuple binary vector, and to recommence subsequent iterations until convergence is reached between said initial input two-dimensional N-tuple vector and a best match with one of said number M of two-dimensional N-tuple binary vectors stored in said first and second optical storage means.

2. An optical inner-product neural associative memory as defined in claim 1 wherein said means associated with said means for optically summing and thresholding for reading out of said means for optically summing and thresholding said best match with one of said number M of two-dimensional N-tuple binary vectors stored in said first and second optical storage means once said convergence is reached.

3. An optical inner-product neural associative memory as defined in claim 2 wherein:
   said means for optically summing and thresholding said two-dimensional weighted vectors comprises an optical device and an array of mirrors oriented for so reflecting vector images as to be superimposed on one surface of said optical device which serves a dual function of optical summation of vectors incident on said one surface thereof, and thresholding by operating on said optical summation of vectors as an inherent limitation on the amplitude of the sum of said optical summation of vectors transmitted by said optical device to a surface of said optical device opposite said one surface thus producing on said opposite surface a thresholded two-dimensional binary vector that is a composite of two or more stored vectors until sufficient iterative cycles have been completed for convergence to have occurred, at which time the thresholded sum of said optical summation of vectors is stable and known to be a best match between said input two-dimensional N-tuple binary vector \( \mathbf{V} \) and one of said number M of stored two-dimensional N-tuple binary vectors \( \mathbf{V}_i \) and said means associated with said optical summing and thresholding means for reading out said best match with one of said number M of two-dimensional N-tuple binary vectors stored in said first and second optical storage means includes means for illuminating said surface of said optical device opposite said one surface thereof to read out as an optical image said thresholded two-dimensional binary vector which, when stable, is known to be said best match with one of said number M of two-dimensional N-tuple binary vectors stored in said first and second optical storage means.

4. An optical inner-product neural associative memory as defined in claim 1 wherein said means for entering a vector image of each of said number M of two-dimensional weighted vectors through said second spatial light modulator includes means for enhancing vector.
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image contrast of vector images produced through said second spatial light modulator.

5. An optical inner-product neural associative memory as defined in claim 4 wherein said means for enhancing vector image contrast of said vector images produced through said second spatial light modulator comprises a pair of lenses and a pin-hole spatial filter between said pair of lenses.

* * * * *