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SECTION 1—INTRODUCTION

This document is a collection of selected technical papers produced by participants in the Software Engineering Laboratory (SEL) from November 1993 through October 1994. The purpose of the document is to make available, in one reference, some results of SEL research that originally appeared in a number of different forums. This is the 12th such volume of technical papers produced by the SEL. Although these papers cover several topics related to software engineering, they do not encompass the entire scope of SEL activities and interests. Additional information about the SEL and its research efforts may be obtained from the sources listed in the bibliography at the end of this document.

For the convenience of this presentation, the five papers contained here are grouped into three major sections:

- Software Measurement
- Technology Evaluations
- Ada Technology

The first section (Section 2) includes a study on the analysis of software maintenance changes to understand the flaws in the change process and a study on the comparison of four strategies for defining high-level design metrics. Section 3 presents studies on software inspection techniques and the SEL’s Quality Improvement Paradigm. A study on simulating inheritance in an object-oriented environment appears in Section 4.

The SEL is actively working to understand and improve the software development process at Goddard Space Flight Center (GSFC). Future efforts will be documented in additional volumes of the Collected Software Engineering Papers and other SEL publications.
SECTION 2—SOFTWARE MEASUREMENT

The technical papers included in this section were originally prepared as indicated below.

A Change Analysis Process to Characterize Software Maintenance Projects

Lionel C. Briand, Victor R. Basili, Yong-Mi Kim
Computer Science Department and Institute for Advanced Computer Studies
University of Maryland, College Park, MD, 20742

Donald R. Squier
Computer Sciences Corporation
System Sciences Division
Lanham-Seabrook, MD, 20706

Abstract

In order to improve software maintenance processes, we need to be able to first characterize and assess them. This task needs to be performed in depth and with objectivity since the problems are complex. One approach is to set up a measurement program specifically aimed at maintenance. However, establishing a measurement program requires that one understands the issues and is able to characterize the maintenance environment and processes in order to collect suitable and cost-effective data. Also, enacting such a program and getting usable data sets takes time. A short term substitute is needed.

We propose in this paper a characterization process aimed specifically at maintenance and based on a general qualitative analysis methodology. This process is rigorously defined in order to be repeatable and usable by people who are not acquainted with such analysis procedures. A basic feature of our approach is that maintenance changes are analyzed in order to understand the flaws in the change process. Guidelines are provided and a case study is shown that demonstrates the usefulness of the approach.

1 Introduction

As described in [HV92], numerous factors can affect software maintenance quality and productivity, e.g., the maintenance personnel experience profile and training, the way knowledge about the maintained systems is managed and conveyed to the maintainers and users, the maintenance organization, processes and standards in use, the initial quality of the software source code and its documentation. This last factor involves concepts such as self-descriptiveness, modularity, simplicity, consistency, expandability, and testability.

Because of the complexity of the phenomena studied, it is difficult for maintenance organizations to identify and assess the issues they have to address in order to improve the quality and productivity of their maintenance projects. Each project may encounter specific difficulties and situations that are not necessarily alike across all the organization's maintenance projects. This may be due in part to variations in application domain, size, change frequency, and/or schedule/budget constraints. As a consequence, each project has first to be analyzed as a separate entity even if, later on, commonalities across projects may require similar solutions for improvement. Informally interviewing the people involved in the maintenance process would be unlikely to help determine accurately the real issues. Maintainers, users and owners would likely each give very different, and often contradictory, insights on the issues due to a somewhat incomplete and biased perspective.

Establishing a measurement program integrated into the maintenance process is likely to help any organization achieve an in-depth understanding of its specific maintenance issues and thereby lay a solid foundation for maintenance process improvement [RUV92]. However, defining and enacting a measurement program may take time and a short term, quickly operational substitute is needed in order to obtain a first quick insight, at low cost, into the issues to be addressed. Furthermore, defining efficient and useful measurement procedures first requires a characterization of the maintenance environment in which measurement takes place, i.e., organization structures, processes, issues, risks, etc. [BR88].

This paper presents a qualitative and inductive analysis methodology for performing objective project characterizations and thereby identifying their specific problems and needs. It is an implementation of the general qualitative analysis methodology defined in [SS92]. It encompasses a set of procedures which allows the determination of causal links between maintenance problems and flaws of the maintenance organization and process. Thus, a set of concrete steps for maintenance quality and productivity improvement can be taken based on a tangible understanding of the relevant maintenance issues. Moreover, this understanding provides a solid basis on which to define relevant software maintenance models and metrics.

Section 2 describes the phases, techniques and guidelines composing the methodology. Section 3 presents a case study of an orbit determination system maintained by the Flight Dynamics Division (FDD) of the NASA Goddard Space Flight Center for the last 26 years and still used daily for most operating satellites.

This work was supported in part by NASA grant NSG-5123.
This study takes place in the framework of the NASA Software Engineering Laboratory (NASA-SEL), an organization aimed at improving FDD software development processes based on measurement and empirical analysis. Recently, responding to the growing cost of software maintenance, the SEL has initiated a program aimed at characterizing, evaluating, and improving its maintenance processes. This paper is a first step in this direction. Section 4 outlines the main conclusions of the case study and the future research directions.

2 Causal Analysis of Maintenance Problems

In this section, we present a (mainly) qualitative methodology that allows for an in-depth characterization of maintenance projects at a relatively low cost. However, this approach could be easily augmented to integrate data collection and analysis and could thus provide more quantitative information (but at a higher cost).

2.1 A Qualitative Analysis Process

This characterization process is essentially an instantiation of the generic qualitative analysis process defined in [SS92]. Figure 1 illustrates at a high level our maintenance specific analysis process. It can be seen that it is a combination of both inductive and deductive inferences. Inductive inferences are based on the collected information, and deductive inferences occur when experimentally validating and refining our taxonomies, process models, organizational models and working hypotheses. These deductive inferences then serve to refine the data collection process, which leads to refined and revised inductive inferences. The process continues in an iterative fashion.

Step 1 focuses on defining the organizational structures, i.e., organization entities, their communication channels and information flows. The process of producing a new release is then described and modeled in Step 2. It is important to note that we do not address here the issues related to emergency bug fixing procedures but only those relevant to regular product releases that go into configuration management. Step 3 maps generic activities into the release process in order to specify the type of work performed at each stage of the process. Then, a release (or several) has to be selected in order to define the set of changes on which the analysis will be performed (Step 4). In Step 5, relying on the work performed in Steps 1-3, information about the changes is collected and analyzed. Step 6 summarizes and abstracts from the results obtained in Step 5.
Although the steps are defined sequentially, they are really iterated within and across steps. As we learn more about the organization, we continue to refine the characterization models. The organizational and process models produced should include enough detail to allow Step 5 to be performed, but should not be so detailed as to obscure the maintenance process itself. We now define the steps in more detail:

1. **Identify the organizational entities with which the maintenance team interacts and the organizational structure in which maintainers operate.**

   1.1 Identify distinct organizational entities, i.e., what are the distinct teams involved in the maintenance project? Usually, besides the maintainers themselves, the following entities are encountered: users, owners, QA team, configuration control team, change control board. However, their roles and prerogatives can differ significantly.

   1.2 Characterize the working environment of each entity, i.e., support tools (see tool taxonomy in Section 2.2), internal organizational structure.

   1.3 Characterize information flows between entities, i.e., what is the type (and amount when data available) of information, documentation, source code and other software artifacts flowing between organizational entities?

2. **Identify the phases involved in the creation of a new system release.**

   2.1 Identify the phases as defined in the environment studied. At this stage, it is important not to map an *a priori* external/generic maintenance process model and vocabulary.

   2.2 Each artifact (e.g., document, source code) which is input or output of each phase has to be determined and its content carefully described (see document taxonomy in Section 2.2).

   2.3 The personnel in charge of producing and validating the output artifacts of each phase have to be identified and located in the organizational structure defined in Step 1.

3. **Identify the generic activities involved in each phase.**

   3.1 Select (from the literature [C88, BC91]) or define a taxonomy of generic activities based on widely accepted definitions and used in the maintenance process. As a guideline, such a taxonomy is proposed in the next section.

   3.2 Map these activities into each phase by reading the technical documents produced and interviewing the technical project leaders and maintainers about their real work habits. If possible, collect effort data for each activity so that the importance of each activity in each phase can be assessed somewhat quantitatively.

4. **Select one or several past releases for analysis.**

   We need to select releases on which we can analyze problems as they are occurring and thereby better understand process and organization flaws. However, because of time constraints, it is sometimes more practical to work on past releases. We present below a set of guidelines for selecting them:

   - Recent releases are preferable since maintenance processes and organizational structure might have changed and this would make one's analysis somewhat irrelevant.
   - Some releases may contain more complete documentation than others. Documentation has a very important role in detecting problems and cross-checking the information provided by the maintainers.
   - The technical leader(s) of a release may have left the company whereas another release's technical leader may still be contacted. This is a crucial element since, as we will see, the causal analysis process will involve project technical leader(s) and, depending on his/her/their level of control and knowledge, possibly the maintainers themselves.

5. **Analysis of the problems that occurred while performing the changes of the selected releases.**

   For each change (i.e., error correction, enhancement, adaptation) in the selected release(s), the following information should be acquired by interviewing the maintainers and/or technical leaders and by reading the related documentation (e.g., release documents):

   1. Determine the difficulty or error-proneness of the change.
   2. Determine whether the change difficulty could have been alleviated or the error(s) resulting from the change avoided and how?
   3. Evaluate the size of the change (e.g., # components, LOCs changed, added, removed).
   4. Assess discrepancies between initial & intermediate planning and actual effort/time.
   5. Determine the human flaw(s) (if any) that originated the error(s) or increased the difficulty related to the change. A taxonomy of human errors is proposed in Section 2.2.
   6. Determine the maintenance process flaws that led to the identified human errors (if any). A taxonomy of maintenance process flaws is proposed in Section 2.2.
   7. Try to quantify the wasted effort and/or delay generated by the maintenance process flaws (if any).
The knowledge and understanding acquired through steps 1-3 is necessary in order to understand, interpret and formalize the information of type 12, 15 or 16. As a guidance in conducting interviews, templates of questions will be provided in Section 2.2.

6 Establish the frequency and consequences of problems due to flaws in the organizational structure and the maintenance process by analyzing the information gathered in Step 5.

Based on these results, further complementary investigations (e.g., measurement based) related to specific issues that have not been fully resolved by the qualitative analysis process, should be identified. Moreover, a first set of suggestions for maintenance process improvement should be devised.

For those steps which are iterative, we map the appropriate step back into the qualitative analysis process (Figure 1). Thereby, we show how our characterization process fits into the more general qualitative analysis methodology presented above. In this context, a step usually corresponds to a set of iterations of the qualitative analysis process. Thus for each step we have the input to that step which defines the Observational Database (ODB), the output of each step which contains the resulting characterization models that go into the Interpretative Knowledge Base (IKB), and a validation procedure which helps verify that the characterization models are correct. The pieces of information which compose the ODB are given in decreasing order of importance at each step. The order and content of the ODB varies at each step since the analysis focus is progressively shifting [SS92].

Step 1: Model organizational structures

Input: maintenance standards definition document, interviews, sample of release documents, organization chart
Output: organizational model (roles, agents, teams, information flow, etc.)
Validation:
- Are all the standard documents and artifacts included in the modeled information flow?
- Do we know who produces, validates, and certifies the standard documents and artifacts?
- Are all the people referenced in the release documents a part of the organization scheme?

Steps 2, 3: Model process and map activities into process phases

Input: maintenance standards definition document, interviews, release documents
Output: process model
Validation:
- Are all the people in the process model a part of the organization scheme?
- Do the documents and artifacts included in the process model match those of the information flow of the organization model?
- Is the mapping between activities and phases complete, i.e., exhaustive set of activities, complete mapping?
- Are the taxonomies of maintenance tools, methods, and activities adequate, i.e., unambiguous, disjoint and exhaustive classes?

Step 5: Perform causal analysis

Input: interviews, change request forms, release documents, organization model, process model, maintenance standards definition document
Output: causal analysis
Validation:
- Are the taxonomies of errors and maintenance process flaws adequate, i.e., unambiguous, disjoint and exhaustive classes? This is checked against actual change data and validated during interviews with maintainers.

2.2 Guidelines and Taxonomies

This section presents a set of guidelines aimed at facilitating the characterization process described in the previous section. These guidelines are mainly composed of taxonomies distinguishing maintenance activities, errors and maintenance process flaws. In addition, a set of questions which can be used during maintainers’ interviews and for each change is provided.

Step 1: Identify organizational entities

Taxonomies of Maintenance Tools and Methods (Step 1.2)

The maintenance tools and methods available to maintainers can be used to understand the maintenance process, and identify potential sources of problems. The following paragraphs represent the first level of abstraction of environment characteristics’ taxonomies that should be used to characterize the change framework:

- Maintenance Tools: Impact analysis & planning tool; Tools for automated extraction & representation of control and data flows; Debugger; Cross-referencing; Regression testing environment (data generation, execution, and analysis of results); Information system linking documentation and code.
- Maintenance Methods are characterized by the following taxonomy: rigorous impact analysis, planning, and scheduling procedures; Systematic and disciplined update procedures of the user and system
documentation; Communication channels and procedures with the users;

A Taxonomy of Maintenance Documentation (Step 1.3)

The type of documentation related to a software system, which may be available to maintainers, can be defined by a generic taxonomy as shown below. Documentation has been described as one of the most important factors affecting the maintainability of a software system [HA93, P94]. This is why it is important to define precisely what should be contained in a complete set of documentation (either on-line or off-line) for maintenance. Such a taxonomy can be used as a guideline to define the maintenance organization. Also, when some of these documents appear to be missing, potential sources of maintenance problems may be identified. Based on the literature [BC91] on the subject and our own experience, we propose the following taxonomy:

• Product-related: Software requirements specifications; Software design specifications; Software product specifications
• Process-related: Test plans; Configuration management plan; Quality assurance plan; Software development plan
• Support-related: Software user’s manual; Computer systems operator’s manual; Software maintenance manual; Firmware support manual

Step 3: Identify the generic activities involved in each phase.

Generic Description of Maintenance Activities (Step 3.1)

<table>
<thead>
<tr>
<th>Acronym</th>
<th>Activity</th>
</tr>
</thead>
<tbody>
<tr>
<td>DET</td>
<td>Determination of the need for a change</td>
</tr>
<tr>
<td>SUB</td>
<td>Submission of change request</td>
</tr>
<tr>
<td>UND</td>
<td>Understanding requirements of changes: localization, change design prototype</td>
</tr>
<tr>
<td>IA</td>
<td>Impact analysis</td>
</tr>
<tr>
<td>CBA</td>
<td>Cost/benefit analysis</td>
</tr>
<tr>
<td>AR</td>
<td>Approval/Rejection/priority assignment of change request</td>
</tr>
<tr>
<td>SC</td>
<td>Scheduling of task</td>
</tr>
<tr>
<td>CD</td>
<td>Change design</td>
</tr>
<tr>
<td>CC</td>
<td>Code changes</td>
</tr>
<tr>
<td>UT</td>
<td>Unit testing of modified parts i.e., has the change been implemented?</td>
</tr>
<tr>
<td>IT</td>
<td>Integration testing, i.e., does the changed part interface correctly with the system?</td>
</tr>
<tr>
<td>RT</td>
<td>Regression testing, i.e., does the change have any unwanted side effects?</td>
</tr>
<tr>
<td>AT</td>
<td>Acceptance testing i.e., does the new release fulfill the system requirements?</td>
</tr>
<tr>
<td>USD</td>
<td>Update system &amp; user documentation</td>
</tr>
<tr>
<td>SA</td>
<td>Standards characterizations; quality assurance procedures</td>
</tr>
<tr>
<td>IS</td>
<td>Installation</td>
</tr>
<tr>
<td>PIR</td>
<td>Post-installation review of changes</td>
</tr>
<tr>
<td>EDU</td>
<td>Education/training regarding the application domain/system</td>
</tr>
</tbody>
</table>

All these activities usually contain an overhead of communication (meeting + release document writing) with owner/users, management hierarchy and other maintainers which should be estimated. This is possible, through data collection or by interviewing maintainers (e.g., Delphi method).

Step 5: Perform causal analysis

Questions asked for each change in selected release(s) (Items II-14)

The following list describes a set of questions for which answers can be provided by maintainers and/or release standard documents. These questions attempt to capture the information necessary for the identification of maintenance process flaws.

I - Description of the change

1.1 Localization
   . subsystem(s) affected
   . module(s) affected
   . inputs/outputs affected

1.2 Size
   . LOCs deleted, changed, added
   . Modules examined, deleted, changed, added

1.3 Type of change
   . Preventive changes: improvement of clarity, maintainability or documentation.
   . Enhancement changes: add functionalities, optimization of space/time/accuracy
   . Adaptive changes: adapt system to change of hardware and/or platform
   . Corrective changes: corrections of development errors.
2 - Description of the change process

2.1 Effort, elapsed time

2.2 Maintainer's expertise and experience
   - How long has the person been working on the system?
   - How long has the person been working in this application domain?

2.3 Did the change generate a change in any document? Which document(s)?

3 - Description of the problem

3.1 Were some errors committed?
   - Description of the errors (see taxonomies below)
   - Perceived cause of the errors: maintenance process flaw(s)

3.2 Difficulty
   - What made the change difficult?
   - What was the most difficult activity associated with the change?

3.3 How much effort was wasted (if any) as a result of maintenance process flaws?

3.4 What could have been done to avoid some of the difficulty, errors (if any)?

Taxonomies of human errors (Item 15)

Note that we are exclusively referring to errors occurring during the maintenance process, not errors resulting from the development.

- Error Origin: when did the misunderstanding occur?
  - Change requirements analysis
  - Change localization analysis
  - Change design analysis
  - Coding

- Error domain: what caused it?
  - Lack of application domain knowledge: operational constraints (user interface, performance), mathematical model
  - Lack of system design or implementation knowledge: data structure or process dependencies, performance or memory constraints, module interface inconsistency
  - Ambiguous or incomplete requirements
  - Language misunderstanding <semantic, syntax>
  - Schedule pressure
  - Existing uncovered fault
  - Oversight.

Determining the origin and cause of the errors will help determine their possible causal relationships to maintenance process flaws in the taxonomy presented below.

Taxonomy of Maintenance Process flaws (Item 16)

- Organizational flaws:
  - Communication: Interface problems, information flow "bottlenecks" in the communication between the maintainers and the users
  - Management hierarchy
  - Quality assurance (QA) team
  - Configuration management team
  - Roles:
    - Prerogatives and responsibilities are not fully defined or explicit
    - Incompatible responsibilities, e.g., development and QA
  - Process conformance: no effective structure for enforcing standards and processes

- Maintenance methodological flaws
  - Inadequate change selection & priority assignment process
  - Inaccurate methodology for planning of effort, schedule, personnel
  - Inaccurate methodology for impact analysis
  - Incomplete, ambiguous protocols for transfer, preservation and maintenance of system knowledge
  - Incomplete, ambiguous definitions of change requirements
  - Lack of rigor in configuration (versions, variations) management and control
  - Undefined / unclear regression testing success criteria.

- Resource shortages
  - Lack of financial resources allocated, e.g., necessary for preventive maintenance, unexpected problems unforeseen during impact analysis.
  - Lack of tools providing technical support (see previous tool taxonomy)
  - Lack of tools providing management support (i.e., impact analysis, planning)

- Low quality product(s)
  - Loosely defined system requirements
  - Poor quality design, code of maintained system
  - Poor quality system documentation
  - Poor quality user documentation
• Personnel-related issues
  - Lack of experience and/or training with respect to the application domain
  - Lack of experience and/or training with respect to the system requirements (hardware, performance) and design
  - Lack of experience and/or training with respect to the users’ operational needs and constraints

In order to demonstrate the feasibility and usefulness of the above approach, we present the following case study.

3 A Case Study

This case study is intended to provide actual examples and results of the change causal analysis process described in previous sections. We first present the maintained system used as a case study. Then, the specific maintenance organization and process are described in detail according to the template provided in Section 2.1. Examples of change causal analyses are shown and the lessons learned resulting from this analysis process are presented.

3.1 System History and Description

GTDS is a 26 year old, 250 KLOC, FORTRAN orbit determination system. It is public domain software and, as a consequence, has a very large group of users all over the world. Usually, 1 or 2 releases are produced every year in addition to mission specific versions that do not go into configuration management right away (but are integrated later on to a new version by going through the standard release process). Like most maintained software systems, very few of the original developers are still present in the organization, but the turnover of the maintenance team is low compared to other maintenance organizations. However, turnover still remains a crucial issue in this environment.

3.2 Modeling of the Maintenance Organization and Processes

During the process of building a new release of GTDS, different organizational entities interact in different ways. By performing Step 1 of the characterization process described in Section 2.1, two types of entities and five types of interactions (i.e., differentiated according to the purpose of the information flow) were identified.

The entities, teams and groups, are represented in Figure 2 by boxes and ellipses, respectively. Teams are persistent organizational structures; groups are composed of members of several different teams, and are dynamic entities in the sense that they only exist when group members meet. These groups have been designed to facilitate communication between teams and decision making.

In the five interaction types identified, information was used for the following purposes: decision - decision based on information provided; review - review of documents; approval - approval of documents or plans; transformation - supplied information product is transformed into another information product; and information - dissemination of information.

Teams:
  - Testers: they present acceptance test plans, perform acceptance test and provide change requests to the maintainers when necessary.
  - Owners / Users: they suggest, control and approve performed changes.
  - Product Assurance Organization (PAO): They control maintainers' work, e.g., conformance to standards, attend release meetings, audit delivery packages. They have a different management from the maintenance team.
  - Configuration Management (FDCM): They integrate updates into the system. Coordinate the production and release of versions of the system. Provide tracking of change requests.
  - Maintenance management: They grant preliminary approvals of maintenance change requests and release definitions.
  - Maintainers: They analyze changes, make recommendations, perform changes, perform unit and change validation testing after linking the modified units to the existing system, perform validation and regression testing after they get back the recompiled system from the FDCM team.

Groups:
  - Software Management Planning Board (SMPB): Their main goal is to address management issues that run across maintenance projects. For example, they help resolve conflicts between owners and maintainers and review release planning documents. Also, they allow task leaders and higher level managers to exchange relevant information about the evolution of their respective systems. However, SMPB has no official function. The board is composed of the task leader, section manager, department manager, and operation manager.
Figure 2: Information Flow within the Maintenance Organization

Configuration Control Board and Configuration Management Office (CCB/CMO): They are officially responsible for all changes to configured software and the allocated budget. Their goal is to ensure that the production of new releases is consistent with the long-term goals of the organization. It is composed of high-level managers.

GTDS user's group: It is a forum for discussion of technical issues but has no official function. It is composed of users, maintainers, and testers.

The process described below represents our understanding of the working process for a release of GTDS and the mapping into standard generic activities. This combines the information gained from Steps 2 and 3 of the characterization process. Phases, their associated inputs/outputs and activities are presented below. Activity acronyms are used as defined in Section 2.2. In this case, each phase milestone in a release is represented by the discussion, approval and distribution of a specific release document.

1. Change analysis
   Input: change requests from software owner + priority list
   Output: Release Content Review (RCR) document which contains change design analysis, prototyping, and cost/benefit analysis that may result in a priority change to be discussed with the software owner/user.
   Activities: UNDR, IA, CBA, CD, some CC, UT and IT (for prototyping)

2. RCR meeting
   Input: Release Content Review document proposed by maintainers is discussed, i.e., change priority, content of release.
   Output: Updated Release Content Review document
   Activities: AR, SA (QA engineers are reviewing the release documents and attending the meeting)
3. Solution analysis
Input: Updated Release Content Review document
Output: devise technical solutions based on prototyping analysis they performed in Step 1, Release Design Review (RDR)
Activities: SC, CD, CC, UT, (preparation of test strategy for) IT (based mainly on equivalence partitioning)

4. RDR meeting
Input: RDR documentation
Output: approved (and possibly modified) RDR documentation
Activities: review and discuss CC, UT, (plan for) IT, SA

5. Change implementation and test
Input: RDR + prototype solutions (phases 1, 3)
Output: changes are completed; change validation test is performed with new compiled components linked to unchanged components of the current system version; regression testing is performed on the system recompiled from scratch (provided by the FDCM team); a report with the purpose of demonstrating that the system is ready for acceptance test is produced: Acceptance test readiness review document (ATRR)
Activities: IT, RT, USD

6. ATRR meeting
Input: Acceptance test readiness review document
Output: The changes are discussed and validated and the used testing strategy is discussed. The acceptance test team presents its acceptance testing plan.
Activities: review the current output of IT, SA

7. Acceptance test
Input: the new GTDS release and all release documentation
Outputs: A list of Software Change requests (SCRs) is provided to the maintainers. These changes correspond to inconsistencies between the new release and the general system requirements.
Activities: AT

Step 1, 2, and 3 required several iterations before there was sufficient validation of the resulting characterization of the organization, phases and documents. As part of Step 2, for each of the standard documents generated during the releases of GTDS studied, we determine who produces it, who approves it, and what additional relevant information and data they contain. When doing so, we have to look for possible inconsistencies between the organization model (Step 1) and the identified producers/approvers of the documents.

- Document 1: Release Content Review (RCR):
  Producer: maintenance team
  Approvers: users, maintenance management, CCB
  Content:
  - change requirement description
  - description of error (if any) that originated the change
  - design of a prototype solution
  - schedule, effort plans
  - impact analysis assessment

  Producer: maintenance team
  Approvers: users, CCB
  Content:
  - identification of modified units
  - a definitive solution is proposed
  - rough cost/schedule estimates
  - testing guidelines: mainly equivalence partitioning classes
  - definition of the test success criterion

- Document 3: Acceptance Test Readiness Review (ATRR):
  Producer: maintenance team, acceptance test team (test plan)
  Approvers: CCB, testers
  Content:
  - results of test cases and benchmarks (regression testing)
  - screen printouts, short reports
  - Acceptance test plan

- Document 4: Delivery package:
  Producer: maintenance team
  Approvers: CCB
  Content:
  - cause of error (if any)
  - effort breakdown: analysis, design, code, test
  - # components examined, modified, added, deleted
  - # Locs modified, added, deleted

As specified in Step 4 of our process, we selected a release for analysis. This release was quite recent, most of the documentation identified in Step 2 was available, and most importantly, the technical leader of the release was available for additional insights and information.

Step 5 involved a causal analysis of the problems observed during maintenance and acceptance test of the releases studied. These problems were linked back to a precise set of issues belonging to taxonomies presented in Section 2.2. Figure 3 summarizes Step 5 as instantiated for this case study.
Figure 3: Causal Analysis in GTDS

In order to illustrate Step 5, we provide below an example of causal analysis for one of the changes in the selected release. Implementation of this change resulted in 11 errors that were found by the acceptance test team, 8 of which had to be corrected before final delivery could be made. In addition, a substantial amount of rework was necessary. Typically, changes do not generate so many subsequent errors, but the flaws that were present in this change are representative of maintenance problems in GTDS. In the following paragraphs, we discuss only two of the errors generated by the change studied.

- Increased difficulty related to change (rework)

  Description: Initially, users requested an enhancement to existing GTDS capabilities (change 642). The enhancement involved vector computations performed over a given timespan. This enhancement was considered quite significant by the maintainers, but users failed to supply adequate requirements and did not attend the RCR meeting. Users did not report their dissatisfaction with the design until ATRR meeting time, at which time requirements were rewritten and maintainers had to perform rework on their implementation. This change took a total of 3 months to implement, of which at least 1 month was attributed to several flaws in the process.

  Maintenance process flaw(s): organizational: a lack of clear definitions of the prerogatives/duties of users with respect to release document reviews and meetings (roles), and a lack of enforcement of the release procedure (process conformance); maintenance methodological flaw: incomplete, ambiguous definitions of change requirements.

- Errors caused by change 642

  The implementation of the change itself resulted in an error (A1044) found at the acceptance test phase. When the correction to A1044 was tested, an error (A1062) was found that could be traced back to both 642 and A1044.

A1044

  Description: Vector computations at the endpoints of the timespan were not handled correctly. But in the requirements it was not clear whether the endpoints should be considered when implementing the solution.

  Error origin: change requirement analysis

  Error domain: ambiguous and incomplete requirements

  Maintenance process flaw(s): organizational: communication between users and maintainers, due in part to a lack of defined standards for writing change requirements; maintenance methodological flaw: incomplete, ambiguous definitions of change requirements.

A1062

  Description: One of the system modules in which the enhancement change was implemented has two processing modes for data. These two modes are listed in the user manual. When run in one of the two possible processing modes, the enhancement generated a set of errors, which were put under the heading A1062. At the phase these errors were found, the enhancement had already successfully passed the tests for the other processing mode. The maintainer should have designed a solution to handle both modes correctly.

  Error origin: change design analysis.

  Error domain: lack of application domain knowledge.
3.3 Lessons Learned about the Studied Maintenance Project

The lessons learned are classified according to the taxonomy of maintenance flaws defined in Section 2.2. By performing an overall analysis of the change causal analysis results (Step 6), we abstracted a set of issues classified as follows:

Organization

- There is a large communication cost overhead between maintainers and users, e.g., release standard documentation, meetings, management forms. In an effort to improve the communication between all the participants of the maintenance process, non-technical, communication-oriented activities have been emphasized. At first glance, this seems to represent about 40% (rough approximation) of the maintenance effort. This figure seems excessive, especially when considering the apparent communication problems (next paragraph).
- Despite the number of release meetings and documents, disagreements and misunderstandings seem to disturb the maintenance process until late in the release cycle. For example, design issues that should be settled at the end of the RDR meeting keep emerging until acceptance testing is completed.

As a result, it seems that the administrative process and organization scheme should be investigated in order to optimize communication and sign-off procedures, especially between users and maintainers.

Process

- The tools and methodologies used have been developed by maintainers themselves and do not belong to a standard package provided by the organization. Some ad hoc technology transfer seems to take place in order to compensate for the lack of a global, commonly agreed upon strategy.
- The task leader has been involved in the maintenance of GTDS for a number of years. His expertise seems to compensate for the lack of system documentation. He is also in charge of the training of new personnel (some of the easy changes are used as an opportunity for training). Thus, the process relies heavily on the expertise of one or two persons.
- The fact that no historical database of changes exists makes some changes very difficult. Maintainers very often do not understand the semantics of a piece of code added in a previous correction. This seems to be partly due to emergency patching (during a mission) which was not controlled and cleaned up afterwards (this has recently been addressed), a high turnover of personnel and a lack of written requirements with respect to performance, precision and platform configuration constraints.
- For many of the complex changes, requirements are often ambiguous and incomplete, from a maintainer's perspective. As a consequence, requirements are often unstable until very late in the release process. While prototyping might be necessary for some of them, it is not recognized as such by the users and maintainers. Moreover, there is no well defined standard for expressing change requirements in a way suitable to both maintainers and users.

Products

- System documentation (besides the user's guide) is not fully maintained and not trusted by maintainers. Source code is currently the only reliable source of information used by maintainers.
- GTDS has a large number of users. As a consequence, the requirements of this system are complex with respect to the hardware configurations on which the system must be able to run, the performance and precision needs, etc. However, no requirement analysis document is available and maintained in order to help the maintainers devise optimal change solutions.
- Because of budget constraints, there is no document reliably defining the hardware and precision requirements of the system. Considering the large number of users and platforms on which the system runs, and the rapid evolution of users' needs, this would appear necessary in order to avoid confusion while implementing changes.

People

- There is a lack of understanding of operational needs and constraints by maintainers. Release meetings were supposed to address such issues but they seem to be inadequate in their current form.
- Users are mainly driven by short term objectives which are aimed at satisfying particular mission requirements. As a consequence, there is a very limited long term strategy and budget for preventive maintenance. Moreover, the long term evolution of the system is not driven by a well defined strategy and maintenance priorities are not clearly identified.

As a general set of recommendations and based on the analysis presented in this paper, we suggest the following set of actions:
- A standard (that may simply contain guidelines and checklists) should be set up for change
requirements. Both users and maintainers should give their input with respect to the content of this standard.

- The conformance to the defined release process should be improved, e.g., through team building, training. In other words, the release documents and meetings should more effectively play their specified role in the process, e.g., the RDR meeting should settle all design disagreements and inconsistencies.
- The parts of the system that are often changed and highly convoluted (as a result of numerous modifications) should be redesigned and documented for more productive and reliable maintenance. Technical task leaders should be able to point out the sensitive system units.

4 Conclusion

Characterizing and understanding software maintenance processes and organizations are necessary, if effective management decisions are to be made and if adequate resource allocation is to be provided. Also, in order to plan and efficiently organize a measurement program — a necessary step towards process improvement [BR88] —, we need to better characterize the maintenance environment and its related issues. The difficulty of performing such a characterization stems from the fact that the people involved in the maintenance process, who have the necessary information and knowledge, cannot perform it because of their inherently biased perspective on the issues. Therefore, a well defined characterization process, which is cost-effective, objective, and applicable by outsiders, needs to be devised.

In this paper, we have presented such an empirically refined characterization process which has allowed us to gain an in-depth understanding of the maintenance issues involved in a particular project, the GTDS project. We have been able to gather objective information on which we can base management and technical decisions about the maintenance process and organization. Moreover, this process is general enough to be followed in most of the maintenance organizations.

However, such a qualitative analysis is a priori limited since it does not allow us to quantify precisely the impact of various organizational, technical, and process related factors on maintenance cost and quality. Thus, the planning of the release is sometimes arbitrary, monitoring its progress is extremely difficult, and its evaluation remains subjective.

Hence, there is a need for a data collection program for GTDS and across all the maintenance projects of our organization. In order to reach such an objective, we will base the design of such a measurement program on the results provided by this study. In addition, we need to model more rigorously the maintenance organization and processes so that precise evaluation criteria can be defined [SB94].

This approach will be used to analyze several other maintenance projects in the NASA-SEL in order to better understand project similarities and differences in this environment. Thus, we will be able to build better models of the various classes of maintenance projects.
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Abstract

The availability of significant metrics in the early phases of the software development process allows for a better management of the later phases, and a more effective quality assessment when software quality can still be easily affected by preventive or corrective actions. In this paper, we introduce and compare four strategies for defining high-level design metrics. They are based on different sets of assumptions (about the design process) related to a well defined experimental goal they help reach: identify error-prone software parts. In particular, we define ratio-scale metrics for cohesion and coupling that show interesting properties. An in-depth experimental validation, conducted on large scale projects demonstrates the usefulness of the metrics we define.

1 Introduction

Software metrics can help address the most critical issues in software development and provide support for planning, predicting, monitoring, controlling, and evaluating the quality of both software products and processes [BR88, F91]. Most existing software metrics attempt to capture characteristics of software code [F91]; however, software code is just one of the artifacts produced during software development, and, moreover, it is only available at a late stage. It is widely recognized that the production of better software requires the improvement of the early development phases and the artifacts they produce:

---

1 This work was supported in part by NASA grant NSG-5123, UMIACS, and NSF grant 01-5-24845. Sandro Morasca was also supported by grants from MURST and CNR.
The production of better specifications and better designs reduces the need for extensive review, modification, and rewriting not only of code, but of specifications and designs as well. As a result, this allows the software organization to save time, cut production costs, and raise the final product's quality.

Early availability of metrics is a key factor to a successful management of software development, since it allows for

- early detection of problems in the artifacts produced in the initial phases of the life-cycle (specification and design documents) and, therefore, reduction of the cost of change—late identification and correction of problems are much more costly than early ones;
- better software quality monitoring from the early phases of the life-cycle;
- quantitative comparison of techniques and empirical refinement of the processes to which they are applied;
- more accurate planning of resource allocation, based upon the predicted error-proneness of the system and its constituent parts.

In this paper, we will focus on high-level design metrics for software systems. A number of studies have been published on software design metrics in recent years. It has been shown that system architecture has an impact on maintainability and error-proneness [HK84, G86, R87, R90, S90, SB91, Z91, AE92, BTH93, BBH93]. These studies have attempted to capture the design characteristics affecting the ease of maintaining and debugging a software system. Most of the design metrics are based on information flow between subroutines or declaration counts. We think that, even though it provides an interesting insight into the program structure, this should not be the only strategy to be investigated, since many other types of program features and relationships are a priori worth studying. Moreover, there is a need for comparison between strategies in order to identify worthwhile research directions and build accurate prediction models.

Besides this focus on information flow, most of the existing approaches share two common characteristics. (1) They define metrics without making clear assumptions about the contexts (i.e., processes, problem domain, environmental factors, etc.) in which they can be applied (with the exception of [AE92], where this issue was partially addressed). This implies they should have general validity, and be applicable to different environments and problem domains. (2) There are not fully explicit goals, for whose achievement the metrics are defined. This may cause problems in their application, since they may be defined based on implicit assumptions which the context may not satisfy; interpretation,
since their meaning is not clear; and validation [IS88, K88], since their relevance with respect to a clearly stated goal is not established.

The definition of universal metrics (like in physical sciences) is an acceptable long-term goal, which, however, is only achievable after we gain better insights into specific processes from specific perspectives in the short term. It is our opinion that the definition of a metric should be driven by both the characteristics of the context or family of contexts in which it is used, and one or more clearly stated goals that it helps reach. In other words, the assumptions underlying the defined metrics should rely on a deep knowledge of the context and should be precisely related to a stated goal. After this, the defined metrics must undergo a thorough experimental validation, to assess their significance and usefulness with respect to the stated goals. Last, based on the experimental evidence, metrics may be refined and modified, to better achieve the goals and comply with the process characteristics.

The goal of the research documented in this paper is to define and validate a set of high-level design metrics to evaluate the quality of the high-level design of a software system with respect to its error-proneness, understand what high-level design characteristics are likely to make software error-prone, and predict the error-proneness of the code produced.

We introduce four families of metrics, which are based on different types of mathematical abstractions of program designs [MGBB90]. In particular, we introduce a family of metrics based on data declaration dependency links (Section 2.2.4). This strategy allows us to introduce metrics for cohesion (Section 2.2.4.1) and coupling (Section 2.2.4.2) [F91] that are characterized by interesting properties and are based on consistent principles. Such a consistency is important because it should facilitate future research on quantitative tradeoff mechanisms between coupling and cohesion, i.e., variations can be expressed using consistent measurement units. Other metric families include: metrics based on declaration counts (Section 2.2.1), metrics based on the USES relationships between modules [GJM92] (Section 2.2.2), and metrics based on the IS.COMPONENT_OF relationships [GJM92] (Section 2.2.3).

In addition, we experimentally compare and validate the metrics introduced in Section 2 on three NASA projects. The results are shown in Section 3. In Section 4, we summarize the lessons we have learned, and outline directions for future research activities based on these lessons.
2 Defining Metrics for High-level Design

In this section, we first introduce the basic concepts of high-level design and the terminology we will use in the paper (Section 2.1). We then define, based on the goals stated in Section 1 and context assumptions, four families of high-level design metrics (Section 2.2).

2.1 Basic Definitions

Our object of study is the high-level design of a software system. To define it, we will start from its elementary constituents: software modules.

In the literature, there are two commonly accepted definitions of modules. The first one sees a module as a routine, either procedural or functional, and has been used in most of the design measurement publications [M77, CY79, HK84, R87, S90]. The second definition, which takes an object-oriented perspective, sees a module as a collection of type, data, and subroutine definitions, i.e., a provider of computational services [BO87, GJM92]. In this view, a module is the implementation of an Abstract Data Type/Object. In this paper, unless otherwise specified, we will use the term subroutine for the first category, and reserve the term module for the second category. Modules are composed of two parts: interface and body (which may be empty). The interface contains the computational resources that the module makes visible for use to other modules. The body contains the implementation details that are not to be exported.

At a higher level of abstraction, modules can be seen as the components of higher level aggregations, as defined below.

Definition 1: Library Module Hierarchy (LMH).
A library module hierarchy is a hierarchy where nodes are modules and subroutines, arcs between modules are IS_COMPONENT_OF [GJM92] relationships, and there is just one top level node, which is a module.

In the remainder of this paper, we will define concepts and metrics that can be applied to both modules and LMHs, which are the most significant syntactic aggregation levels below the subsystem level. For short, we will use the term software part (sp) to denote either a module or an LMH.

In the high-level design phase of a software system, only module and subroutine interfaces and their relationships are defined—module body and subroutine detail design is...
carried out at low-level design time. Therefore, we define the high-level design of a software system as follows.

**Definition 2: High-level Design**
The high-level design of a software system is a collection of module and subroutine interfaces related to each other by means of USES [GJM92] and IS_COMPONENT_OF relationships. No body information is yet available at this stage.

### 2.2 Strategies to Define High-level Design Metrics

In this section, we investigate several strategies for defining high-level design metrics. This appears necessary at this stage of knowledge, where we can only rely on very limited theoretical and empirical ground to help us identify interesting concepts, relationships and objects of study. One of the results of this investigation is to provide directions to focus our research on a smaller set of strategies and concepts.

Some of the concepts introduced in this section cannot be directly mapped onto all imperative languages, because not all of them allow the implementation of Abstract Data Types/Objects. However, these concepts are shared by many modern programming languages.

As we said in the Introduction, context assumptions are necessary to define metrics that are applicable and useful. Therefore, we list a context assumption for each of the metrics of the four strategies we introduce below. We do not assume that all of these process assumptions are equally important, i.e., not all of the process characteristics we take into account have an equal impact on software error-proneness.

#### 2.2.1 Declaration Counts

These metrics are counts of data declarations, associated with a software part, that are imported, exported or declared locally.

**Metric 1: Local.**

Local(sp) will denote the number of locally defined data declarations of a software part sp.
**Assumption A-LO.**
The count of declarations of a software part may be seen as a measure of size, which is known to be associated with errors, i.e., the larger the set of declarations, the more likely the errors.

**Metric 2: Global.**
*Global(sp)* will denote the number of external data declarations visible from a software part *sp*.

**Assumption A-GL.**
The larger the number of external declarations visible in a software part, the larger the number of external concepts to be understood and used consistently, the higher the likelihood of error.

**Metric 3: Scope.**
*Scope(sp)* will denote the number of external data declarations for which the data declarations of a software part *sp* are visible.

**Assumption A-SC.**
The larger the number of data declarations in the scope of the software part, the larger the number of contexts of use, the more likely it is to be inadequate to fulfill the needs of the declarations in the scope.

### 2.2.2 Metrics Based on the USES Relationships

These metrics capture the dependencies between software parts based on the USES relationships of the system.

**Metric 4: Imported Software Parts.**
*ISP(sp)* will denote the number of software parts imported and used by a software part *sp*. 
**Assumption A-ISP.**
The larger the number of used external software parts, the larger the context to be understood, the more likely the occurrence of an error.

**Metric 5: Exported Software Parts.**
\( ESP(sp) \) will denote the number of software parts that use a software part \( sp \).

**Assumption A-ESP.**
The larger the number of contexts of use of a software part, the larger the number of services it provides, the more flexible it must be, and, as a consequence, the more likely the occurrence of error.

### 2.2.3 Metrics Based on the IS_COMPONENT_OF Relationships

These metrics capture information about the structure of the IS_COMPONENT_OF graph.

**Metric 6: Maximum/Average Depth.**
\( \text{Max Depth}(sp) \) / \( \text{Avg Depth}(sp) \) will denote the maximum/average depth of the nodes composing a software part \( sp \).

**Assumption A-M/A.**
The larger the depth of a hierarchy, the larger the context information to be known in the lower nodes, the more likely the occurrence of error.

**Metric 7: Number of paths.**
\( \text{No Paths}(sp) \) will denote the number of complete paths (from root to leaf) within a software part \( sp \).

**Assumption A-NOP.**
The larger the number of paths, the larger the number of parent, sibling, and child relationships to be dealt with, the larger the complexity of the hierarchy, the higher the likelihood of error occurrence.
2.2.4 Interaction-Based Metrics

In this section, we focus specifically on the dependencies that can propagate inconsistencies from data declarations to data declarations or subroutines when a new software part is integrated in a system. Those relationships will be called *interactions* and will be used to define metrics capturing cohesion and coupling within and between software parts, respectively. (Interactions linking subroutines to subroutines or data declarations will not be considered because they are, in the vast majority of cases, encapsulated in module or routine bodies and are therefore not detectable in our framework, which only takes into account high-level design.)

*Definition 3: Data declaration-Data declaration (DD) Interaction.*
A data declaration \( A \) DD-interacts with another data declaration \( B \) if a change in \( A \)'s declaration or use may cause the need for a change in \( B \)'s declaration or use.

The DD-interaction relationship is transitive. If \( A \) DD-interacts with \( B \), and \( B \) DD-interacts with \( C \), then a change in \( A \) may cause a change in \( C \), i.e., \( A \) DD-interacts with \( C \). Data declarations can DD-interact with each other regardless of their location in the designed system. Therefore, the DD-interaction relationship can link data declarations belonging to the same software part or to different software parts.

The DD-interaction relationships can be defined in terms of the basic relationships between data declarations allowed by the language, which represent direct DD-interactions (i.e., not obtained by virtue of the transitivity of interaction relationships). Data declaration \( A \) directly DD-interacts with data declaration \( B \) if \( A \) is used in \( B \)'s declaration or in a statement where \( B \) is assigned a value. As a consequence, as bodies are not available at high-level design time, we will only consider interactions detectable from the interfaces.

DD-interactions provide a means to represent the dependency relationships between individual data declarations. Yet, DD-interactions *per se* are not able to capture the relationships between individual data declarations and subroutines, which are useful to understand whether data declarations and subroutines are related to each other and therefore should be encapsulated into the same module (see Section 2.2.4.1 on cohesion).

*Definition 4: Data declaration-Subroutine (DS) Interaction.*
A data declaration DS-interacts with a subroutine if it DD-interacts with at least one of its data declarations.
Whenever a data declaration DD-interacts with at least one of the data declarations contained in a subroutine interface, the DS-interaction relationship between the data declaration and the subroutine can be detected by examining the high-level design. For instance, from the Ada-like code fragment in Figure 1, it is apparent that both type T1 and object OBJECT11 DS-interact with procedure SR11, since they both DD-interact with parameter PAR11, procedure SR11's interface data declaration.

```
package M1 is
  ...
  type T1 is ...;
  OBJECT11, OBJECT12: T1;
  procedure SR11(PAR11: in T1:=OBJECT11);
  ...
package M2 is
  ...
  OBJECT13: T1;
  type T2 is array (1..100) of T1;
  OBJECT21: T2;
  procedure SR21(PAR21: in out T2);
  ...
end M2;

OBJECT22: M2.T2;
...
end M1;
```

Figure 1. Program fragment

For graphical convenience, both sets of interaction relationships will be represented by directed graphs, the DD-interaction graph, and the DS-interaction graph, respectively. In both graphs (see Figure 2, which shows DD- and DS-interaction graphs for the code fragment of Figure 1), data declarations are represented by rounded nodes, subroutines by thick lined boxes, modules by thin lined boxes, and interactions by arcs.

Next, we will define high-level design metrics for cohesion and coupling, based on the above definitions. It is generally acknowledged that system architecture should have low coupling and high cohesion [CY79]. This is assumed to improve the capability of a system to be decomposed in highly independent and easy to understand pieces. However, the reader should bear in mind that high cohesion and low coupling may be conflicting goals, i.e., a trade-off between the two may exist. For instance, a software system can be made of small modules with a high degree of internal cohesion but very closely related to each other and, therefore, with a high level of coupling. Conversely, a software system can be composed of few large modules, representing its subsystems, loosely related to one another, i.e., with low coupling, but with a low degree of internal cohesion as well.
Moreover, high cohesion and low coupling are not the only factors to be taken into account when designing a software system. Other issues (e.g., potential reuse) must be taken into account as well.

2.2.4.1 Cohesion

Cohesion captures the extent to which, in a software part, each group of data declarations and subroutines that are conceptually related belong to the same module. Based on

- an assumption (A-CH), which provides the rationale to define cohesion metrics;
- the concept of cohesive interactions, i.e., those interactions which contribute to cohesion;
- a set of properties (Properties 1-3) that cohesion metrics must have in order to measure cohesion

we now introduce a set of metrics (Metrics 8-11) to measure the degree of cohesion of a software part.

Assumption A-CH:
A high degree of cohesion is desirable because information related to declaration and subroutine dependencies should not be scattered across the system and among irrelevant
information. Data declarations and subroutines which are not related to each other should be encapsulated to the extent possible into different modules. As a result of such a strategy, we expect the software parts to be less error-prone.

Consistently with the definition of Abstract Data Type/Object, data declarations and subroutines should show some kind of interaction between them, if they are conceptually related. Therefore, we are interested in evaluating the tightness of the interactions between the data declarations and data declarations or subroutines declared in a module interface. We will capture this by means of cohesive interactions.

**Definition 5: Cohesive Interaction.**

The set of cohesive interactions in a module \( m \), denoted by \( Cl(m) \), is the union of the sets of DS-interactions and DD-interactions, with the exception of those DD-interactions between a data declaration and a subroutine formal parameter.

We do not consider the DD-interactions linking a data declaration to a subroutine parameter as relevant to cohesion, since they are already accounted for by DS-interactions and we are interested in evaluating the degree of cohesion between data declarations and routines seen as a whole. Furthermore, cohesive interactions occur between data declarations and subroutines belonging to the same module. Interactions across different modules are not considered cohesive, since cohesion is the extent to which data declarations and subroutines that are conceptually related belong to the same module. Interactions across different modules contribute to coupling. Therefore, given a software part \( sp \), the sets of cohesive interactions of its constituent modules (if any) are disjoint.

**Remark.**

It is worth reminding the reader that those relationships that cannot be detected by inspecting the interfaces, i.e., global variables interacting with subroutine bodies, can actually be quite relevant to cohesion evaluation, because they often represent the connections between an object and the subroutines that manipulate it. This issue will be further discussed later in this section.
We base our cohesion metrics for software parts on cohesive interactions. Before defining them, we introduce the following three properties that they must satisfy in order to match our assumptions.

**Property 1: Normalization.**
Given a software part $sp$, the metric $\text{cohesion}(sp)$ belongs to a specified interval $[0, \text{Max}]$, and $\text{cohesion}(sp) = 0$ if and only if $CI(sp)$ is empty, and $\text{cohesion}(sp) = \text{Max}$ if and only if $CI(sp)$ includes all possible cohesive interactions.

Normalization allows meaningful comparisons between the cohesions of different software parts, since they all belong to the same interval, and the extreme values of the cohesion range must represent the extreme cases. We will denote by $M(sp)$ the maximal set of cohesive interactions of the software part $sp$, i.e., the set that includes all of $sp$'s possible cohesive interactions, obtained by linking every data declaration to every other data declaration and subroutine with which it can interact. Some care must be used in defining $M(sp)$ for languages that allow circular type definitions, such as the ones used to define the nodes of a linked list. In this case, the declarations of two types $T1$ and $T2$ are built in such a way that $T1$ interacts with $T2$ and $T2$ interacts with $T1$. We choose to count only one interaction between them. This is explained by the fact that a single interaction between two data declarations justifies their encapsulation in a single module/Abstract Data Type.

**Property 2: Monotonicity.**
Let $sp1$ be a software part and $CI(sp1)$ its set of cohesive interactions. If $sp2$ is a modified version of $sp1$ with the same sets of data and subroutine declarations and one more cohesive interaction so that $CI(sp2)$ includes $CI(sp1)$, then $\text{cohesion}(sp2) \geq \text{cohesion}(sp1)$.

Adding cohesive interactions to a software part cannot decrease its cohesion.

**Property 3: Cohesive Modules.**
Let $sp$ be a software part, and let $m1$ and $m2$ be two of its modules. Let $sp'$ be the software part obtained from $sp$ by merging the declarations belonging to $m1$ and $m2$ into a new module $m$. If no cohesive interactions exist between the declarations belonging to $m1$ and $m2$ when they are grouped in $m$, then $\text{cohesion}(sp) \geq \text{cohesion}(sp')$.

1Properties and metrics can be defined for module sets more general than software parts. However, for simplicity, we will provide them only for software parts.
Splitting two sets of declarations which are not related to each other via cohesive interactions into two separate modules cannot decrease the cohesion of the software part.

Based on the properties defined above, we introduce a cohesion metric for software parts.

**Metric 8: Ratio of Cohesive Interactions (RCI) for a Software Part.**

The Ratio of Cohesive Interactions for \( sp \) is

\[
RCI(sp) = \frac{|CI(sp)|}{|M(sp)|} \quad (\ast)
\]

It is straightforward to prove that \( RCI(sp) \) satisfies the above properties 1-3, and that, based on properties 1-3, it is defined on a ratio scale [F91]. Furthermore, \( RCI(sp) \) can also be computed as a weighted sum of the \( RCI(m) \)'s of the single modules \( m \) belonging to \( sp \). From Formula (\ast), since cohesive interactions only occur within modules, but not across modules

\[
|CI(sp)| = \sum_{m \in sp} |CI(m)|
\]
\[
|M(sp)| = \sum_{n \in sp} |M(n)|
\]

so

\[
RCI(sp) = \sum_{m \in sp} \frac{|CI(m)|}{\sum_{n \in sp} |M(n)|}
\]

By multiplying and dividing each term in the summation by \( |M(m)| \), we obtain

\[
RCI(sp) = \sum_{m \in sp} \frac{|M(m)|}{\sum_{n \in sp} |M(n)|} \cdot \frac{|CI(m)|}{|M(m)|} = \sum_{m \in sp} \frac{|M(m)|}{\sum_{n \in sp} |M(n)|} \cdot RCI(m)
\]

The weights represent the potential contribution of each module \( m \) belonging to the software part \( sp \) to the cohesion of the whole \( sp \).
Figure 3 shows an example of cohesion computation for a single module. T denotes a type declaration, C a variable declaration, and SR1, SR2, and SR3 subroutine declarations.

\[ \text{RCI} = \frac{4}{7} = 0.571 \]

Figure 3. Cohesion example

Based on the above cohesion metric, we can define a threshold for deciding whether a set of data and subroutines should be kept in one single module or divided into two or more modules. For simplicity, we will show here only the case in which we have to decide whether the declarations belonging to a module \( m \) should be split into two modules \( m_1 \) and \( m_2 \). This should be the case if the cohesion of the software part consisting of the two modules \( m_1 \) and \( m_2 \) is greater than the cohesion of module \( m \), i.e.,

\[
\frac{|CI(m_1)| + |CI(m_2)|}{|M(m_1)| + |M(m_2)|} > \frac{|CI(m_1)| + |CI(m_2)| + |CI_{12}|}{|M(m)|}
\]

where \( |CI_{12}| \) is the number of cohesive interactions between the declarations belonging to modules \( m_1 \) and \( m_2 \) when they are in module \( m \). Based on the above inequality, we can define a threshold on \( |CI_{12}| \), as follows

\[
\frac{(|M(m)| - |M(m_1)| - |M(m_2)|) (|CI(m_1)| + |CI(m_2)|)}{|M(m_1)| + |M(m_2)|} > |CI_{12}|
\]

We want to emphasize, however, that, since cohesion is not the only characteristic relevant to software design, its increase should not be used as the only criterion on which to base such a decision.
The Role of Additional Information

Additional information to what is visible in the interfaces may be available at the end of high-level design. For instance, given the interface of a module $m$, the designers have at least a rough idea of which objects declared in $m$ will be manipulated by a subroutine in $m$'s interface. It will be left to the person responsible for the metric program to decide whether or not it is worth collecting this kind of information, thus making the designer describe which objects will be accessed by which subroutines. Formatted comments may be a convenient way of conveying this information through module interfaces and therefore of automating the collection of this type of information.

For instance, from the code fragment in Figure 1, we cannot tell whether $OBJECT12$ DS-interacts (as a global variable) with subroutine $SR11$. In this case, designers can answer in three different ways:

1. $OBJECT12$ DS-interact with $P11$
2. $OBJECT12$ does not DS-interact with $P11$
3. the information they have is not sufficient

It is worth saying that answers of kind (2) provide valuable, though negative, information on the DS-interactions present in a system. For instance, in the code fragment on Figure 1, the designer may indicate the existence of a DD-interaction between object $OBJECT12$ and $PAR11$ and the lack of interaction between $OBJECT13$ and $PAR21$. As a consequence, the computation of cohesion is affected. If we take into account this additional information, other alternative cohesion metrics can be defined.

Given a software part $sp$, and a pair $<A,B>$, where $A$ is a data declaration and $B$ is either a data declaration or a subroutine, we will say that the interaction between them is known if it is detectable from the high-level design or is signaled by the designers (they provide an answer similar to answer (1) above); we will say that the interaction between them is unknown if it is not detectable from the high-level design and is not signaled by the designers (they provide an answer similar to answer (1) above).

The set of known interactions of a software part $sp$ will be denoted by $K(sp)$, and the set of unknown interactions by $U(sp)$. In general, $|M(sp)| \geq |K(sp)| + |U(sp)|$, since some interactions are not detectable from the high-level design and the designers explicitly exclude their existence.
### Metric 9: Neutral Ratio of Cohesive Interactions (NRCI).

Unknown CIs are not taken into account

\[ \text{NRCI}(sp) = \frac{|K(sp)|}{|M(sp)| - |U(sp)|} \]

### Metric 10: Pessimistic Ratio of Cohesive Interactions (PRCI).

Unknown CIs are considered as if they were known not to be actual interactions.

\[ \text{PRCI}(sp) = \frac{|K(sp)|}{|M(sp)|} \]

(This is equivalent to RCI(sp).)

### Metric 11: Optimistic Ratio of Cohesive Interactions (ORCI).

Unknown CIs are considered as if they were known to be actual interactions

\[ \text{ORCI}(sp) = \frac{|K(sp)| + |U(sp)|}{|M(sp)|} \]

The above three metrics satisfy Properties 1-3, where \( CI(sp) \) is replaced by \( K(sp) \cup U(sp) \).

If PRCI(sp), NRCI(sp), and ORCI(sp) are all not undefined, it can be shown that, for all software parts \( sp \),

\[ 0 \leq \text{PRCI}(sp) \leq \text{NRCI}(sp) \leq \text{ORCI}(sp) \leq 1 \]

ORCI(sp) and PRCI(sp) provide the bounds of the admissible range for cohesion, and NRCI(sp) takes a value in between. It can also be shown that the smaller the number of unknown interactions, the smaller the interval \([\text{PRCI}, \text{ORCI}]\), i.e., the more complete the information, the narrower the uncertainty interval. It should be noted that, once the low-
level design is completed, accurate and complete information about cohesive interactions should be available.

Remark.
NRCI(sp) is undefined if and only if all interactions are unknown, i.e., no information is available on cohesive interactions. It is interesting to notice that in this case, and only in this case, PRCI(sp) = 0 and ORCI(sp) = 1, i.e., PRCI(sp) and ORCI(sp) do not provide stricter bounds than the ones provided by the interval for cohesion. The fact that NRCI(sp) is undefined can be interpreted as the possibility that NRCI(sp) can take any value in the interval [0,1].

2.2.4.2 Coupling
In this section, we first give general definitions and assumptions on coupling, then, we present a set of metrics, and discuss the issue of genericity in the context of coupling. To address the particular issue of coupling, we will refer to the import interactions of a module m as all interactions going from a declaration outside m to a declaration inside m. Similarly, we define export interactions as going from a declaration located inside m to a declaration outside m.

Assumption A-IC:
The more dependent a software part on external data declarations, the more external information needs to be known in order to make the software part consistent with the rest of the system. In other words, the larger the amount of external data declarations, the more incomplete the local description of the software part interface, the more spread the information necessary to integrate a software part in a system. Thus, the software part becomes more error-prone.

Definition 6: Import Coupling of a software part (IC).
Import Coupling is the extent to which a software part depends on imported external data declarations.
Assumption A-EC:
Export coupling is related to how a software part is used in the system. The more often the software part is used, the larger the number of services it has to provide, the more flexible it needs to be, e.g., generic module. This may lead to errors.

Definition 7: Export Coupling of a software part (EC).
Export coupling is the extent to which the data declarations of a software part affect the data declarations of the other software parts in the system.

Import and export coupling of a software part will be expressed in terms of the actual DD-interactions involving imported external data declarations and the internal data declarations of the software part. We now provide properties that must be satisfied by both import and export coupling metrics.

Property 4: Non negativity
Given a software part sp, the metric import_coupling(sp) ≥ 0 (resp. export_coupling(sp) ≥ 0). import_coupling(sp) = 0 (resp. export_coupling(sp) = 0) if and only if sp does not have import (resp. export) interactions with other software parts.

Property 5: Monotonicity
Let m1 be a module and II(m1) (resp. EI(m1)) its set of import (resp. export) interactions. If m2 is a modified version of m1 with the same sets of data and subroutine declarations and one more import (resp. export) interaction so that II(m2) (resp. EI(m2)) includes II(m1) (resp. EI(m1)), then import_coupling(m2) ≥ import_coupling(m1) (resp. export_coupling(m2) ≥ export_coupling(m1)).

Adding import (resp. export) interactions to a module cannot decrease its import (resp. export) coupling.

Property 6: Merging of Modules
The sum of the couplings of two modules is no less than the coupling of the module which is composed of the data declarations of the two modules.
This stems from the fact that two modules may contain interactions between each other's declarations, which are no longer import or export interactions for the module resulting from merging the original modules.

It should be noted that, as opposed to cohesion, coupling is not a normalized metric. This comes from assumptions A-CH, A-IC, and A-EC (see Sections 2.2.4.1 and 2.2.4.2), where we state that cohesion is a degree of interdependence within a software part, whereas coupling is a quantity of dependencies between a software part and the rest of the system.

We will now introduce interaction-based coupling metrics. The issue will be first addressed by ignoring generic modules for the sake of simplification. Generic modules and their impact on the defined metrics will be treated later in this section.

**Metric 12: Import Coupling**
Given a software part \( sp \), Import Coupling of \( sp \) (denoted by \( IC(sp) \)) is the number of DD-interactions between data declarations external to \( sp \) and the data declarations within \( sp \).

**Metric 13: Export Coupling**
Given a software part \( sp \), Export Coupling of \( sp \) (denoted by \( EC(sp) \)) is the number of DD-interactions between the data declarations within \( sp \) and the data declarations external to \( sp \).

It is straightforward to prove that \( IC(sp) \) and \( EC(sp) \) satisfy the above properties 4-6, and that, based on properties 4-6, these metrics are defined on a ratio scale [F91].

Each box in Figure 4 represents a module interface. Module interfaces m2 and m3 are located in their parent's interface m1. m2 is assumed to be declared before m3 and therefore visible to m3. Tij and OBJECTij data declarations represent respectively types and objects in module mi. FP3 represents a subroutine formal parameter. The IC and EC values for the modules in Figure 4 are computed as follows.

<table>
<thead>
<tr>
<th>Module</th>
<th>IC Value</th>
<th>EC Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>m1</td>
<td>0</td>
<td>10</td>
</tr>
<tr>
<td>m2</td>
<td>4</td>
<td>1</td>
</tr>
<tr>
<td>m3</td>
<td>5</td>
<td>0</td>
</tr>
<tr>
<td>m4</td>
<td>2</td>
<td>0</td>
</tr>
</tbody>
</table>

In the example of Figure 4, we see that m1 expectedly shows the largest export coupling.
Based on the definitions of $IC(sp)$ and $EC(sp)$, we derive four related metrics, $DIC(sp)$ (Direct Import Coupling), $TIC(sp)$ (Transitive Import Coupling), $DEC(sp)$ (Direct Export Coupling), $TEC(sp)$ (Transitive Export Coupling). $DIC(sp)$ and $DEC(sp)$ only take into account direct interactions, whereas $TIC(sp)$ and $TEC(sp)$ only take into account transitive interactions. By their definitions, $IC(sp) = DIC(sp) + TIC(sp)$, and $EC(sp) = DEC(sp) + TEC(sp)$. This allows us to separately evaluate the impact of direct and transitive interactions on error-proneness, as we show in the experimental validation. In practice, the number of transitive interactions turns out to be much bigger than that of direct interactions, so $IC(sp) = TIC(sp)$ and $EC(sp) = TEC(sp)$.

The Treatment of Generic Modules
There are two possible ways of taking into account generics when calculating coupling. Either each instance can be seen as a different module or a generic can be seen as any other module whose scope/global data declarations is/are the union of the scope/global data declarations of its instances. The second solution does not consider instances as independent modules and appears to be more suitable to our specific perspective, since errors are to be found in generics and, only as a consequence, in instances.

The import coupling of a generic module is the cardinality of the union of the sets of DD-interactions between the data declarations in the software system and those of each of its instances. When calculating export coupling, we take into account the DD-interactions between the data declarations of each of its instances and those of the software system. Consistent with the definition of DD-interaction, generic formal parameters DD-interact.
with their particular generic actual parameters (i.e. type, object) when the generic module is instantiated, since a change in the former may imply a change in the latter.

This is what the example in Figure 5 illustrates. \textit{Gen}_m is the interface of a generic module, with a generic formal parameter \textit{GenFP} and a generic type \textit{GenT}. The export coupling of module \textit{Gen}_m is given by the sum of three parts

- two interactions from \textit{Gen}_m to \textit{ml}, due to the two instantiations, \textit{Gen}_m(1) and \textit{Gen}_m(2), of \textit{Gen}_m in \textit{ml},
- the interaction from the instantiation \textit{Gen}_m(1)
- the two interactions from the instantiation \textit{Gen}_m(2).

\[
\begin{align*}
\text{IC}(\text{m}1) &= 2 & \text{EC}(\text{m}1) &= 4 \\
\text{IC}(\text{m}2) &= 3 & \text{EC}(\text{m}2) &= 0 \\
\text{IC}(\text{m}3) &= 4 & \text{EC}(\text{m}3) &= 0 \\
\text{IC}(\text{Gen}_m) &= 0 & \text{EC}(\text{Gen}_m) &= 5
\end{align*}
\]

Figure 5. Generics when calculating coupling
3 Experimental Validation

The experimental validation has two main goals.

Goal 1
We want to find out which of the metrics defined above have a significant impact on the error-proneness of software parts. This allows us to

a. prove that high-level design information can be used to build significant indicators of software error-proneness
b. determine which of our assumptions about the development process (Section 2) are experimentally supported
c. compare the four strategies for defining high-level design metrics
d. identify the most promising research directions.

Goal 2
We need to investigate dependencies between metrics, in order to determine which ones are complementary, and can be used in combination, and which ones capture similar phenomena.

Section 3.1 presents the experimental design of the analysis, the project data sets used and the tool built to capture the discussed design metrics. Section 3.2 provides and discusses the results of a univariate analysis of the metrics. The significance of the metrics as predictors of error-prone software parts is assessed and the differences between systems are investigated. Section 3.3 investigates the results obtained when building multivariate classification models for detecting error-prone LMHs based on significant design metrics. The model results are assessed and the model functional structure is investigated.

3.1 Experiment Design

Experiment Layout
In order to validate software measurement assumptions experimentally, one can adopt two main strategies: (1) small-scale controlled experiments, (2) real-scale industrial case studies. In this research project, we chose the second alternative since we thought the
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phenomena we are studying would be even more visible and significant on software systems of realistic size and complexity. Also, we thought that (2) should be a more relevant and convincing validation for the software industry practitioners.

However, the problem in such studies is that it becomes difficult to study the phenomena of interest in isolation, without having to deal with other sources of variation. In our case, we thought that, if these metrics were to be interesting, they should explain a significant percentage of the variation individually or in combination, despite other sources of variation. However, we expect some degree of variation across projects.

Environment
The first system studied is an attitude ground support software for satellites (GOADA) developed at the NASA Goddard Space Flight Center. The second one (GOESIM) is a dynamic simulator for a geostationary environmental satellite. These systems are composed of 525 and 676 Ada units, 90 Klocs and 170 Klocs, respectively, and have a fairly small reuse rate (around 5% of source code lines). The third system we studied (TONS) is an onboard navigation system for satellite that has been developed in the same environment and is about 180 Ada units and 50 Klocs large, with an extremely small rate of reuse (2% of source code lines). We selected projects with lower rates of reuse in order to make our analysis of design factors more straightforward by removing what we think is a major source of noise in this context.

Tool
A tool analyzing the interface parts of Ada source code has been developed in order to capture the design characteristics of these systems. This tool is based on LEX&YACC [LY92] and extracts generic high-level design information about the visibility and interactions of the system declarations. This information is consequently used to compute the metrics presented in Section 2.2, and others that might be defined.

Analytical Model
The response variable we use to validate the design metrics is binary, i.e., Did an error not occur in an LMH? In order to analyze the impact of software metrics on the error-proneness of software parts, we used logistic regression, a classification technique [HL89] used in many experimental sciences, based on maximum likelihood estimation, and presented below. In this case, a careful outlier analysis must be performed in order to make sure that
the observed trend is not the result of few observations [DG84]. In particular, we first used univariate logistic regression, to evaluate the impact of each of the metrics in isolation on error-proneness. Then, we performed multivariate logistic regression, to evaluate the relative impact of those metrics that had been assessed sufficiently significant in the univariate analysis (e.g., $\alpha < 0.20$ is a reasonable heuristic). This modeling process is further described in [HL89].

A multivariate logistic regression model is based on the following relationship equation (the univariate logistic regression model is a special case of this, where only one variable appears):

$$\log\left(\frac{p}{1-p}\right) = C_0 + C_1X_1 + C_2X_2 + \ldots + C_nX_n$$

where $p$ is the probability that no errors were found in a software part during the validation phase, and the $X_i$'s are the design metrics included as predictors in the model (called covariates of the logistic regression equation). In the two extreme cases, i.e., when a variable is either non-significant or entirely differentiates error-prone software parts, the curve (between $p$ and any single $X_i$, i.e., assuming that all other $X_j$'s are constant) approximates a horizontal line and a vertical line respectively. In between, the curve takes a flexible S shape. However, since $p$ is unknown, the coefficients $C_i$ will be estimated through a likelihood function optimization. This procedure assumes that all observations are statistically independent. When building the regression equations, each observation was weighted according to the number of errors detected in each software part. The rationale is that each (non) detection of error is considered as an independent event. As a consequence, software parts where no errors were detected were weighted 1.

Goodness-of-fit for such a model is assessed via a statistic called $R^2$ (because similar in concept to the least-square regression coefficient of determination), belonging to the interval $[0,1]$. The higher $R^2$, the more accurate the model. However, as opposed to the $R^2$ of least-square regression, high $R^2$s are rare for logistic regression, for reasons whose explanation is well beyond the scope of this text. The interested reader may refer to [HL89] for a detailed introduction to logistic regression.

Tables 1 and 2 contain the results we obtained through, respectively, univariate and multivariate logistic regression on the three systems. We report those related to the metrics

\footnote{In addition, in order to confirm the obtained results, we used non-parametric tests for rank distributions such as the Mann-Whitney U test [CAP88]. Results appeared to be consistent across techniques and, in order to limit the amount of statistics provided to the reader and preserve the clarity of the text, we only show the results obtained with logistic regression.}
that turned out to be the most significant ones across all three projects. For each metric, we provide the following statistics:

- **C** (appearing in both tables), the estimated regression coefficient. The larger the coefficient, the stronger the impact of the explanatory variable on the probability p.
- **Δψ** (appearing in Table 1 only), which is based on the notion of odd ratio [HL89], and provides an evaluation of the impact of the metric on the dependent variable. More specifically, the odd ratio $\psi(X)$ represents the ratio between the probability of not having an error and the probability of having an error when the value of the metric is X. As an example, if, for a given value X, $\psi(X)$ is 2, then it is twice more likely that the software part does not contain errors than that it does contain errors. The value of Δψ is computed by means of the following formula

$$\Delta \psi = \frac{\psi(X+1)}{\psi(X)}$$

Therefore, Δψ represents the reduction/increase in the odd ratio when the value X increases by 1 unit. This provides a more intuitive insight than regression coefficients into the impact of explanatory variables. (Since the whole range of RCI is [0,1], we used one-tenth as the quantum for RCI increase with respect to which Δψ is computed.)
- **α** (appearing in both tables), the level of significance, which provides an insight into the accuracy of the coefficient estimates. The significance (α) of the logistic regression coefficients tells the reader about the probability for the coefficient to be different from zero by chance. Also, the larger the level of significance, the larger the standard deviation of the estimated coefficients, the less believable the calculated impact of the coefficient. The significance test is based on a likelihood ratio test [HL89] commonly used in the framework of logistic regression.
3.2 Univariate Analysis

Results

As Table 1 shows, all strategies presented in Section 2.2 provide significant metrics, but the strategy based on declaration counts. Therefore, these metrics, although based on simple and appealing concepts, do not appear to be significant predictors.

All the metrics based on exported declarations, i.e., Local\((sp)\), ESP\((sp)\), EC\((sp)\), DEC\((sp)\), and TEC\((sp)\), are not significant. Our explanation is that when an inconsistency exists between an exporting module \(E\) and an importing module \(I\), \(I\) is more likely to be corrected, since \(E\) may export to other modules. Changing \(E\) is likely to require changing those other modules. Alternatively, a large amount of exports sometimes translates into a need for genericity but, for many declarations, just results into additional fields and dimensions. Therefore, the assumption underlying the export interactions metric appears somewhat questionable.

All the metrics based on the IS_COMPONENT_OF relation appear significant in the univariate analysis. However, they show a strong multicolinearity (i.e., the linear correlations are strong between metrics). Since \(Avg\_depth\) is the best predictor in its category and in order to minimize the size of Table 1, only the \(Avg\_depth\) results are shown.

A close analysis of the correlation matrix of the studied metrics shows that these results are not due to strong correlations between factors, e.g., when all factors are size predictors. Therefore, all the metrics in Table 1 seem to capture not only significant but different trends. This shows that most of the strategies are likely to be complementary and useful. This is confirmed by the multivariate results presented in Section 3.3.

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Metrics</th>
<th>GOADA</th>
<th>GOESIM</th>
<th>TONS</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>(C)</td>
<td>(\Delta \psi)</td>
<td>(\alpha)</td>
</tr>
<tr>
<td>Uses</td>
<td>ISP</td>
<td>-0.8</td>
<td>45%</td>
<td>0.000</td>
</tr>
<tr>
<td></td>
<td>Avg_Dehth</td>
<td>-2.27</td>
<td>11%</td>
<td>0.000</td>
</tr>
<tr>
<td>Inter.</td>
<td>RCI</td>
<td>0.63</td>
<td>188%</td>
<td>0.000</td>
</tr>
<tr>
<td>Inter.</td>
<td>TIC</td>
<td>-0.016</td>
<td>98.5%</td>
<td>0.001</td>
</tr>
<tr>
<td>Inter.</td>
<td>DIC</td>
<td>-0.23</td>
<td>79%</td>
<td>0.000</td>
</tr>
</tbody>
</table>

Table 1. Univariate Analysis
Detailed Discussion

*TIC* and *DIC* do not appear to be significant in *TONS* (α = 0.19 and 0.15, respectively), whereas they are very significant in the two other systems. The analysis of the distribution of these factors in all three systems, respectively, shows that their standard deviation (σ) and median (m) are much smaller in *TONS*, i.e., with respect to *TIC*, σ = 10, m = 2.5 for *TONS* versus σ = 32.74, m = 15.5 for *GOADA*, σ = 32.18, m = 59 for *GOESIM*. As a consequence, any trend related to either *DIC* or *TIC* is very likely not to be visible in the *TONS* dataset. When considering that *TONS* is a significantly smaller system than the two other ones, results may be interpreted as follows: the distribution of import interactions is strongly dependent on the size of the system and input interaction metrics are likely to be mediocre predictors for small systems.

Comparing Models

From a more general perspective, variations across models (i.e., univariate regression equations) should be expected due to differences in project characteristics, i.e., size, application domain. However, it is worth noticing that, despite the fact that these projects belong to different application domains (within the context of satellite support systems) and have been developed at different times, most of the models are surprisingly stable across projects. Because of the functional shape of logistic models, coefficients that may appear significantly different actually generate very similar models, e.g., In Table 1, coefficients -2.27 and -3.9 yield Δψ's of 11% and 2%, respectively. As a consequence, to evaluate the stability of the models, the reader should rather look at the Δψ column in Table 1. When doing so, only *RCI* appears to have a noticeable model instability even though the trends are consistent.

3.3 Multivariate Models

In this section, we present the results obtained by performing a stepwise multivariate logistic regression. Table 2 provides the estimated regression coefficients (C) and their significance (α) based on a *Wald test* [HL89], which is obtained by comparing the maximum likelihood estimate of a parameter to its estimated standard deviation. Regression coefficients are not shown when their level of significance is above 0.2 (substituted by a *).
Results
The very low levels of significance in Table 2 suggest that these metrics may be used in combination as indicators of error-prone LMHs. Indeed, when used in a multivariate model, many of these metrics are still significant and produce models that are more accurate than univariate models (Table 2). The best univariate $R^2$s are 0.115, 0.20 and 0.16 for GOADA, GOESIM, and TONS, respectively. In the same order, the multivariate $R^2$s are 0.21, 0.24, and 0.43. We can see that the results improved very significantly for GOADA and TONS.

Interaction-based metrics are more complex but worth collecting, since they are the only metrics defined at the declaration level that appeared significant. In addition, the average LMH depth was consistently selected as a very good indicator. This is likely to be an early measure of "size" of the LMH and is expectedly significant. Also, ISP, a metric similar to the notion of fan-in shows to be significant across projects (except in the multivariate GOESIM model for reasons explained below), while ESP, the equivalent measure for exports (based on the fan-out of LMHs) is not significant. As a consequence, a metric of the form $(\text{fan\_in} \cdot \text{fan\_out})^2$, suggested in numerous occasions in the literature [HK84, IS88, S90, Z91], does not appear to be significant. From a more general perspective, metrics based on imports, regardless of the associated concepts, appear to predict more accurately the error-proneness of software parts.

Comparing Models
Some variability in the estimated regression coefficients can be observed across projects in Table 2 and requires some discussion. In multivariate models, coefficients have

<table>
<thead>
<tr>
<th>Strategy</th>
<th>Metrics</th>
<th>GOADA</th>
<th>GOESIM</th>
<th>TONS</th>
</tr>
</thead>
<tbody>
<tr>
<td>USES</td>
<td>ISP</td>
<td>-0.9</td>
<td>0.04</td>
<td>*</td>
</tr>
<tr>
<td>I_C_O</td>
<td>Avg_Depth</td>
<td>-1.8</td>
<td>0.003</td>
<td>-3.12</td>
</tr>
<tr>
<td>Inter.</td>
<td>RCI</td>
<td>0.4</td>
<td>0.006</td>
<td>0.3</td>
</tr>
<tr>
<td>Inter.</td>
<td>TIC</td>
<td>-0.023</td>
<td>0.000</td>
<td>-0.02</td>
</tr>
<tr>
<td>Inter.</td>
<td>DIC</td>
<td>0.23</td>
<td>0.04</td>
<td>-0.13</td>
</tr>
</tbody>
</table>

Table 2. Coefficients of Multivariate Models
a tendency to adjust, statistically, for other variables [HL89]. Sometimes, variables are weak predictors of the response variable when taken individually, and become more significant when integrated in a multivariate model. In Table 1, DIC showed, for TONS, a mediocre level of significance, whereas it appears to be a significant predictor in Table 2. Moreover, its coefficient is very unstable across projects and the trend is reversed (positive) for GOADA and TONS. When looking more carefully at the associations (not only the narrower concept of linear correlation) between metrics, it can be determined that this is the results of strong association between DIC and ISP in GOADA and TONS. These associations are a typical source of coefficient instability [DG84], e.g., the coefficient of ISP in GOADA varies from -0.9 to -0.39 when DIC is removed from the equation.

TIC remains non-significant because of its strong linear correlation \((R^2 = 0.76)\) with DIC in the TONS dataset. Similarly, ISP does not appear significant in the GOESIM dataset because of a strong correlation with DIC \((R^2 = 0.50)\). RCI in TONS shows a weaker significance \((\alpha = 0.16)\) than in the univariate results and no strong linear correlation can be observed with the other metrics included in the multivariate equation. However, LMHs with large numbers of imported interactions are all located in the low part of the cohesion range. Such an association (likely to be spurious since it is not the case in the other datasets) with DIC is likely to affect the significance of RCI in a multivariate equation.

It is important to note that a different set of systems showing different distributions might show very different trends. This points out a need for large scale investigation across various development environments and application domains.

4 Conclusion

This study has shown that statistical models of extremely good significance can be built based on high-level design information. In particular, we have determined accurate early predictors for error-prone software. Moreover, the results suggested that, at this stage of understanding, several strategies were worth investigating because none of them showed dominant trends, while most of them appeared to be complementary. In order to provide the practitioner with usable, well understood and validated models, software engineering researchers will have to keep refining and validating the existing metrics. There is still substantial room for improvement.

The stability of the impact of these metrics across projects allows us to draw optimistic conclusions about the use of such quality indicators. Using early quality
indicators based on objective empirical evidence appears possible. However, it is very likely that this kind of indicators will behave differently across various domains of application and development environments.

Therefore, the use of such indicators should always be preceded by a careful empirical analysis of local error patterns and a thorough comparison across projects.

Our future work will be three-fold:

• Analyze more systems
• Validate further and refine the metrics we defined in this paper. The variations across environments and the study/comparison of different architectures is likely to give us interesting insights.
• Consistent with our current objectives, we will address the issues related to building metric based empirical models earlier in the life cycle. In particular, the next stage of this research will focus on defining and validating metrics for formal specifications.
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Comparing Detection Methods For Software Requirements Inspections: A Replicated Experiment

Adam A. Porter Lawrence G. Votta, Jr. Victor R. Basili

Abstract

Software requirements specifications (SRS) are usually validated by inspections, in which several reviewers independently analyze all or part of the specification and search for defects. These defects are then collected at a meeting of the reviewers and author(s).

Usually, reviewers use Ad Hoc or Checklist methods to uncover defects. These methods force all reviewers to rely on nonsystematic techniques to search for a wide variety of defects. We hypothesize that a Scenario-based method, in which each reviewer uses different, systematic techniques to search for different, specific classes of defects, will have a significantly higher success rate.

We evaluated this hypothesis using a $3 \times 2^4$ partial factorial, randomized experimental design. Forty eight graduate students in computer science participated in the experiment. They were assembled into sixteen, three-person teams. Each team inspected two SRS using some combination of Ad Hoc, Checklist or Scenario methods.

For each inspection we performed four measurements: (1) individual defect detection rate, (2) team defect detection rate, (3) percentage of defects first identified at the collection meeting (meeting gain rate), and (4) percentage of defects first identified by an individual, but never reported at the collection meeting (meeting loss rate).

The experimental results show that (1) the Scenario method has a higher defect detection rate than either Ad Hoc or Checklist methods, (2) Scenario reviewers are more effective at detecting the defects their scenarios are designed to uncover, and are no less effective at detecting other defects, (3) Checklist reviewers were no more effective than Ad Hoc reviewers, and (4) Collection meetings produce no net improvement in the defect detection rate – meeting gains are offset by meeting losses.

A preliminary version of this article entitled, "An Experiment to Assess Different Defect Detection Methods For Software Requirements Inspections", has been selected to appear in the proceedings of the 16th International Conference on Software Engineering. This article expands on our previous work in several ways:

1. We have replicated the initial experiment – doubling the number of data points.
2. We have expanded the description of the Scenario detection methods and included appendices containing the full text of the Ad Hoc, Checklist, and Scenario defect detection aids that were used during the experiment.
3. Our original analysis examined the effect of different detection methods on team performance. With the increased number of data points, we are now able to extend the analysis to determine how these methods influence individual performance. This allows us to reject several threats to the experiment’s internal validity.
4. We have added a new section analyzing the how inspection meetings affect inspection performance. Our results show that meetings contribute nothing to defect detection effectiveness.

*This work is supported in part by the National Aeronautics and Space Administration under grant NSG-5123. Porter and Basili are with the Department of Computer Science, University of Maryland, College Park, Maryland 20472. Votta is with the Software Production Research Department, AT&T Bell Laboratories Naperville, IL 60566
1 Introduction

One of the most common ways of validating a software requirements specification (SRS) is to submit it to an inspection by a team of reviewers. Many organizations use a three-step inspection procedure for eliminating defects: detection, collection, and repair. [8, 17] A team of reviewers reads the SRS, identifying as many defects as possible. Newly identified defects are collected, usually at a team meeting, and then sent to the document's authors for repair.

We are focusing on the methods used to perform the first step in this process, defect detection. For this article, we define a defect detection method to be a set of defect detection techniques coupled with an assignment of responsibilities to individual reviewers.

Defect detection techniques may range in prescriptiveness from intuitive, nonsystematic procedures, such as Ad Hoc or Checklist techniques, to explicit and highly systematic procedures, such as formal proofs of correctness.

A reviewer's individual responsibility may be general - to identify as many defects as possible - or specific - to focus on a limited set of issues such as ensuring appropriate use of hardware interfaces, identifying untestable requirements, or checking conformity to coding standards.

These individual responsibilities may be coordinated among the members of a review team. When they are not coordinated, all reviewers have identical responsibilities. In contrast, the reviewers in coordinated teams may have separate and distinct responsibilities.

In practice, reviewers often use Ad Hoc or Checklist detection techniques to discharge identical, general responsibilities. Some authors, notably Parnas and Weiss[13], have argued that inspections would be more effective if each reviewer used a different set of systematic detection techniques to discharge different, specific responsibilities.

Until now, however, there have been no reproducible, quantitative studies comparing alternative detection methods for software inspections. We have conducted such an experiment and our results demonstrate that the choice of defect detection method significantly affects inspection performance. Furthermore, our experimental design may be easily replicated by interested researchers.

---

¹We use the word defect instead of the word fault even though this does not adhere to the IEEE Standards on Software Engineering Terminology [9]. We feel the word fault has a code-specific connotation - only one of the many places where inspections are used.

²Depending on the exact form of the inspection, they are sometimes called reviews or walkthroughs. For a more thorough description of the taxonomy see [8] pp. 171ff and [10].
Below we describe the relevant literature, several alternative defect detection methods which motivated our study, our research hypothesis, and our experimental observations, analysis and conclusions.

1.1 Inspection Literature

A summary of the origins and the current practice of inspections may be found in Humphrey [8]. Consequently, we will discuss only work directly related to our current efforts.

Fagan[6] defined the basic software inspection process. While most writers have endorsed his approach[3, 8], Parnas and Weiss are more critical [13]. In part, they argue that effectiveness suffers because individual reviewers are not assigned specific responsibilities and because they lack systematic techniques for meeting those responsibilities.

Some might argue that Checklists are systematic because they help define each reviewer's responsibilities and suggest ways to identify defects. Certainly, Checklists often pose questions that help reviewers discover defects. However, we argue that the generality of these questions and the lack of concrete strategies for answering them makes the approach nonsystematic.

To address these concerns – at least for software designs – Parnas and Weiss introduced the idea of active design reviews. The principal characteristic of an active design review is that each individual reviewer reads for a specific purpose, using specialized questionnaires. This proposal forms the motivation for the detection method proposed in Section 2.2.2.

1.2 Detection Methods

Ad Hoc and Checklist methods are the two most frequently used defect detection methods. With Ad Hoc detection methods, all reviewers use nonsystematic techniques and are assigned the same general responsibilities.

Checklist methods are similar to Ad Hoc, but each reviewer receives a checklist. Checklist items capture important lessons learned from previous inspections within an environment or application. Individual checklist items may enumerate characteristic defects, prioritize different defects, or pose questions that help reviewers discover defects, such as “Are all interfaces clearly defined?” or “If input is received at a faster rate than can be processed, how is this handled?” The purpose of these items is to focus reviewer responsibilities and suggest ways for reviewers to identify defects.
1.3 Hypothesis

We believe that an alternative approach which gives individual reviewers specific, orthogonal detection responsibilities and specialized techniques for meeting them will result in more effective inspections.

To explore this alternative we developed a set of defect-specific techniques called Scenarios – collections of procedures for detecting particular classes of defects. Each reviewer executes a single scenario and multiple reviewers are coordinated to achieve broad coverage of the document.

Our underlying hypothesis is depicted in Figure 1: that nonsystematic techniques with general reviewer responsibility and no reviewer coordination, lead to overlap and gaps, thereby lowering the overall inspection effectiveness; while systematic approaches with specific, coordinated responsibilities reduce gaps, thereby increasing the overall effectiveness of the inspection.

2 The Experiment

To evaluate our systematic inspection hypothesis we designed and conducted a multi-trial experiment. The goals of this experiment were twofold: to characterize the behavior of existing approaches and to assess the potential benefits of Scenario-based methods. We ran the experiment twice; once in the Spring of 1993, and once the following Fall. Both runs used 24 subjects – students taking a graduate course in formal methods who acted
as reviewers. Each complete run consisted of (1) a training phase in which the subjects were taught inspection methods and the experimental procedures, and in which they inspected a sample SRS, and (2) an experimental phase in which the subjects conducted two monitored inspections.

2.1 Experimental Design

The design of the experiment is somewhat unusual. To avoid misinterpreting the data it is important to understand the experiment and the reasons for certain elements of its design.

2.1.1 Variables

The experiment manipulates five independent variables:

1. the detection method used by a reviewer (Ad Hoc, Checklist, or Scenario);
2. the experimental replication (we conducted two separate replications);
3. the inspection round (each reviewer participates in two inspections during the experiment);
4. the specification to be inspected (two are used during the experiment).
5. the order in which the specifications are inspected (either specification can be inspected first).

The detection method is our treatment variable. The other variables allow us to assess several potential threats to the experiment’s internal validity.

For each inspection we measure four dependent variables:

1. the individual defect detection rate,
2. the team defect detection rate
3. the percentage of defects first identified at the collection meeting (meeting gain rate), and
4. the percentage of defects first identified by an individual, but never reported at the collection meeting (meeting loss rate).

See Judd, et al. [11], chapter 4 for an excellent discussion of randomized social experimental designs.

The team and individual defect detection rates are the number of defects detected by a team or individual divided by the total number of defects known to be in the specification. The closer that value is to 1, the more effective the detection method. No defects were intentionally seeded into the specifications. All defects are naturally occurring.
<table>
<thead>
<tr>
<th>Detection Method</th>
<th>Round/Specification</th>
<th>Round 1</th>
<th>Round 2</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>WLMS</td>
<td>CRUISE</td>
<td>WLMS</td>
</tr>
<tr>
<td>ad hoc</td>
<td>1B, 1D, 1G</td>
<td>1A, 1C, 1E</td>
<td>1A</td>
</tr>
<tr>
<td></td>
<td>1H, 2A</td>
<td>1F, 2D</td>
<td></td>
</tr>
<tr>
<td>checklist</td>
<td>2B</td>
<td>2E, 2G</td>
<td>1E, 2D, 2G</td>
</tr>
<tr>
<td>scenarios</td>
<td>2C, 2F</td>
<td>2H</td>
<td>1F, 1C, 2E</td>
</tr>
</tbody>
</table>

Table 1: This table shows the settings of the independent variables. Each team inspects two documents, the WLMS and CRUISE, one per round, using one of the three detection methods. Teams from the first replication are denoted 1A–1H, teams from the second replication are denoted 2A–2H.

2.1.2 Design

The purpose of this experiment is to compare the Ad Hoc, Checklist, and Scenario detection methods for inspecting software requirements specifications.

When comparing multiple treatments, experimenters frequently use fractional factorial designs. These designs systematically explore all combinations of the independent variables, allowing extraneous factors such as team ability, specification quality, and learning to be measured and eliminated from the experimental analysis.

Had we used such a design each team would have participated in three inspection rounds, reviewing each of three specifications and using each of three methods exactly once. The order in which the methods are applied and the specifications are inspected would have been dictated by the experimental design.

Such designs are unacceptable for this study because they require some teams to use the Ad Hoc or Checklist method after they have used the Scenario method. Since the Ad Hoc and Checklist methods are nonsystematic, it is impossible to define, monitor and enforce their use. Therefore, we were concerned that the use of the Scenario method in an early round might imperceptibly distort the use of the other methods in later rounds.

Consequently, we chose a partial factorial design in which not all combinations of the independent variables are present. With this design, each team participates in two inspections, using some combination of the three detection methods, but teams using the Scenario method in the first round must continue to use it in the second round. Table 1 shows the settings of the independent variables.

2.1.3 Threats to Internal Validity

A potential problem in any experiment is that some factor may affect the dependent variable without the researcher's knowledge. This possibility must be minimized. We considered five such threats: (1) selection effects,
(2) maturation effects, (3) replication effects, (4) instrumentation effects, and (5) presentation effects.

Selection effects are due to natural variation in human performance. For example, random assignment of subjects may accidentally create an elite team. Therefore, the difference in this team's natural ability will mask differences in the detection method performance. Two approaches are often taken to limit this effect:

1. Create teams with equal skills. For example, rate each participant's background knowledge and experience as either low, medium, or high and then form teams of three by selecting one individual at random from each experience category. Detection methods are then assigned to fit the needs of the experiment.

2. Compose teams randomly, but require each team to use all three methods. In this way, differences in team skill are spread across all treatments.

Neither approach is entirely appropriate. Although, we used the first approach in our initial replication, the approach is unacceptable for multiple replications, because even if teams within a given replication have equal skills, teams from different replications will not.

As discussed in the previous section, the second approach is also unsuitable because using the Scenarios in the first inspection Round will certainly bias the application of the Ad Hoc or Checklist methods in the second inspection Round.

Our strategy for the second replication and future replications is to randomly assign teams and detection methods. However, teams that used Scenarios in the first round were constrained to use them again in the second round. This compromise efficiently employs the subjects without biasing the performance of any teams.

Maturation effects are due to subjects learning as the experiment proceeds. We have manipulated the detection method used and the order in which the documents are inspected so that the presence of this effect can be discovered and taken into account.

Replication effects are caused by differences in the materials, participants, or execution of multiple replications. We limit this effect by using only first and second year graduate students as subjects - rather than both undergraduate and graduate students. Also, we maintain consistency in our experimental procedures by packaging the experimental procedures as a classroom laboratory exercise. This helps us to ensure that similar steps are followed for all replications.

As will be shown in Section 3, variation in the defect detection rate is not explained by selection, maturation,
or replication effects.

Finally, instrumentation effects may result from differences in the specification documents. Such variation is impossible to avoid, but we controlled for it by having each team inspect both documents.

2.1.4 Threats to External Validity

Threats to external validity limit our ability to generalize the results of our experiment to industrial practice. We identified three such threats:

1. the reviewers in the first run of our experiment may not be representative of software programming professionals;

2. the specification documents may not be representative of real programming problems;

3. the inspection process in our experimental design may not be representative of software development practice.

The first two threats are real. To surmount them we are currently replicating our experiment using software programming professionals to inspect industrial work products. Nevertheless, laboratory experimentation is a necessary first step because it greatly reduces the risk of transferring immature technology.

We avoided the third threat by modeling the experiment's inspection process after the design inspection process described in Eick, et al. [5], which is used by several development organizations at AT&T; therefore, we know that at least one professional software development organization practices inspections in this manner.

2.1.5 Analysis Strategy

Our analysis strategy had two steps. The first step was to find those independent variables that individually explain a significant amount of the variation in the team detection rate. This was done by using an analysis of variance technique as discussed in Box, et al. ([4], pp. 165ff).

The second step was to evaluate the combined effect of the variables shown to be significant in the initial analysis. Again, we followed Box, et al. closely ([4], pp. 210ff).

Once these relationships were discovered and their magnitude estimated, we examined other data, such as correlations between the categories of defects detected and the detection methods used that would confirm or
reject (if possible) a causal relationship between detection methods and inspection performance.

2.2 Experiment Instrumentation

We developed several instruments for this experiment: three small software requirements specifications (SRS), instructions and aids for each detection method, and a data collection form.

2.2.1 Software Requirements Specifications

The SRS we used describe three event-driven process control systems: an elevator control system, a water level monitoring system, and an automobile cruise control system. Each specification has four sections: Overview, Specific Functional Requirements, External Interfaces, and a Glossary. The overview is written in natural language, while the other three sections are specified using the SCR tabular requirements notation [7].

For this experiment, all three documents were adapted to adhere to the IEEE suggested format [10]. All defects present in these SRS appear in the original documents or were generated during the adaptation process; no defects were intentionally seeded into the document. The authors discovered 42 defects in the WLMS SRS; and 26 in the CRUISE SRS. The authors did not inspect the ELEVATOR SRS since it was only used for training exercises.

Elevator Control System (ELEVATOR) [18] describes the functional and performance requirements of a system for monitoring the operation of a bank of elevators (16 pages).

Water Level Monitoring System (WLMS) [16] describes the functional and performance requirements of a system for monitoring the operation of a steam generating system (24 pages).

Automobile Cruise Control System (CRUISE) [12] describes the functional and performance requirements for an automobile cruise control system (31 pages).

2.2.2 Defect Detection Methods

To make a fair assessment of the three detection methods (Ad Hoc, Checklist, and Scenario) each method should search for a well-defined population of defects. To accomplish this, we used a general defect taxonomy to define the responsibilities of Ad Hoc reviewers.
Figure 2: Relationship Between Defect Detection Methods. The figure depicts the relationship between the defect detection methods used in this study. The vertical extent represents the coverage. The horizontal axis labels the method and represents the degree of detail (the greater the horizontal extent the greater the detail). Moving from Ad Hoc to Checklist to Scenario there is more detail and less coverage. The gaps in the Scenario and Checklist columns indicate that the Checklist is a subset of the Ad Hoc and the Scenarios are a subset of the Checklist.

The checklist used in this study is a refinement of the taxonomy. Consequently, Checklist responsibilities are a subset of the Ad Hoc responsibilities.

The Scenarios are derived from the checklist by replacing individual Checklist items with procedures designed to implement them. As a result, Scenario responsibilities are distinct subsets of Checklist and Ad Hoc responsibilities. The relationship between the three methods is depicted in Figure 2.

The taxonomy is a composite of two schemes developed by Schneider, et al. [14] and Basili and Weiss [2]. Defects are divided into two broad types: omission – in which important information is left unstated and commission – in which incorrect, redundant, or ambiguous information is put into the SRS by the author. Omission defects were further subdivided into four categories: Missing Functionality, Missing Performance, Missing Environment, and Missing Interface. Commission defects were also divided into four categories: Ambiguous Information, Inconsistent Information, Incorrect or Extra Functionality, and Wrong Section. (See Appendix A for complete taxonomy.) We provided a copy of the taxonomy to each reviewer.

Ad Hoc reviewers received no further assistance.

Checklist reviewers received a single checklist derived from the defect taxonomy. To generate the checklist we populated the defect taxonomy with detailed questions culled from several industrial checklists. Thus, they are very similar to checklists used in practice. All Checklist reviewers used the same checklist. (See Appendix B for the complete checklist.)
Finally, we developed three groups of Scenarios. Each group of Scenarios was designed for a specific subset of the Checklist items:

1. Data Type Inconsistencies (DF),
2. Incorrect Functionalities (IF),
3. Missing or Ambiguous Functionalities (MF).

After the experiment was finished we applied the Scenarios to estimate how broadly they covered the WLMS and CRUISE defects. We estimated that the Scenarios address about half of the defects that are covered by the Checklist. Appendix C contains the complete list of Scenarios.

2.2.3 Defect Report Forms

We also developed a Defect Report Form. Whenever a potential defect was discovered - during either the defect detection or the collection activities - an entry was made on the form. The entry included four kinds of information: Inspection Activity (Detection, Collection); Defect Location (Page and Line Numbers); Defect Disposition, (Defects can be True Defects or False Positives); and a prose Defect Description.

A small sample of a Defect Report appears in Figure 3.
2.3 Experiment Preparation

The participants were given a series of lectures on software requirements specifications, the SCR tabular requirements notation, inspection procedures, the defect classification scheme, and the filling out of data collection forms. The references for these lectures were Fagan [6], Parnas [13], and the IEEE Guide to Software Requirements Specifications [1].

The participants were then assembled into three-person teams – see Section 2.1.3 for details. Within each team, members were randomly assigned to act as the moderator, the recorder, or the reader during the collection meeting.

2.4 Conducting the Experiment

2.4.1 Training

For the training exercise, each team inspected the ELEVATOR SRS. Individual team members read the specification and recorded all defects they found on a Defect Report Form. Their efforts were restricted to two hours. Later we met with the participants and answered questions about the experimental procedures. Afterwards, each team conducted a supervised collection meeting and filled out a master Defect Report Form for the entire team. The ELEVATOR SRS was not used in the remainder of the experiment.

2.4.2 Experimental Phase

This phase involved two inspection rounds. The instruments used were the WLMS and CRUISE specifications discussed in Section 2.2.1, a checklist, three groups of defect-based scenarios, and the Defect Report Form. The development of the checklist and scenarios is described in Section 2.2.2. The same checklist and scenarios were used for both documents.

During the first Round, four of the eight teams were asked to inspect the CRUISE specification; the remaining four teams inspected the WLMS specification. The detection methods used by each team are shown in Table 1. Defect detection was limited to two hours, and all potential defects were reported on the Defect Report Form.

After defect detection, all materials were collected.5

5For each round, we set aside 14 two-hour time slots during which inspection tasks could be done. Participants performed each task within a single two-hour session and were not allowed to work at other times.
Figure 4: Data Collection for each WLMS inspections. This figure shows the data collected from one team's WLMS inspection. The first three rows identify the review team members, the detection methods they used, the number of defects they found, and shows their individual defect summaries. The fourth row contains the team defect summary. The defect summaries show a 1 (0) where the team or individual found (did not find) a defect. The fifth row contains the defect key which identifies those reviewers who were responsible for the defect (AH for Ad Hoc only; CH for Checklist or Ad Hoc; DT for data type inconsistencies, Checklist, and Ad Hoc; IF for incorrect functionality, Checklist and Ad Hoc; and MA for missing or ambiguous functionality, Checklist and Ad Hoc). Meeting gain and loss rates can be calculated by comparing the individual and team defect summaries. For instance, defect 21 is an example of meeting loss. It was found by reviewer 44 during the defect detection activity, but the team did not report it at the collection meeting. Defect 32 is an example of meeting gain; it is first discovered at the collection meeting.

Once all team members had finished defect detection, the team's moderator arranged for the collection meeting. At the collection meeting, the documents were reread and defects discussed. The team’s recorder maintained the team’s master Defect Report Form. Collection was also limited to 2 hours. The entire Round was completed in one week.

The second Round was similar to the first except that teams who had inspected the WLMS during Round 1 inspected the CRUISE in Round 2 and vice versa.

3 Data and Analysis

3.1 Data

Three sets of data are important to our study: the defect key, the team defect summaries, and the individual defect summaries.

The defect key encodes which reviewers are responsible for each defect. In this study, reviewer responsibilities are defined by the detection techniques a reviewer uses. Ad Hoc reviewers are responsible (asked to search for) for all defects. Checklist reviewers are responsible for a large subset of the Ad Hoc defects6. Since each Scenario is a refinement of several Checklist items, each Scenario reviewer is responsible for a distinct subset of the Checklist

---

6i.e., defects for which an Ad Hoc reviewer is responsible.
defects.

The team defect summary shows whether or not a team discovered a particular defect. This data is gathered from the defect report forms filled out at the collection meetings and is used to assess the effectiveness of each defect detection method.

The individual defect summary shows whether or not a reviewer discovered a particular defect. This data is gathered from the defect report forms each reviewer completed during their defect detection activity. Together with the defect key it is used to assess whether or not each detection technique improves the reviewer’s ability to identify specific classes of defects.

We measure the value of collection meetings by comparing the team and individual defect summaries to determine the meeting gain and loss rates.

One team’s individual and team defect summaries, and the defect key are represented in Figures 4 and Figure 5.

### 3.2 Analysis of Team Performance

Figure 6 summarizes the team performance data. As depicted, the Scenario detection method resulted in the highest defect detection rates, followed by the Ad Hoc detection method, and finally by Checklist the detection method.

Table 2 presents a statistical analysis of the team performance data as outlined in Section 2.1.5. The independent variables are listed from the most to the least significant. The Detection method and Specification are significant, but the Round, Replication, and Order are not.

Next, we analyzed the combined Instrumentation and Treatment effects. Table 3 shows the input to this
Figure 6: Defect Detection Rates by Independent Variable. The dashes in the far left column show each team's defect detection rate for the WLMS and CRUISE. The horizontal line is the average defect detection rate. The plot demonstrates the ability of each variable to explain variation in the defect detection rates. For the Specification variable, the vertical location of WLMS (CRUISE) is determined by averaging the defect detection rates for all teams inspecting WLMS (CRUISE). The vertical bracket, ], to the right of each variable shows one standard error of the difference between two settings of the variable. The plot indicates that both the Method and Specification are significant; but Round, Replication, and Order are not.

<table>
<thead>
<tr>
<th>Independent Variable</th>
<th>$SS_T$</th>
<th>$\nu_T$</th>
<th>$SS_R$</th>
<th>$\nu_R$</th>
<th>$(SS_T/\nu_T)(\nu_R/SS_R)$</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Method - treatment</td>
<td>.200</td>
<td>2</td>
<td>.359</td>
<td>29</td>
<td>8.064</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Specification - instrumentation</td>
<td>.163</td>
<td>1</td>
<td>.396</td>
<td>30</td>
<td>12.238</td>
<td>&lt; .01</td>
</tr>
<tr>
<td>Inspection round - maturation</td>
<td>.007</td>
<td>1</td>
<td>.551</td>
<td>30</td>
<td>.391</td>
<td>.54</td>
</tr>
<tr>
<td>Experimental run - replication</td>
<td>.007</td>
<td>1</td>
<td>.551</td>
<td>30</td>
<td>.391</td>
<td>.54</td>
</tr>
<tr>
<td>Order - presentation</td>
<td>.003</td>
<td>1</td>
<td>.003</td>
<td>30</td>
<td>.141</td>
<td>.71</td>
</tr>
<tr>
<td>Team composition - selection</td>
<td>.289</td>
<td>15</td>
<td>.268</td>
<td>16</td>
<td>1.151</td>
<td>.39</td>
</tr>
</tbody>
</table>

Table 2: Analysis of Variance for Each Independent Variable. The analysis of variance shows that only the choice of detection method and specification significantly explain variation in the defect detection rate. Team composition is also not significant.

analysis. Six of the cells contain the average detection rate for teams using each detection method and specification (3 detection methods applied to 2 specifications). The results of this analysis, shown in Table 4, indicate that the interaction between Specification and Method is not significant. This means that although the average detection rates varied for the two specifications, the effect of the detection methods is not linked to these differences. Therefore, we reject the null hypothesis that the detection methods have no effect on inspection performance.
Table 3: Team Defect Detection Rate Data. The nominal and average defect detection rates for all 16 teams.

<table>
<thead>
<tr>
<th>Specification</th>
<th>Detection Method</th>
<th>Ad Hoc</th>
<th>Checklist</th>
<th>Scenario</th>
</tr>
</thead>
<tbody>
<tr>
<td>WLMS (average)</td>
<td>.5 .38 .29 .5 .48 .45</td>
<td>.29 .52 .5 .33</td>
<td>.74 .57 .55 .4 .62 .55</td>
<td></td>
</tr>
<tr>
<td>Cruise (average)</td>
<td>.46 .27 .27 .38 .23 .35</td>
<td>.19 .31 .28 .23</td>
<td>.5 .42 .42 .54 .35</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Analysis of Variance of Detection Method and Specification. This table displays the results of an analysis of the variance of the average detection rates given in Table 3.

<table>
<thead>
<tr>
<th>Effect</th>
<th>$SS_T$</th>
<th>$\nu_T$</th>
<th>$SS_R$</th>
<th>$\nu_R$</th>
<th>$(SS_T/\nu_T)/(SS_R/\nu_R)$</th>
<th>Significance Level</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Method</td>
<td>.200</td>
<td>2</td>
<td>.212</td>
<td>26</td>
<td>12.235</td>
<td>$&lt; .01$</td>
</tr>
<tr>
<td>Specification</td>
<td>.143</td>
<td>1</td>
<td>.212</td>
<td>26</td>
<td>17.556</td>
<td>$&lt; .01$</td>
</tr>
<tr>
<td>Meth×Spec</td>
<td>.004</td>
<td>2</td>
<td>.212</td>
<td>26</td>
<td>.217</td>
<td>.806</td>
</tr>
</tbody>
</table>

3.3 Effect of Scenarios on Individual Performance

We initially hypothesized that increasing the specialization and coordination of each reviewer's responsibilities would improve team performance. We proposed that the Scenario would be one way to achieve this. We have shown above that the teams using Scenarios were the most effective. However, this did not establish that the improvement was due to increases in specialization and coordination, and not to some other factor.

Consequently, our concern is to determine exactly how the use of Scenarios affected the reviewer's performance. To examine this, we formulated two hypothesis schemas.

- **H1:** Method X reviewers do not find any more X defects than do method Y reviewers.
- **H2:** Method X reviewers find either a greater or smaller number of non X defects than do method Y reviewers.

Alternative explanations for the observed improvement could be (1) the Scenario reviewers responded to some perceived expectation that their performance should improve; or (2) the Scenario approach improves individual performance regardless of Scenario content.

3.3.1 Rejecting the Perceived Expectation Argument

If Scenario reviewers performed better than Checklist and Ad Hoc reviewers on both scenario-targeted and non-scenario-targeted defects, then we must consider the possibility that their improvement was caused by something
### Table 5: Significance Table for H1 hypotheses: WLMS inspections

This table tests the H1 hypothesis - Method X reviewers do not find any more X defects than do method Y reviewers - for all pairs of detection methods. Each row in the table corresponds to a population of reviewers and the population of defects for which they were responsible, i.e., method X reviewers and X defects. The last five columns correspond to a second reviewer population, i.e., method Y reviewers. Each cell in the last five columns contains two values. The first value is the probability that H1 is true, using the one-sided Wilcoxon-Mann-Whitney test. The second value – in parentheses – is the median number of defects found by the method Y reviewers.

<table>
<thead>
<tr>
<th>Reviewers Using Method</th>
<th>Finding Defects of Type</th>
<th>Compared with Reviewers using Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Method</td>
<td>Number Reviewers</td>
<td>Defect Population</td>
</tr>
<tr>
<td>DT</td>
<td>6</td>
<td>DT</td>
</tr>
<tr>
<td>MF</td>
<td>6</td>
<td>MF</td>
</tr>
<tr>
<td>IF</td>
<td>6</td>
<td>IF</td>
</tr>
<tr>
<td>CH</td>
<td>12</td>
<td>CH</td>
</tr>
<tr>
<td>AH</td>
<td>18</td>
<td>AH</td>
</tr>
</tbody>
</table>

### Table 6: Significance Table for H1 hypotheses: CRUISE inspections

This analysis is identical to that performed for WLMS inspections. However, we chose not to perform any statistical analysis for the Missing Functionality and Incorrect Functionality defects because there are too few defects of those types.

<table>
<thead>
<tr>
<th>Reviewers Using Method</th>
<th>Finding Defects of Type</th>
<th>Compared with Reviewers using Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Method</td>
<td>Number Reviewers</td>
<td>Defect Population</td>
</tr>
<tr>
<td>DT</td>
<td>5</td>
<td>DT</td>
</tr>
<tr>
<td>MF</td>
<td>5</td>
<td>MF</td>
</tr>
<tr>
<td>IF</td>
<td>5</td>
<td>IF</td>
</tr>
<tr>
<td>CH</td>
<td>12</td>
<td>CH</td>
</tr>
<tr>
<td>AH</td>
<td>21</td>
<td>AH</td>
</tr>
</tbody>
</table>
Table 7: Significance Table for H2 hypothesis: WLMS inspections. This table tests the H2 hypothesis - Method X reviewers find a greater or smaller number of non X defects than do method Y reviewers - for all pairs of detection methods. Each row in the table corresponds to a population of reviewers and the population of defects for which they were not responsible - i.e., method X reviewers and non X defects (the complement of the set of X defects). The last five columns correspond to a second reviewer population, i.e., method Y reviewers. Each cell in the last five columns contains two values. The first value is the probability that H2 is true, using the two-sided Wilcoxon-Mann-Whitney test. The second value is the median number of defects found by the method Y reviewers.

other than the scenarios themselves.

One possibility was that the Scenario reviewers were merely reacting to the novelty of using a clearly different approach, or to a perceived expectation on our part that their performance should improve. To examine this we analyzed the individual defect summaries to see how Scenario reviewers differed from other reviewers.

The detection rates of Scenario reviewers7 are compared with those of all other reviewers in Tables 5, 6, 7 and 8. Using the one and two-sided Wilcoxon-Mann-Whitney tests [15], we found that in most cases Scenario reviewers were more effective than Checklist or Ad Hoc reviewers at finding the defects the scenario was designed to uncover. At the same time, all reviewers, regardless of which detection method each used, were equally effective at finding those defects not targeted by any of the Scenarios.

Since Scenario reviewers could not have known the defect classifications, it is unlikely that their reporting could have been biased. Therefore these results suggest that the detection rate of Scenario reviewers shows improvement only with regard to those defects for which they are explicitly responsible. Consequently, the argument that the Scenario reviewers' improved performance was primarily due to raised expectations or unknown motivational factors is not supported by the data.

7I.e., reviewers using Scenarios.
3.3.2 Rejecting the General Improvement Argument

Another possibility is that the Scenario approach rather than the content of the Scenarios was responsible for the improvement.

Each Scenario targets a specific set of defects. If the reviewers using a type X Scenario had been no more effective at finding type X defects than had reviewers using non-X Scenarios, then the content of the Scenarios did not significantly influence reviewer performance. If the reviewers using a type X Scenario had been more effective at finding non-X defects than had reviewers using other Scenarios, then some factor beyond content caused the improvement.

To explore these possibilities we compared the Scenario reviewers' individual defect summaries with each other.

Looking again at Tables 5, 6, 7, and 8 we see that each group of Scenario reviewers were the most effective at finding the defects their scenarios were designed to detect, but were generally no more effective than other Scenario reviewers at finding defects their Scenarios were not designed to detect.

Since Scenario reviewers showed improvement only in finding the defects for which they were explicitly responsible, we conclude that the content of the Scenario was primarily responsible for the improved reviewer performance.

<table>
<thead>
<tr>
<th>Reviewers Using Method</th>
<th>Finding Defects of Type</th>
<th>Compared with Reviewers using Method</th>
</tr>
</thead>
<tbody>
<tr>
<td>Detection Method</td>
<td>Number Reviewers</td>
<td>Defect Population</td>
</tr>
<tr>
<td>DT</td>
<td>5</td>
<td>DTc</td>
</tr>
<tr>
<td>MF</td>
<td>5</td>
<td>MFc</td>
</tr>
<tr>
<td>IF</td>
<td>5</td>
<td>IFc</td>
</tr>
<tr>
<td>CH</td>
<td>12</td>
<td>CHc</td>
</tr>
<tr>
<td>AH</td>
<td>21</td>
<td>AHc</td>
</tr>
</tbody>
</table>

Table 8: Significance Table for H2 hypothesis: CRUISE inspections. This analysis is identical to that performed for WLMS inspections. However, we chose not to perform statistical analysis for the non Checklist defects because there are too few defects of that type.
Figure 7: Meeting Gains for WLMS Inspections. Each point represents the meeting gain rate for a single inspection, i.e., the number of defects first identified at a collection meeting divided by the total number of defects in the specification. Each rate is marked with symbol indicating the inspection method used. The vertical line segment through each symbol indicates one standard deviation in the estimate (assuming each defect was a Bernoulli trial). This information helps in assessing the significance of any one rate. The average meeting gain rate is $4.7 \pm 1.3\%$ for the WLMS. ($3.1 \pm 1.1\%$ for the CRUISE.)

3.4 Analysis of Checklists on Individual Performance

The scenarios used in this study were derived from the checklist. Although this checklist targeted a large number of existing defects, our analysis shows that the performance of Checklist teams were no more effective than Ad Hoc teams. One explanation for this is that nonsystematic techniques are difficult for reviewers to implement.

To study this explanation we again tested the H1 hypothesis that Checklist reviewers were no more effective than Ad Hoc reviewers at finding Checklist defects.

From Tables 5 and 6 we see that even though the Checklist targets a large number of defects, it does not actually improve a reviewer's ability to find those defects.

3.5 Analysis of Collection Meetings

In his original paper on software inspections Fagan [6] asserts that

Sometimes flagrant errors are found during ... [defect detection], but in general, the number of errors found is not nearly as high as in the ... [collection meeting] operation.
From a study of over 50 inspections, Votta [17] collected data that strongly contradicts this assertion. In this Section, we measure the benefits of collection meetings by comparing the team and individual defect summaries to determine the meeting gain and meeting loss rates. (See Figure 4 and Figure 5).

A "meeting gain" occurs when a defect is found for the first time at the collection meeting. A "meeting loss" occurs when a defect is first found during an individual's defect detection activity, but it is subsequently not recorded during the collection meeting. Meeting gains may thus be offset by meeting losses and the difference between meeting gains and meeting losses is the net improvement due to collection meetings.

Our results indicate that collection meetings produce no net improvement.

3.5.1 Meeting Gains

The meeting gain rates reported by Votta were a negligible $3.9 \pm 0.7\%$. Our data tells a similar story. (Figure 7 displays the meeting gain rates for WLMS inspections.) The mean gain rate is $4.7 \pm 1.3\%$ for WLMS inspections and $3.1 \pm 1.1\%$ for CRUISE inspections. The rates are not significantly different.

It is interesting to note that these results are consistent with Votta's earlier study even though Votta's reviewers were professional software developers and not students.

3.5.2 Meeting Losses

The average meeting loss rates were $6.8 \pm 1.6\%$ and $7.7 \pm 1.7\%$ for the WLMS and CRUISE respectively. (See Figure 8.)

One cause of meeting loss might be that reviewers are talked out of the belief that something is a defect. Another cause may be that during the meeting reviewers forget or can not reconstruct a defect found earlier.

This effect has not been previously reported in the literature. However, since the interval between the detection and collection activities is usually longer in practice than it was in our experiment (one to two days in our study versus one or two weeks in practice), this effect may be quite significant.

3.5.3 Net Meeting Improvement

The average net meeting improvement is $-0.9 \pm 2.2$ for WLMS inspections and $-1.2 \pm 1.7$ for CRUISE inspections. (Figure 9 displays the net meeting improvement for WLMS inspections.) We found no correlations between the loss, gain, or net improvement rates and any of our experiment's independent variables.
Figure 8: Meeting Loss Rate for WLMS Inspections. Each point represents the meeting loss rate for a single inspection. The meeting loss rate is the number of defects first detected by an individual reviewer divided by the total number of defects in the specification. Each rate is marked with a symbol indicating the inspection method used. The vertical line segment through each symbol indicates one standard deviation in the estimate of the rate (assuming each fault was a Bernoulli trial). This information helps in determining the significance of any one rate. The average team loss rate is 6.8 ± 1.6% for the WLMS. (7.7 ± 1.7% for CRUISE).

4 Summary and Conclusions

Our experimental design for comparing defect detection methods is flexible and economical, and allows the experimenter to assess several potential threats to the experiment's internal validity. In particular, we determined that neither maturation, replication, selection, or presentation effects had any significant influence on inspection performance. However, differences in the SRS did.

From our analysis of the experimental data we drew several conclusions.

1. The defect detection rate when using Scenarios is superior to that obtained with Ad Hoc or Checklist methods – an improvement of roughly 35%.

2. Scenarios help reviewers focus on specific defect classes. Furthermore, in comparison to Ad Hoc or Checklist methods, their ability to detect other classes of defects is not compromised. (It should be noted however, that the scenarios appeared to be better suited to the defect profile of the WLMS than the CRUISE. This indicates that poorly designed scenarios may lead to poor inspection performance.)

3. The Checklist method – the industry standard, was no more effective than the Ad Hoc
Figure 9: Net Meeting Improvement for WLMS. Each symbol indicates the net meeting improvement for a single inspection. The average net meeting improvement rate is $-0.9 \pm 2.2$ for the WLMS. $(-1.2 \pm 1.7$ for the CRUISE). These rates are not significantly different from 0.

detection method.

4. On the average, collection meetings contribute nothing to defect detection effectiveness.

The results of this work have important implications for software practitioners. The indications are that overall inspection performance can be improved when individual reviewers use systematic procedures to address a small set of specific issues. This contrasts with the usual practice, in which reviewers have neither systematic procedures nor clearly defined responsibilities.

Economical experimental designs are necessary to allow replication in other environments with different populations. For software researchers, this work demonstrates the feasibility of constructing and executing inexpensive experiments to validate fundamental research recommendations.

5 Future Work

The experimental data raise many interesting questions for future study.

- In many instances a single reviewer found a defect, but the defect was not subsequently recorded at the collection meeting. Are single reviewers sometimes forgetting to mention defects they observed, or is
the reviewer being talked out of the defect at the team meeting? What are the significant suppression mechanisms affecting collection meetings?

- Very few defects are initially discovered during collection meetings. Therefore, in view of their impact on production interval, are these meetings worth holding?

- More than half of the defects are not addressed by the Scenarios used in this study. What other Scenarios are necessary to achieve a broader defect coverage?

- There are several threats to this experiment's external validity. These threats can only be addressed by replicating and reproducing these studies. Each new run reduces the probability that our results can be explained by human variation or experimental error. Consequently, we are creating a laboratory kit (i.e., a package containing all the experimental materials, data, and analysis) to facilitate replication. The kit should be publicly available by June, 1994.

- Finally, we are using the lab kit to reproduce the experiments with other university researchers in Japan, Germany, Italy, and Australia and with industrial developers at AT&T Bell Laboratories and Motorola Inc. These studies will allow us to evaluate our hypotheses with different populations of programmers and different software artifacts.
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A Ad Hoc Detection

The defect taxonomy is due to the work of Schneider, et al., and Basili and Weiss.

- Omission
  - Missing Functionality: Information describing the desired internal operational behavior of the system has been omitted from the SRS.
  - Missing Performance: Information describing the desired performance specifications has either been omitted or described in a way that is unacceptable for acceptance testing.
  - Missing Interface: Information describing how the proposed system will interface and communicate with objects outside the scope of the system has been omitted from the SRS.
  - Missing Environment: Information describing the required hardware, software, database, or personnel environment in which the system will run has been omitted from the SRS.

- Commission
  - Ambiguous Information: An important term, phrase or sentence essential to the understanding of system behavior has either been left undefined or defined in a way that can cause confusion and misunderstanding.
  - Inconsistent Information: Two sentences contained in the SRS directly contradict each other or express actions that cannot both be correct or cannot both be carried out.
  - Incorrect Fact: Some sentence contained in the SRS asserts a facts that cannot be true under the conditions specified in the SRS.
  - Wrong Section: Essential information is misplaced within the SRS.
B Checklist Method

• General
  - Are the goals of the system defined?
  - Are the requirements clear and unambiguous?
  - Is a functional overview of the system provided?
  - Is an overview of the operational modes provided?
  - Have the software and hardware environments been specified?
  - If assumptions that affect implementation have been made, are they stated?
  - Have the requirements been stated in terms of inputs, outputs, and processing for each function?
  - Are all functions, devices, constraints traced to requirements and vice versa?
  - Are the required attributes, assumptions and constraints of the system completely listed?

• Omission
  - Missing Functionality
    * Are the described functions sufficient to meet the system objectives?
    * Are all inputs to a function sufficient to perform the required function?
    * Are undesired events considered and their required responses specified?
    * Are the initial and special states considered (e.g., system initiation, abnormal termination)?
  - Missing Performance
    * Can the system be tested, demonstrated, analyzed, or inspected to show that it satisfies the requirements?
    * Have the data type, rate, units, accuracy, resolution, limits, range and critical values
    * for all internal data items been specified?
    * Have the accuracy, precision, range, type, rate, units, frequency, and volume of inputs and outputs been specified for each function?
  - Missing Interface
    * Are the inputs and outputs for all interfaces sufficient?
    * Are the interface requirements between hardware, software, personnel, and procedures included?
  - Missing Environment
    * Have the functionality of hardware or software interacting with the system been properly specified?

• Commission
  - Ambiguous Information
    * Are the individual requirements stated so that they are discrete, unambiguous, and testable?
    * Are all mode transitions specified deterministicly?
  - Inconsistent Information
    * Are the requirements mutually consistent?
    * Are the functional requirements consistent with the overview?
    * Are the functional requirements consistent with the actual operating environment?
  - Incorrect or Extra Functionality
    * Are all the described functions necessary to meet the system objectives?
    * Are all inputs to a function necessary to perform the required function?
    * Are the inputs and outputs for all interfaces necessary?
    * Are all the outputs produced by a function used by another function or transferred across an external interface?
  - Wrong Section
    * Are all the requirements, interfaces, constraints, etc. listed in the appropriate sections.
C Scenarios

C.1 Data Type Consistency Scenario

1. Identify all data objects mentioned in the overview (e.g., hardware component, application variable, abbreviated term or function)
   (a) Are all data objects mentioned in the overview listed in the external interface section?

2. For each data object appearing in the external interface section determine the following information:
   - Object name:
   - Class: (e.g., input port, output port, application variable, abbreviated term, function)
   - Data type: (e.g., integer, time, boolean, enumeration)
   - Acceptable values: Are there any constraints, ranges, limits for the values of this object
   - Failure value: Does the object have a special failure value?
   - Units or rates:
   - Initial value:

   (a) Is the object’s specification consistent with its description in the overview?
   (b) If object represents a physical quantity, are its units properly specified?
   (c) If the object’s value is computed, can that computation generate a non-acceptable value?

3. For each functional requirement identify all data object references:
   (a) Do all data object references obey formatting conventions?
   (b) Are all data objects referenced in this requirement listed in the input or output sections?
   (c) Can any data object use be inconsistent with the data object’s type, acceptable values, failure value, etc.?
   (d) Can any data object definition be inconsistent with the data object’s type, acceptable values, failure value, etc.?

C.2 Incorrect Functionality Scenario

1. For each functional requirement identify all input/output data objects:
   (a) Are all values written to each output data object consistent with its intended function?
   (b) Identify at least one function that uses each output data object.

2. For each functional requirement identify all specified system events:
   (a) Is the specification of these events consistent with their intended interpretation?

3. Develop an invariant for each system mode (i.e. Under what conditions must the system exit or remain in a given mode)?
   (a) Can the system’s initial conditions fail to satisfy the initial mode’s invariant?
   (b) Identify a sequence of events that allows the system to enter a mode without satisfying the mode’s invariant.
   (c) Identify a sequence of events that allows the system to enter a mode, but never leave (deadlock).
C.3 Ambiguities Or Missing Functionality Scenario

1. Identify the required precision, response time, etc. for each functional requirement.
   (a) Are all required precisions indicated?

2. For each requirement, identify all monitored events.
   (a) Does a sequence of events exist for which multiple output values can be computed?
   (b) Does a sequence of events exist for which no output value will be computed?

3. For each system mode, identify all monitored events.
   (a) Does a sequence of events exist for which transitions into two or more system modes is allowed?
Software Process Evolution at the SEL

VICTOR BASILI, University of Maryland
SCOTT GREEN, NASA Goddard Space Flight Center

Since 1976, the Software Engineering Laboratory of the National Aeronautics and Space Administration's Goddard Space Flight Center has been engaged in a program of understanding, assessing, and packaging software experience. Topics of study include process, product, resource, and defect models, as well as specific technologies and tools. The approach of the SEL — a consortium of the Software Engineering Branch of NASA Goddard's Flight Dynamics Division, the Computer Science Department of the University of Maryland, and the Software Engineering Operation of Computer Sciences Corp. — has been to gain an in-depth understanding of project and environment characteristics using process models and baselines. A process is evaluated for study, applied experimentally to a project, analyzed with respect to baselines and process model, and evaluated in terms of the experiment's goals. Then on the basis of the experiment's conclusions, results are packaged and the process is tailored for improvement, applied again, and reevaluated.

In this article, we describe our improvement approach, the Quality Improvement Paradigm, as the SEL applied it to reduce code defects by emphasizing reading techniques. The box on p. 63 describes the Quality Improvement Paradigm in detail. In examining and adapting reading techniques, we go through a systematic process of evaluating the candidate
process and refining its implementation through lessons learned from previous experiments and studies.

As a result of this continuous, evolutionary process, we determined that we could successfully apply key elements of the Cleanroom development method in the SEL environment, especially for projects involving fewer than 50,000 lines of code (all references to lines of code refer to developed, not delivered, lines of code). We saw indications of lower error rates, higher productivity, a more complete and consistent set of code comments, and a redistribution of developer effort. Although we have not seen similar reliability and cost gains for larger efforts, we continue to investigate the Cleanroom method’s effect on them.

EVALUATING CANDIDATE PROCESSES

To enhance the possibility of improvement in a particular environment, the SEL introduces and evaluates new technology within that environment. This involves experimentation with the new technology, recording findings in the context of lessons learned, and adjusting the associated processes on the basis of this experience. When the technology is notably risky — substantially different from what is familiar to the environment — or requires more detailed evaluation than would normally be expended, the SEL conducts experimentation offline from the project environment.

Off-line experiments may take the form of either controlled experiments or case studies. Controlled experiments are warranted when the SEL needs a detailed analysis with statistical assurance in the results. One problem with controlled experiments is that the project must be small enough to replicate the experiment several times. The SEL then performs a case study to validate the results on a project of credible size that is representative of the environment. The case study adds validity and credibility through the use of typical development systems and professional staff. In analyzing both controlled experiments and case studies, the Goal/Question/Metric paradigm, described in the box on p. 63, provides an important framework for focusing the analysis.

On the basis of experimental results, the SEL packages a set of lessons learned and makes them available in an experience base for future analysis and application of the technology.

Experiment 1: Reading versus testing. Although the SEL had historically been a test-driven organization, we decided to experiment with introducing reading techniques. We were particularly interested in how reading would compare with testing for fault detection. The goals of the first offline, controlled experiment were to analyze and compare code reading, functional testing, and structural testing, and to evaluate them with respect to fault-detection effectiveness, cost, and classes of faults detected.

We needed an analysis from the viewpoint of quality assurance as well as a comparison of performance with respect to software type and programmer experience. Using the GQM paradigm, we generated specific questions on the basis of these goals.

We had subjects use reading by stepwise abstraction, equivalence-partitioning boundary-value testing, and statement-coverage structural testing.

We conducted the experiment twice at the University of Maryland on graduate students (42 subjects) and once at NASA Goddard (32 subjects). The experiment structure was a fractional factorial design, in which every subject applied each technique on a different program. The programs included a text formatter, a plotter, an abstract data type, and a database, and they ranged from 145 to 365 lines of code. We seeded each program with faults. The reading performed was at the unit level.

Although the results from both experiments support the emphasis on reading techniques, we report only the results of the controlled experiment on the NASA Goddard subjects because it involved professional developers in the target environment.

Figure 1 shows the fault-detection effectiveness and rate for each approach for the NASA Goddard experiment. Reading by stepwise abstraction proved superior to testing.

Figure 1. Results of the reading-versus-testing controlled experiment, in which reading was compared with functional and structural testing. (A) Mean number of faults detected for each technique and (B) number of faults detected per hour of use for each technique.
techniques in both the effectiveness and cost of fault detection, while obviously using fewer computer resources.

Even more interesting was that the subjects did a better job of estimating the code quality using reading than they did using testing. Readers thought they had found only about half the faults (which was nominally correct), while functional testers felt that had found essentially all the faults (which was never correct).

Furthermore, after completing the experiment, more than 90 percent of the participants thought functional testing had been the most effective technique, although the results clearly showed otherwise. This gave us some insight into the psychological effects of reading versus testing. Perhaps one reason testing appeared more satisfying was that the successful execution of multiple test cases generated a greater comfort level with the product quality, actually providing the tester with a false sense of confidence.

Reading was also more effective in uncovering most classes of faults, including interface faults. This told us that perhaps reading might scale up well on larger projects.

**Experiment 2: Validation with Cleanroom.**

On the basis of these results, we decided to emphasize reading techniques in the SEL environment. However, we saw little improvement in overall reliability of the development systems. Part of the reason may have been that SEL project personnel had developed such faith in testing that the quality of their reading was relaxed, with the assumption that testing would ultimately uncover all the faults. We conducted a small off-line experiment at the University of Maryland to test this hypothesis, the results supported our assumption. (We did this on a small scale just to verify our hypothesis before continuing with the Cleanroom experiment.)

**Why the Cleanroom method?** The Cleanroom method emphasizes human discipline in the development process, using a mathematically based design approach and a statistical testing approach based on anticipated operational use. Development and testing teams are independent, and all development-team activities are performed without on-line testing.

Techniques associated with the method are the use of box structures and state machines, reading by stepwise abstraction, formal correctness demonstrations, and peer review. System development is performed through a pipeline of small increments to enhance concentration and permit testing and development to occur in parallel.

Because the Cleanroom method removes developer testing and relies on human discipline, we felt it would overcome the psychological barrier of reliance on testing.

**Applying the QIP.** The first step of the Quality Improvement Paradigm is to characterize the project and its environment. The removal of developer unit testing made the Cleanroom method a high-risk technology. Again, we used off-line experimentation at the University of Maryland as a mitigating approach. The environment was a laboratory course at the university, and the project involved an electronic message system of about 1,500 LOC. The experiment structure was a simple replicated design, in which control and experiment teams are defined. We assigned 10 three-person experiment teams to use the Cleanroom method. We gave five three-person control teams the same development methodology, but allowed them to test their systems. Each team was allowed five independent test submissions of their programs. We collected data on programmer background and attitude, computer-resource activity, and actual testing results.

The second step in the Quality Improvement Paradigm is to set goals. The goal here was to analyze the effects of the Cleanroom approach and evaluate it with respect to process, product, and participants, as compared with the non-Cleanroom approach.

---

**Figure 2.** Sample measures, baselines, and expectations for the case studies investigating the Cleanroom method.
We generated questions corresponding to this goal, focusing on the method's effect on each aspect being studied.

The next step of the Quality Improvement Paradigm involves selecting an appropriate process model. The process model selected for this experiment was the Cleanroom approach as defined by Harlan Mills at IBM's Federal Systems Division, but modified for our environment. For example, the graduate-student assistant for the course served as each group's independent test team. Also, because we used a language unfamiliar to the subjects to prevent bias, there was a risk of errors due solely to ignorance about the language. We therefore allowed teams to cleanly compile their code before submitting it to the tester. Because of the nature of controlled experimentation, we made few modifications during the experiment.

Cleanroom's effect on the software development process resulted in the Cleanroom developers more effectively applying the off-line reading techniques; the non-Cleanroom teams focused their efforts more on functional testing than reading. The Cleanroom teams spent less time online and were more successful in making scheduled deliveries. Further analysis revealed that the Cleanroom products had less dense complexity, a higher percentage of assignment statements, more global data, and more code comments. These products also more completely met the system requirements and had a higher percentage of successful independent test cases.

The Cleanroom developers indicated that they modified their normal software-development activities by doing a more effective job of reading, though they missed the satisfaction of actual program execution. Almost all said they would be willing to use Cleanroom on another development assignment.

Through observation, it was also clear that the Cleanroom developers did not apply the formal methods associated with Cleanroom very rigorously. Furthermore, we did not have enough failure data or experience with Cleanroom testing to apply a reliability model. However, general analysis did indicate that the Cleanroom approach had potential payoff, and that additional investigation was warranted.

You can also view this experiment from the following perspective: We applied two development approaches. The only real difference between them was that the control teams had one extra piece of technology (developer testing), yet they did not perform as well as the experiment teams. One explanation might be that the control group did not use the available non-testing techniques as effectively because they knew they could rely on testing to detect faults. This supports our earlier findings associated with the reading-versus-testing experiment.

EVOLVING SELECTED PROCESS

The positive results gathered from these two experiments gave us the justification we needed to explore the Cleanroom method in case studies, using typical development systems as data points. We conducted two case studies to examine the method, again following the steps of the Quality Improvement Paradigm. A third case study was also recently begun.

First case study. The project we selected, Project 1, involved two subsystems from a typical attitude ground-support system. The system performs ground processing to determine a spacecraft's attitude, receiving and processing spacecraft telemetry data to meet the requirements of a particular mission.

The subsystems we chose are an integral part of attitude determination and are highly algorithmic. Both are interactive programs that together contain approximately 40,000 LOC, representing about 12 percent of the entire attitude ground-support system. The rest of the ground-support system was developed using the standard SEL development methodology.

The project was staffed principally by five people from the Flight Dynamics Division, which houses the SEL. All five were also working on other projects, so only part of their time was allocated to the two subsystems. Their other responsibilities often took time and attention away from the case study, but this partial allocation represents typical staffing in this environment. All other projects with which the Project 1 staff were involved were non-Cleanroom efforts, so staff members would often be required to use multiple development methodologies during the same workday.

The primary goal of the first case study was to increase software quality and reliability without increasing cost. We also wanted to compare the characteristics of the Cleanroom method with those typical of the FDD environment. A well-calibrated baseline was available for comparison that described a variety of process characteristics, including effort distribution, change rates, error rates, and productivity. The baseline represents the history of many earlier SEL studies. Figure 2 shows a sample of the expected variations from the SEL baselines for a set of process characteristics.

Choosing and tailoring processes. The process models available for examination were the standard SEL model, which represents a reuse-oriented waterfall life-cycle model; the
IBM/FSD Cleanroom model, which appeared in the literature and was available through training; and the experimental University of Maryland Cleanroom model, which was used in the earlier controlled experiment.

We examined the lessons learned from applying the IBM and University of Maryland models. The results from the IBM model were notably positive, showing that the basic process, methods, and techniques were effective for that particular environment. However, the process model had been applied by the actual developers of the methodology, in the environment for which it was developed. The University of Maryland model also had specific lessons, including the effects of not allowing developers to test their code, the effectiveness of the process on a small project, and the conclusion that formal methods appeared particularly difficult to apply and required specific skills.

On the basis of these lessons and the characteristics of our environment, we selected a Cleanroom process model with four key elements:

- separation of development and test teams,
- reliance on peer review instead of unit-level testing as the primary developer verification technique,
- use of informal state machines and functions to define the system design, and
- a statistical approach to testing based on operational scenarios.

We also provided training for the subjects, consistent with a University of Maryland course on the Cleanroom process model, methods, and techniques, with emphasis on reading through stepwise abstraction. We also stressed code reading by multiple reviewers because stepwise abstraction was new to many subjects. Michael Dyer and Terry Baker of IBM/FSD provided additional training and motivation by describing IBM's use of Cleanroom.

To mitigate risk and address the developers' concerns, we examined backup options for the experiment. For example, because the subsystems were highly mathematical, we were afraid it would be difficult to find and correct mathematical errors without any developer testing. Because the project was part of an operational system with mission deadlines, we discussed options that ranged from allowing developer unit testing to discontinuing Cleanroom altogether. These discussions helped allay the primary apprehension of NASA Goddard managers in using the new methodology.

When we could not get information about process application, we followed standard SEL process-model activities.

We also noted other management and project-team concerns. Requirements and specifications change frequently during the development cycle in the FDD environment. This instability was of particular concern because the Cleanroom method is built on the precept of developing software right the first time. Another concern was that, given the difficulties encountered in the University of Maryland experiment about applying formal methods, how successfully could a classical Cleanroom approach be applied? Finally, there was concern about the psychological effects of separating development and testing, specifically the inability of the developers to execute their code. We targeted all these concerns for our postproject analysis.

PROJECT RESULTS LED US TO EMPHASIZE PEER REVIEWS AND USE OF INDEPENDENT TESTING.

PROJECT 1 lasted from January 1988 through September 1990. We separated the five team members into a three-person development team and a two-person test team. The development team broke the total effort into six incremental builds of approximately 6,500 LOC each. An experimenter team consisting of NASA Goddard managers, SEL representatives, a technologist advocate familiar with the IBM model, and the project leader monitored the overall process.

We modified the process in real time, as needed. For example, when we merged Cleanroom products into the standard FDD formal review and documentation activities, we had to modify them. We altered the design process to combine the use of state machines and traditional structured design. We also collected data for the monitoring team at various points throughout the project, although we tried to do this with as little disturbance as possible to the project team.

Analyzing and packaging results. The final steps in the QIP involve analyzing and packaging the process results. We found significant differences in effort distribution during development between the Cleanroom project and the baseline. Approximately six percent of the total project effort shifted from coding to design activities in the Cleanroom effort. Also, the baseline development teams traditionally spent approximately 85 percent of their coding effort writing code, 15 percent reading it. The Cleanroom team spent about 50 percent in each activity.

The primary goal of the first case study had been to improve reliability without increasing cost. Analysis showed a reduction in change rate of nearly 50 percent and a reduction in error rate of greater than a third. Although the expectation was for productivity equivalent to the baseline, the Cleanroom effort also improved in that area by approximately 50 percent. We also saw a decrease in rework, as defined by the amount of time spent correcting errors. Additional analysis of code reading revealed that three fourths of all errors uncovered were found by only one reader. This prompted a renewed emphasis on mul-
QUALITY IMPROVEMENT PARADIGM: FOUNDATION FOR IMPROVEMENT

The Quality Improvement Paradigm is an effective framework for conducting experiments and studies like those described in the main text. It is an experimental but evolutionary concept for learning and improvement.1

The QIP has six steps:
1. Characterize the project and its environment.
2. Set quantifiable goals for successful project performance and improvement.
3. Choose the appropriate process models, supporting methods, and tools for the project.
4. Execute the processes, construct the product, collect and validate the prescribed data, and analyze the data to provide real-time feedback for corrective action.
5. Analyze the data to evaluate current practices, determine problems, record findings, and make recommendations for future process improvements.
6. Package the experience in the form of updated and refined models, and save the knowledge gained from this and earlier projects in an experience base for future projects.

The QIP uses two tools: the Goal/Question/Metric paradigm and the Experience Factory Organization.

**GQM paradigm.** The GQM paradigm is a mechanism used in the planning phase of the Quality Improvement Paradigm for defining and evaluating a set of operational goals using measurement.2 It provides a systematic approach for tailoring and integrating goals with models of software processes, products, and quality perspectives of interest, according to the specific needs of the project and organization.

You define goals in an operational, traceable way by refining them into a set of questions that extract appropriate information from the models. The questions, in turn, define the metrics needed to define and interpret the goals.

A goal-generation template helps in developing goals. The template specifies the essential elements: the object of interest (like product or process), the aspect of interest (like cost or ability to detect defects), the purpose of the study (like assessment or prediction), the point of view from which the study is performed (like customer's or manager's), and the context in which the study is performed (like people-oriented or problem-oriented factors).

For example, two goals associated with the application of the Cleanroom method in the SEL were analysis of the Cleanroom process to characterize resource allocation from the project manager's point of view, and analysis of the Cleanroom product to characterize defects from the customer's point of view.

**Experience Factory Organization.** The Experience Factory Organization is an organizational structure that supports the activities specified in the QIP by continuously accumulating evaluated experiences, building a repository of integrated experience models that projects can access and modify to meet their needs.3 The Experience Factory extends project-development activities by providing systematic learning and packaging of reusable experiences. It packages experiences by building informal, schematized, formal, and automated models and measures of software processes, products, and other forms of knowledge and distributes them through consultation, documentation, and automated support.

While project organization follows an evolutionary process model that reuses packaged experiences, the Experience Factory provides the set of processes needed for learning, packaging, and storing the project organization's experience for reuse. The Experience Factory Organization represents the integration of these two functions.

**REFERENCES**
Project 2A involved a different subsystem of another attitude ground-support system. This subsystem focused on the processing of telemetry data, comprising 22,000 LOC. The project was staffed with four developers and two testers. Project 2B involved an entire mission attitude ground-support system, consisting of approximately 160,000 LOC. At its peak, it was staffed with 14 developers and four testers.

**Setting goals and choosing processes.** The second case study had two goals. One was to verify measures from the first study by applying the Cleanroom method to Project 2A, a project of similar size and scope. The second was to verify the applicability of Cleanroom on Project 2B, a substantially larger project but one more representative of the typical environment. We also wanted to further tailor the process model to the environment by using results from the first case study and applying more formal techniques.

Packages from the SEL Experience Factory (described in the box on p. 63) were available to support project development. These included an evolved training program, a more knowledgeable experimenter team to monitor the projects, and several in-process interactive sessions with the project teams. Although we had begun producing a handbook detailing the SEL Cleanroom process model, it was not ready in time to give to the teams at the start of these projects.

The project leader for the initial Cleanroom project participated as a member of the experimenter team, served as the process modeler for the handbook, and acted as a consultant to the current projects.

We modified the process according to the experiences of the Cleanroom team in the first study. Project 1’s team had had difficulty using state machines in system design, so we changed the emphasis to Mills’ box-structure algorithm. We also added a more extensive

---

**Figure 3. Measurement comparisons for two case studies investigating Cleanroom.** The first case study involved one project, Project 1. The second case study involved two projects, Projects 2A and 2B. (A) Percentage of total development effort for various development activities, and (B) productivity in lines of code per day, change rate in changes per thousand lines of code, and reliability in errors per thousand lines of code.
Projects however, dropped below the SEL baseline numbers. Productivity, although they remained project values, was lower than the baseline. Error rates, however, remained below the baseline, and change rates for Project 2A continued increasing. Additionally, the percent of design effort, and a corresponding decrease in coding effort. Additional analysis indicated that although the overall error rates were below the baseline, the percentage of system components found to contain errors during testing was still representative of baseline projects developed in this environment. This suggests that the breadth of error distribution did not change with the Cleanroom method.

In addition to evaluating objective data for these two projects, we gathered subjective input through written and verbal feedback from project participants. In general, input from Project 2A team members, the smaller of the two projects, was very favorable, while Project 2B members, the larger contractor team, had significant reservations about the method's application. Interestingly, though, specific short-comings were remarkably similar for both teams. Four areas were generally cited in the comments. Participants were dissatisfied with the use of design abstractions and box structures, did not fully accept the rationale for having no developer compilation, had problems coordinating information between developers and testers, and cited the need for a reference to the SEL Cleanroom process model.

Again, we packaged these results into various reports and presentations, which formed the basis for additional process tailoring.

**Third case study.** We have recently begun a third case study to examine difficulties in scaling up the Cleanroom method in the typical contractor-support environment and to verify previous trends and analyze additional tailoring of the SEL process model. We expect the study to complete in September.

In keeping with this goal, we again selected a project representative of the FDD contractor-support environment, but one that was estimated at 110,000 LOC, somewhat smaller than Project 2B. The project involves development of another entire mission attitude ground-support system. Several team members have prior experience with the Cleanroom method through previous SEL studies.

Experience Factory packages available to this project include training in the Cleanroom method, an experienced experimenter team, and the SEL Cleanroom Process Model (the completed handbook). In addition to modifying the process model according to the results from the first two case studies, we are...
providing regularly scheduled sessions in which team members and experimenters can interact. These sessions give team members the opportunity to communicate problems they are having in applying the method, ask for clarification, and get feedback on their activities. This activity is aimed at closing a communication gap that the contractor team felt existed in Project 2B.

The concepts associated with the QIP and its use of measurement have given us an evolutionary framework for understanding, assessing, and packaging the SEL's experiences.

Table 1 shows how the evolution of the SEL Cleanroom study progressed as we used measurements from each experiment and case study to define the next experiment or study. The SEL Cleanroom process model has evolved on the basis of results packaged through earlier evaluations. Some aspects of the target methodology continue to evolve: Experimentation with formal methods has transitioned from functional decomposition and state machines to box-structure design and again to box-structure application as a way to abstract requirements. Testing has shifted from a combined statistical/functional approach, to a purely statistical approach based on operational scenarios. Our current case study is examining the effect of allowing developer compilation.

Along the way, we have eliminated some aspects of the candidate process; we have not examined reliability models, for example, since the environment does not currently have sufficient data to seed them. We have also emphasized some aspects. For example, we are conducting studies that focus on the effect of peer reviews and independent test teams for non-Cleanroom projects. We are also studying how to improve reading by developing reading techniques through off-line experimentation.

The SEL baseline used for comparison is undergoing continual evolution. Promising techniques are filtered into the development organization as general process improvements. And corresponding measures of the modified process (effort distribution, reliability, cost) indicate the effect on the baseline.

The SEL Cleanroom process model continues to evolve to a point where it appears applicable to smaller projects (fewer than 50,000 LOC), but additional understanding and tailoring is still required for larger scale efforts. The model will continue to evolve as we gain more data from development projects. Measurement will provide baselines for comparison, identify areas of concern and improvement, and provide insight into the effects of process modifications. In this way, we can set quantitative expectations and evaluate the degree to which goals have been achieved.

By adhering to the Quality Improvement Paradigm, we can refine the process model from study to study, assessing strengths and weaknesses, experiences, and goals. However, our investigation into the Cleanroom method illustrates that the evolutionary infusions of technology is not trivial and that process improvement depends on a structured approach of understanding, assessment, and packaging.
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Abstract
As shown by the work of Bertrand Meyer, it is possible to simulate genericity using inheritance, but not vice-versa. This is because genericity is a parameterization mechanism with no way to deal with the polymorphic typing introduced using inheritance. Nevertheless, if we focus on the use of inheritance as an implementation technique, its key feature is the dynamic binding of self-referential operation calls. This turns out to be basically a parameterization mechanism that can in fact be simulated using generics and static binding. And for some applications this approach may actually be of more than academic interest.

Introduction
In his classic paper on "Genericity versus Inheritance", Bertrand Meyer concludes that inheritance cannot be simulated using genericity because genericity provides no mechanism for achieving the polymorphism of inheritance [Meyer 86]. This is, of course, true, since genericity is a parameterization mechanism, not a typing mechanism. However, as an implementation technique, rather than as a typing mechanism, the polymorphism of inheritance is primarily used to achieve the dynamic binding of self-referential calls to object operations (e.g., messages to self in Smalltalk).

This is not a minor point. Wegner and Zdonik state that "In a world without self-reference, inheritance reduces to invocation and inheritance hierarchies are simply tree-structured resource sharing hierarchies. However, recursive definitions are just as fundamental for objects as for functions and procedures." [Wegner 88]. In effect, inheritance is not inheritance without self-reference. In this paper I will show that this crucial self-reference property of inheritance can, in fact, be simulated using genericity.

Cook and Palsberg define a denotational semantics of self-referential inheritance equivalent to the traditional operational semantics using dynamic binding [Cook 89]. They use a "wrapper" function to parameterize the super- and self-references of a class. These parameters are then "statically bound" using a fixed-point operation. Thus, self-reference becomes basically a parameterization problem, which can be handled quite well by generics.

The following three sections show in detail how this is done. The first section reviews the general issues of self-reference in the traditional inheritance mechanism. The next section shows how generics can be used to parameterize this self-reference. Finally, the third section extends this approach to also parameterize superclass reference.

The examples in this paper are written in Ada 9X, the proposed revision to the Ada language [Ada9X 94a] (likely to be approved in 1994). Ada 9X has powerful features for both genericity and object-oriented inheritance and is therefore an excellent real-world vehicle for the discussion here. I will introduce and describe the Ada 9X mechanisms for inheritance and genericity as necessary in the following. This should be sufficient for a self-contained reading of this paper, but it is by no means a complete overview of Ada 9X, or even its object-oriented features. For fuller discussions of Ada 9X, I refer the reader to the references [Ada9X 94a], [Ada9X 94b] and [Taft 93].
Inheritance

Hauk uses an instructive example to discuss the issues involved in inheritance and self-reference [Hauck 93]. This example is based on a class of objects that service hardware ports. One can output characters and lines to such ports, with the output of lines defined in terms of the output of characters. We define this class in Ada 9X using the following package specification:

```ada
package Port is
  type Object is tagged private;
  procedure Put(O: in out Object; C: in Character);
  procedure Put_Line(O: in out Object; L: in String);
private
  type Object is tagged record .. end record;
end Port;
```

In Ada 9X, encapsulation is achieved by defining abstract data types called private types. The type `Port.Object` is defined as a private type in the visible part of the package specification, with its full definition given in the private part. Public primitive operations on this private type are also declared in the visible part of the package specification. The implementations of these operations are given in the corresponding package body, which we will get to in a moment.

The use of the keyword `tagged` in the definition of `Port.Object` signals the availability of the object-oriented features of type extension and dispatching for this type. For example, suppose we wish to define a subclass of ports that buffer their output. We can define this as an extension of `Port.Object`:

```ada
with Port;
package Buffered_Port is
  type Object (Size: Positive) is new Port.Object with private;
  procedure Flush(O: in out Object);
private
  type Object (Size: Positive) is new Port.Object with record
    Last: Natural := 0;
    Buffer: String(1..Size);
  end record;
end Buffered_Port;
```

The type `Buffered_Port.Object` is a derived type of `Port.Object` extended with the components required to implement a buffer. The discriminant `Size` is used to set the maximum number of characters stored in the buffer. A derived type inherits the primitive operations of its parent type. In this case, `Buffered_PORT.Object` inherits the operations `Put` and `Put_Line` from `Port.Object`. An additional operation, `Flush`, is defined solely on the type `Buffered_PORT.Object`.

Derived types are distinct types from their parent types. Thus, given the declarations:

```ada
P: Port.Object;
B: Buffered_Port.Object;
```

the following assignment is illegal:

```ada
P := B; -- Type mismatch!
```

even though `Buffered_PORT.Object` is derived from `Port.Object`. The following explicit conversion is legal:

```ada
-- An object of type Buffered_PORT.Object can be
-- converted to type Port.Object
P := Port.Object(B)
```

but the converted value is of type `Port.Object`, and the extension components in `B` are lost.

Ada 9X separates polymorphism from the basic tagged type construct through the concept of class-wide types. For example, there is a class-wide type denoted `Port.Object'Class` rooted in the tagged type `Port.Object`. A class-wide type includes all values of all types in the derivation class of its root tagged type. The derivation class of a tagged type includes the type and all descendant types derived from it.

Due to the availability of type extension, the size of a value of a class-wide type cannot generally be determined at compile time. Therefore, polymorphic variables in Ada 9X generally contain pointers to class-wide types. Pointer types in Ada are known as access types. Thus, given the following declarations:

```ada
type Port_Pointer is access Port.Object'Class;
type Buffered_Port_Pointer is access Buffered_Port.Object'Class;
PP: Port_Pointer;
BP: Buffered_Port_Pointer
```
the following assignment is legal:

```
-- Pointer to Port.Object'Class can point to
-- Buffered_Port'Class object
PP := BP;
```

because the derivation class of Buffered_Port.Object is contained in the derivation class of Port.Object.

In addition to allowing polymorphic variables, class-wide types also provide the mechanism for polymorphic dynamic binding of operations. Each value of a tagged type has a tag that identifies the dynamic type of that value. When a primitive operation of a tagged type is passed a value of the corresponding class-wide type (which may actually be a value of any type derived from the root tagged type), the operation dispatches to the implementation identified by the tag of the value. For example, given the above declarations:

```
-- Note that "all" dereferences pointers
Port.Put(PF.all,C); -- Bound to Put implementation
-- in body of Port
PP := BP;
Port.Put(PF.all,C); -- Bound to Put implementation
-- in body of Buffered_Port
```

The second call to Port.Put is dynamically bound to Buffered_Port.Put, because the tag of the object pointed to by PP after the assignment indicates type Buffered_Port.Object.

Now let's turn to the body of package Port. This body contains the implementations of the two operations on type Port.Object:

```
package body Port is
  procedure Put(O: in out Object; C: in Character) is
    end Put;
  procedure Put_Line(O: in out Object; L: in String) is
    begin
      for I in L'Range loop
        Put(Object'Class(O),L(I)); -- Redispatching call
      end loop;
    end Put_Line;
end Port;
```

Note the use of the conversion Object'Class(O) in the call above to the procedure Put. This conversion causes the call to Put to be dynamically bound, depending on the dynamic tag of the argument O. This is known as a redispatching call in Ada 9X, and it has the same effect as the use of self in Smalltalk [Goldberg 83] or this in C++ (for a virtual function) [Stroustrup 91].

The use of redispatching in the implementation of Put_Line makes the implementation of type Port.Object self-referential. This self-reference is very important for the implementation of the operations of the derived type Buffered_Port.Object. The body of package Buffered_Port must, of course, include the implementation of the new operation Flush. In addition, the implementation of procedure Put inherited from Port.Object must be overridden with a new implementation that handles the buffering required for a Buffered_Port.Object:

```
package body Buffered_Port is
  procedure Put(O: in out Object; C: in Character) is
    begin
      O.Last := O.Last + 1;
      O.Buffer(O.Last) := C;
      if O.Last = O.Size then
        Flush(Object'Class(O)); -- Redispatching call
      end if;
      end Put;
  procedure Flush(O: in out Object) is
    begin
      for I in 1..O.Last loop
        Put(Port.Object(O),O.Buffer(I));
        -- Statically-bound call
      end loop;
      O.Last := 0;
      end Flush;
end Buffered_Port;
```

Note the conversion Port.Object(O) in the statically bound call to the parent operation Port.Put in the implementation of Flush.

Since the procedure Put_Line is not overridden in the body of package Buffered_Port, its implementation is inherited without change. This is shown diagrammatically in Figure 1, where the shading indicates that there is no implementation for Put_Line.

![Figure 1](image-url)
physically included in package Buffered_Port. Figure 1 also shows that the actual implementation for Put_Line in package Port makes a call on Port.Put. However, when this implementation is inherited in package Buffered_Port, the redispach- 
ing call to Port.Put, when passed a value of type Buffered_Port.Object, will now be dynamically bound to the overriding implementation of Buf- 
fered_Port.Put. Thus, the characters in a line are all properly buffered, even though the implementation 
of procedure Put_Line has not changed.

Genericity

Consider again the hardware port example from the last section. We wish to implement the same Port.Object private type, with the same visible operations, but without the use of redispach- 
ing. Nevertheless, we wish to retain the ability to redirect the binding of self-referential calls in operations in- 
herited by a descendant of Port.Object. To do this we make this binding explicit using a generic pack- 
age nested within the specification of package Port:

```
package Port is

  type Object is tagged private;
  procedure Put(O: in out Self; C: in Character);
  procedure Put_Line(O: in out Self; L: in String);

  generic
  type Self(<>) is new Object with private;
  package Operations is
    procedure Do_Put(O: in out Self; C: in Character);
    procedure Do_Put_Line(O: in out Self; L: in String);
  end Operations;

  private
  type Object is tagged record -- end record;
  end Port;
```

While the type Port.Object retains its opera- 
tions Put and Put_Line, the actual implementation 
of these operations are moved to the inner generic package Port.Operations. This generic package is parameterized by the type Self, which must be a de- 
scentant of Port.Object (or Port.Object itself). 
As a descendant of Port.Object, any actual type bound to the parameter Self will have Put and 
Put_Line operations. This binding of the parameter Self will be used in the implementation of the opera- 
tions Do_Put and Do_Put_Line to replace any self-
referential redispaching calls.

The generic package Operations is nested ins- 
side Port so that its body has visibility to the full 
definition of the private type Port.Object. This al- 


```
package body Port is

  package body Operations is
    procedure Do_Put
      (O: in out Self; C: in Character) is end Put;
    procedure Do_Put_Line(O:in out Self;L:in String) is begin
      for I in L'Range loop
        Put(O,L(I)); -- Statically-bound call
      end loop;
      end Put_Line;
    end Operations;

  package Self_Operations is
    new Operations(Port.Object);
    procedure Put(O: in out Self; C: in Character) renames Self_Operations.Do_Put;
    procedure Put_Line(O: in out Self; L: in String) renames Self_Operations.Do_Put_Line;
  end Port;
```

In place of the redispaching call in the implemen- 	tion of Put_Line there is now a statically-bound call in procedure Do_Put_Line to the operation Put on type Self. Rather than using redispaching, self-ref- erence is achieved by instantiating the generic package Operations in the body of package Port. This instantiation effectively provides the fixed-point op- eration of Cook and Palsberg.

The package Self_Operations is an instantia- 
tion of the generic package Operations with type 
Port.Object used for the parameter Self. The pro- 
cedures Put and Put_Line are then simply renam- 
ings of the real implementations from Self_Op- erations (which have the correct argument type 
profiles, since Self is Port.Object for Self_Op- erations!). The implementation of Self_Opera- 
tions.Do_Put_Line contains a call to the operation
Put for the generic type parameter self. Since the type parameter self is bound to Port.Object for this instantiation, its Put operation is simply Port.Put, which is a renaming of Self_Operations.Do_Put. Thus Port.Put_Line self-referentially calls Self_Operations.Do_Put, as shown in Figure 2.

Note, however, that Port.Put_Line now makes a statically-bound call to Port.Put. Thus this call will not be automatically redirected to Buffered_Port.Put in the inherited operation Buffered_Port.Put_Line. Instead, we must instantiate the generic package Port_Operations differently for the implementation of the Buffered_Port operations, so as to achieve the correct bindings. To see how this is done, let's turn next to the implementation of Buffered_Port.Object using the our new approach.

As we did with package Port, we include a nested generic package within package Buffered_Port:

```
with Port;
package Buffered_Port is
  type Object (Size: Positive) is new Port.Object with private;
  procedure Flush(O: in out Self);  
end Buffered_Port;
```

Note that inner generic package Buffered_Port_Operations contains implementations for the inherited operations Put and Put_Line as well as the new buffered port operation Flush:

```
package Operations is
  procedure Do_Put(O: in out Self; C: in Character);
  procedure Do_Put_Line(O: in out Self; L: in String);
  procedure Do_Flush(O: in out Self);
  end Operations;

private
  type Object (Size: Positive) is new Port.Object with record
    Last: Natural := 0;
    Buffer: String(1..Size);
  end record;
end Buffered_Port;
```

```
package body Buffered_Port is
  package Super_Operations is
    new Port_Operations(Self);

  procedure Do_Put(O: in out Self; C: in Character) is begin
    O.Last := O.Last + 1;
    O.Buffer(O.Last) := C;
    if O.Last = O.Size then
      Flush(O);  -- Statically-bound call
      end if;
      end Put;

  procedure Do_Put_Line(O: in out Self; L: in String) renames Super_Operations.Do_Put_Line;
```

procedure Do_Flush(O: in out Object) is
begin
  for I in 1..O.Last loop
    Super_Operations.Do_Put(O, O.Buffer(I));
    Super_Operations.Do_Put(Line);  -- Statically-bound call
  end loop;
  O.Last := 0;
  end Flush;
end Operations;

package Self_Operations is
new Buffered_Port.Operations(Buffered_Port.Object);
procedure Put(O: in out Object; C: in Character)
renames Self_Operations.Do_Put;
procedure Put_Line(O: in out Object; L: in String)
renames Self_Operations.Do_Put_Line;
procedure Flush(O: in out Object)
renames Self_Operations.Do_Flush;
end Buffered_Port;

Note the nested instantiation of Port.Operations within Buffered_Port.Operations, passing along the correct binding for Self.

As shown in Figure 2, the instantiation Buffered_Port.Self_Operations appropriately redirects the self-referential calls to Put and Flush to the implementations as required. The nested instantiation of Port.Operations within Buffered_Port.Self_Operations assures that even references to Put in buffered_Port.Super_Operations.Do_Put_Line now call Buffered_Port.Self_Operations.Do_Put.

Mixins

The wrapper functions of Cook and Palsberg parameterize both the super- and self-references of a class [Cook 89]. In the last section we used generics to parameterize the self-references. An extension of this approach can be used to parameterize superclass references as well.

To do this, we first turn the package defining the subclass type into a generic package with the superclass type as a generic parameter. Such a generic package provides an independent increment of functionality that can be added on to any appropriate superclass type. We will call such a package a mixin, since its functionality can be "mixed into" the superclass. The term "mixin" comes originally from the LISP-based Flavors system [Moon 86] and is usually used in conjunction with multiple inheritance. The mixins we will define here are closer in spirit to the generalized concept proposed by Bracha and Cook [Bracha 90]. (See also the Ada 9X Rationale [Ada9X 94b] for a discussion of using generics as mixins in Ada 9X; I have also previously described how mixins can even be created in non-object-oriented Ada 83 [Seidewitz 92].)

For example, consider the buffered port class. We can turn this class into a mixin by replacing its superclass dependency on the port class with a generic parameter:

generic
type Element is private;
type Super<> is abstract tagged private;
package Buffer_Mixin is
  type Object(Size: Positive) is abstract new Super with private;
generic
  type Self<> is new Object with private;
  with procedure Super.Put
    (O: in out Self; N: in Element);
  with procedure Self.Flush(O: in out Self);
  package Operations is
    procedure Do.Put(O: in out Self; N: in Element);
    procedure Do.Flush(O: in out Self);
end Operations;
private
  type Element_Array is
    array (Positive range <>) of Element;
  type Object(Size: Positive) is abstract new Super with record
    Last: Natural := 0;
    Buffer: Element_Array(1..Size);
  end record;
end Buffered_Port;

The type parameter Super provides the required parameterization of the superclass type. The type Buffer_Mixin.Object is then derived from this generic parameter. Since we needed to make this a generic package anyway, the buffer mixin is further generalized above by using the generic type parameter Element (which does not need to be tagged) in place of Character.

Note that the type parameter Super is declared to be abstract. This means that the actual type used for this parameter may be an abstract type (though it may also be non-abstract). It is illegal to create ob-
jects of an abstract type, though there may be objects of non-abstract descendants of the abstract type. Further, an abstract type may have abstract operations that have no implementations (these are equivalent to pure virtual functions in C++ [Stroustrup 91] or deferred routines in Eiffel [Meyer 88]). Non-abstract descendants of an abstract type must override all abstract operations with non-abstract implementations. The type Buffer_Mixin_Object is also declared to be abstract, since it may inherit abstract operations from Super.

The type parameter Super is also not constrained to be a descendant of any known type. Therefore, within the body of the generic package, there are no primitive operations guaranteed to be available for Super (except for some basic operations like equality, but that’s a technicality). Since there are no known operations to be inherited from Super, and no other operations are defined for it, the type Buffer_Mixin_Object also has no known primitive operations. Instead, this type only provides a basis for defining the implementations of the operations given in the generic package Buffer_Mixin.Operations.

As before, the generic package Operations is parameterized by the derived type parameter Self. Now, however, there are no known primitive operations to be inherited from Buffer_Mixin_Object. Instead, the only operations on Self are those that are explicitly given as generic parameters, in this case Super_Put and Self_Plush. As the names indicate, the Super_Put parameter is intended to provide the superclass Put operation, while the Self_Plush parameter provides the self-referential Flush operation. Thus, this generic clause defines the complete inheritance interface for the buffer mixin. (As will become clearer in a moment, the Super_Put operation is defined on the type Self rather than Super to ensure the correct binding of any self-referential calls it may make.)

Calls to the operations given by Super_Put and Self_Plush are now the only external calls that can be made on type Self in the implementations of Do_Put and Do_Plush:

```plaintext
package body Buffer_Mixin is
package body Operations is
procedure Do_Put(0: in out Self; E: in Element) is
begin
  O.Last := O.Last + 1;
  O.Buffer(O.Last) := E;
  if O.Last = O.Size then
    Self_Plush(O); -- Statically-bound call
  end if;
end Put;
procedure Do_Plush(O: in out Self) is
begin
  for I in 1..O.Last loop
    Super_Put(O,O.Buffer(I)); -- Statically-bound call
  end loop;
  O.Last := 0;
end Flush;
end Operations;
end Buffer_Mixin;
```

Note that this buffer mixin does not define a Do_Put_Line operation. This is because a mixin should represent a discrete increment of functionality, and the ability to put a line is not really part of the buffering functionality as defined here.

As defined in the previous sections, the port class does not have any superclass. However, for consistency, we can also turn this class into a mixin:

```plaintext
generic
type Super<> is abstract tagged private;
package Port_Mixin is
  type Object is abstract new Super with private;
generic
    type Self<> is new Object with private;
    with procedure Self_Put
      (O: in out Self; C: in Character);
  package Operations is
    procedure Do_Put(O: in out Self; C: in Character);
    procedure Do_Put_Line(O: in out Self; L: in String);
  end Operations;
private
  type Object is abstract new Super with private;
end Port;
```

```plaintext
package body Port_Mixin is
package body Operations is
  procedure Do_Put(O: in out Self; C: in Character) is
    ... end Put;
  procedure Do_Put_Line(O:in out Self; L:in String) is
    begin
      ... end Operation;
end Operations;
end Port_Mixin;
```
Even though the hardware port functionality does not require any superclass operations, this mixin allows such functionality to be freely mixed in as part of any class implementation.

Note that there is no typing relationship at all between the port and buffer mixins. Mixins provide incremental implementation completely independently of problem-domain typing relationships. As a complement to these mixins, we can define a set of abstract types that capture typing relationships completely independently of implementation details.

For example, we can use two abstract types to define the supertype/subtype relationship between ports and buffered ports:

```plaintext
package Port_Types is
  type Port is abstract tagged null record;
  procedure Put(O: in out Port; C: in Character) is abstract;
  procedure Put_Line(O: in out Port; L: in String) is abstract;
  type Buffered_Port is abstract new Port with null record;
  procedure Flush(O: in Buffered_Port) is abstract;
end Port_Types;
```

For simplicity, this one package defines both abstract types, though they could equally well have been defined in separate packages.

To actually implement the port and buffered port classes, we need to bring together the functionality implemented in the port and buffer mixins with the type hierarchy defined by the port and buffered port abstract types. The following shows how this is done for the buffered port class:

```plaintext
package Buffered_Port is
  type Object is new Port_Types.Buffered_Port with private;
private
package Port_Implementation is
  new Port_Mixin(Port_Types.Buffered_Port);
package Buffered_Port_Implementation is
  new Buffer_Mixin
    (Character, Port_Implementation.Object);
  type Object is new Buffered_Port_Implementation.Object with null record;
end Buffered_Port;
```

The instantiations of the two mixins incrementally builds the implementation of the type Buffered_Port.Object.

As shown in Figure 3, the instantiation Port_Implementation adds port-related components to the type Port_Types.Buffered_Port
(which has no components itself), producing the type `Port_Implementation.Object` (this is also an example of why we need to allow mixin generics to be instantiated with abstract types). The instantiation of `Port_Implementation` then extends the type `Port_Implementation.Object` with buffer-related components, producing the type `Buffered_Port_Implementation.Object`. The full definition of `Buffered_Port.Object` is a null extension of `Buffered_Port_Implementation.Object`.

The partial view of `Buffered_Port.Object` given in the visible part of package `Buffered_Port` declares this type to be a descendant of `Port_Types.Port`. The full definition of `Buffered_Port.Object` given in the private part of the package is indeed a descendant of the abstract type `Port_Types.Port` via the type extensions resulting from the two mixin instantiations and the final null extension. As such, it inherits the three abstract operations `Put`, `Put_Line` and `Flush`. However, `Buffered_Port.Object` is not declared to be abstract and so must provide implementations for these inherited operations.

The implementations of the `Buffered_Port.Object` operations are, of course, given in the body of package `Buffered_Port`, using the operations from the port and buffer mixins:

```plaintext
package body Buff ered_Port is

package Port_Operations is
  new Port_Implementation.Operations
    (Buffered_Port.Object, Put);

package Buffered_Port_Operations is
  new Buffered_Port_Implementation.Operations
    (Buffered_Port.Object,
     Port_Operations.Do_Put, Flush);

procedure Put(O: in out Object; C: in Character)
  renames Buffered_Port_Operations.Do_Put;

procedure Put_Line(O: in out Object; L: in String)
  renames Port_Operations.Do_Put_Line;

procedure Flush(O: in out Object)
  renames Buffered_Port_Operations.Do_Flush;

end Buffered_Port;
```

Since the buffer implementation is now independent of the port implementation, both operations generic packages must be instantiated here. The instantiation of `Port_Implementation.Operations` uses operation `Buffered_Port.Put` for the self-referential `Self_Put` generic parameter. The instantiation of `Buffered_Port_Implementation.Operations` uses operation `Buffered_Port.Flush` for the self-referential `Self_Flush` parameter. However, it uses the operation `Port_Operations.Do_Put`, not `Buffered_Port.Put`, for the superclass operation `super_Put`. (This also shows why superclass operations must be parameters of the inner generic package `Operations` in a mixin.)

The actual `Buffered_Port.Object` operations are once again defined as renamings of subprograms from the instantiated `Operations` packages. Note, however, that `Put_Line` is taken from `Port_Operations`, not `Buffered_Port_Operations`, since the buffer mixin does not implement a `Put_Line` operation. Nevertheless, the generic instantiations ensure that `Buffered_Port.Put_Line` is implemented with a proper self-referential call to `Buffered_Port_Operations.Do_Put` (the reader can trace how this happens using Figure 4).

**Conclusion**

The use of generics for the static-binding of self-referential calls is at least of academic interest in the comparison of inheritance and genericity. However, since the generic approach can be a bit cumbersome, one may ask if it has any practical application. In fact, there are some good reasons to consider this approach:

1. Experience has shown that the common use of self-reference with inheritance can make an object-oriented program difficult to understand and change (see, for example, [Taenzer 89], [Leijter 92], [Wild 92] and [Wild 93]). The generic approach gives the programmer much more precise control about when and where these self-referential bindings are made and thus makes the use and intent of self-reference more apparent to the maintainer.

2. In many safety-critical applications (such as avionics software), any "dynamic" construct (dynamic memory allocation, dynamics binding, etc.) is regarded with suspicion. This is because
such features make it much harder to verify that a program meets stringent safety requirements. The generic approach provides self-reference and deferred operation implementation with fully static binding.

3. For a generic mixin, the generic clause of the inner operations generic package effectively gives a complete "typing" of the inheritance interface. That is, it explicitly lists all operations required from the superclass and all operations called self-referentially. As described by Hauk, such a complete typing allows the type-safe replacement of a superclass implementation during class library maintenance [Hauk 93] (see also [Gibbs 90] on the issues of modifying class hierarchies). For example, in the Buffered_Port implementation given in the last section, the use of the Port_Mixin could be easily replaced with a different implementation of the hardware port functionality, so long as it provided the Put operation needed by Buffer_Mixin. Such a replacement requires no changes to the implementation of the buffering functionality, nor any changes to the clients of Buffered_Port. For that matter, it would be equally easy to replace the Buffer_Mixin with a different implementation of the buffering functionality.

Meyer was indeed correct in concluding that genericity cannot be used to fully simulate inheritance. However, inheritance is a much more expansive mechanism than genericity, and thus the comparison with genericity is not entirely fair. We can decompose the inheritance mechanism as type extension plus polymorphic typing plus self-reference. Genericity is only comparable to the parameterization-oriented effect of self-reference in the inheritance mechanism. As we have seen in this paper, inheritance actually can be simulated by type extension plus polymorphic typing plus genericity, and that the generic approach actually has some potential advantages.
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