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PTTI DISTINGUISHED SERVICE AWARD

Presented by
Captain Richard E. Blumberg
Superintendent
United States Naval Observatory
Washington, DC 20392-5420

to

Dr. Gernot M.R. Winkler
Director of Time
U.S. Naval Observatory

Distinguished visitors, fellow scientists, ladies and gentlemen.

Today, it is my pleasure to preside over the inaugural PTTI Distinguished Service Award
Ceremony and I am pleased to present the award to someone whose life’s work has earned
him an international reputation in the field of precise time.

The criteria for the award are that the award shall recognize an individual for any of the
following contributions to the field of PTTI:

a. provided exceptional leadership and demonstrated ability and ingenuity in the development
or application of PTTI over a number of years;

b. designed or developed a significant PTTI system.

It is my personal pleasure to present this first PTTI Distinguished Services Award to Dr. Gernot
M.R. Winkler, Director of Time, U.S. Naval Observatory.

Dr. Winkler is renowned worldwide for his knowledge of precise time and his accomplishments
in establishing and maintaining, at the U.S. Naval Observatory, the most accurate time standard
in the world.

Early in his career, Dr. Winkler recognized the requirements for and importance of worldwide
time synchronization. He pioneered the development of the “flying clock” in conjunction
with Very Low Frequency (VLF) monitoring projects studying propagation path delays. His
work laid the foundation for the use of VLF for timing and navigation (e.g., using Navy VLF
Communications Stations to supplement the Omega Navigation System). His most important
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achievement has been the development of the most stable and universally accessible atomic
timescale in the world. This timescale has become the primary vehicle for the formulation
of International Atomic Time. The statistical basis of this timescale, the development of the
algorithm for its implementation, and its practical utilization were performed with his guidance
and participation every step of the way.

Throughout his career, Dr. Winkler has cooperated not only with other Federal agencies,
but also with private industry, to improve the accuracy and timeliness of the dissemination
of precise time. One of his most outstanding contributions to both government and the
private sector was his establishing the annual Precise Time and Time Interval Applications
and Planning Meeting. These meetings have increased knowledge and cooperation and have
reduced markedly the duplication of effort among various national and international agencies
and organizations, both public and private. He persuaded the Coast Guard to synchronize its
Loran-C Navigation System and was also successful in bringing about the synchronization of the
OMEGA Navigation System. He has worked with the Global Positioning System (GPS) Program
Office in coordinating the timing of the NAVSTAR GPS. Synchronization of these systems
improved significantly, the long-range navigation precision for strategic and tactical weapon
systems. Dr. Winkler has also worked closely with a number of organizations — the Naval
Astronautics Group in timing the worldwide Navy Navigation Satellite System (TRANSIT);
with the Applied Physics Laboratory, Johns Hopkins University, on LORAN-C timing; with
the National Security Agency on special experiments; with the National Acronautics and Space
Administration in timing its worldwide tracking network, and with the National Institute of
Standards and Technology and Hewlett—Packard in solving timing problems of mutual concern
to ensure the nation has a single time standard.

Through his efforts, Dr. Winkler has brought international recognition to the U.S. Naval
Observatory by providing timely and accurate publication and distribution of time-related data
and information. Each year, ten different Time Service announcements, comprising more than
150,000 pages, are composed, printed and distributed to more than 1200 users worldwide. As
the need for “real time” access to USNO timing data has grown, Dr. Winkler has developed
a system for distributing timing data on acomputer—to—computer basis.

Dr. Winkler is widely recognized as the preeminent world leader in precise time, time interval,
timescales and time distribution. He has established the United States Navy, through the
Naval Observatory, as the largest single contributor (currently at 38%) to the international time
standard, Universal Time Coordinated. He thus ensures that satellite, navigation, command,
control, and communications systems are all operating on precise, accurate time standards;
absolutely vital for data synchronization in the information age. His leadership as Chairman
of the Subcommittee on International Atomic Time (TAI) of the International Consulting
Committee for the definition of the second for atomic time and active coordination with
other national Time Services have ensured that international standards for time and frequency
measurements are strictly adhered to, thus guaranteeing the stability of time for DoD, the
United States, and the world.

Dr. Winkler has played a critical role in a new initiative to improve the accuracy of the Global
Positioning System (GPS). Air Force Space Command specifically requested Dr. Winkler’s
technical expertise and willing assistance in designing, and planning an upgrade to the timing
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systems at the GPS Monitor Stations, The project, a joint venture with the Naval Research
Laboratory and U.S. Air Force, is proceeding, with software development almost complete,
hardware on order and installation scheduled to begin shortly. His thorough knowledge of
this national asset illustrates the global breadth of Dr. Winkler’s interests and willingness to
pursue a vital project. Not only will the project improve GPS timing signals to better than 10
nanoscconds, but we anticipate improved position accuracy as well.

Visionary and tireless, with unsurpassed expertise, Dr. Winkler is a world leader, and national
asset. A renowned scientist he deals routinely, on a global scale, coordinating national and
international efforts in support of the DoD. His diplomatic skills, ability to work cooperatively
with other national time service organizations and to make continuous improvements in precise
time and time interval even in the face of declining resources are a tribute to his skill, leadership,
and scientific excellence. He deserves the highest recognition that the PTTI community can
bestow.
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KEYNOTE ADDRESS
GLOBAL POSITIONING SYSTEM (GPS)
STATUS AND FUTURE PLANS*

Jules G. McNeff
Navigation and Air Control Systems
Office of the Assistant Secretary of Defense (C31)
Pentagon, Washington, DC

Abstract

This presentation will update the status of GPS policy development within the Department of
Defense and between the Departments of Defense and Transportation. Subjects discussed will be
several studies currently underway on aspects of GPS management, financing, operations, security,
contributions to national competitiveness, the broad acceptance of GPS as a global military force
enhancement system, and the implications of that acceptance Jor operational planning. Also
included are highlights of important near—term issues which will contribute to continued successful
implementation of GPS by the DoD.

Before I get into any prepared remarks [ had, T would like to be among the first to publicly
congratulate Dr. Winkler on being the recipient of the award. I think if there’s anybody in
the world you can pick for an introductory award such as this, Dr. Winkler is certainly the
right choice. So congratulations, Doctor.

I would like to start by first of all welcoming all of you to Washington. For those of you who
came from out of town, I hope you understand that what you are seeing here is just a typical
December day, sunny and in the 70s. We do this all the time here.

[ would like to personally thank you for inviting me to kick off your PTTI planning meeting.
It’s a great honor for me to be able to begin the festivities and the round of discussions that
will continue. As Ron said, I work in the Office of the Assistant Secretary of Defense for
Command Control Communications and Intelligence. As such, I am really just kind of a minor
cog in the great machine that’s the Department of Defense (DoD) of the United States. I am
very proud of the fact that the great machine has been the producer of a number of tremendous
systems like LORAN and TRANSIT and GPS. In fact, GPS is what I will talk about a little
later here today.

Really, in comparison to all of the assembled scientists in this august body, I'm just a layman
when it comes to the timing business. As I thought about what kind of things I could say in

"This is an editorial transcript of the Keynute Address given by Mr. McNeff



a keynote address for this conference, | was really perplexed as to what sorts of things I as
a layman could offer to a group such as this. I really think that’s one of the reasons we are
here today in this meeting, is to bring what is really a very esoteric technology, in some cases
a difficult to understand technology, down to layman’s terms.

So to start with, I would like to offer a few of my observations about time that I've picked up
here as I've worked through GPS and dealing with a number of you folks. To you, though,
many of these observations may sound patently obvious and pedestrian. However, to the person
who views time as most people do, kind of akin to air and sunlight which are free and always
available, they may not be so obvious. People tend to expect time to be a resource that’s
always there in abundance and to be used whenever they feel like it. As you all know, that’s
not necessarily the case.

I do have another agenda. It is one that I've pushed several times before to many of you;
and that is we all need to make time and timing familiar to the program management people,
to the system designers who produce systems that depend on time and time interval, so they
can understand how PTTI can both contribute to the systems, but also limit the ability of their
systems to do cverything that they want to do. In addition, the knowledge of PTTI needs to
be accounted for in all stages of system design and operation. In fact, we're finding that out
4s we enter the operational stage of GPS in its day-to-day operations. I'll talk a little more
about that when I get to the GPS part.

First of all, my basic perspective says that time is the ultimate, nonrencwable resource. We
try to save it; we try to make it; and we certainly spend it. In fact, we really can’t save time
because it moves inexorably onward, and once it passes, it’s gone. Anyone who has ever faced
a deadline knows that once that time is up, it’s up; and you don’t get it back again. We
can’t make more of it, much as we’d like to, so we try to shave it into its smallest possible
components, and then do everything faster, on the theory that ultimately this will make more
time available to us.

With regards to time and that kind of technology, my observation is that in the last year, in my
office, I've had a simple word processor replaced with two extremely powerful computers —
one, so | can deal with classified and the other so I can deal with unclassified, both of which
[ used to deal with in my word processor. My telephone with human answering support has
been replaced with voice mail, on the presumption that all of this high-speed, high-powered
technology and electronics will give me more time to be efficient. Frankly, I don’t necessarily
find that to be the case. What I do find is that some of these timesaving devices enable us to
put more volume into less space at a faster rate; but at some point we need to step back and
take a look at the utility of what we’re doing in all this flurry of activity and make sure that
when it comes down to the end user, it really is useful to him/her. Again, I expect that is why
we need conferences like this — not only to show each other how we’re pressing the limits of
technology in a particular area of PTTI, but also so the decision-makers and the laymen in
the business (if you will) can see the human—useful results in ways that we can grasp and then

apply.
So now I get to using time, or “spending it,” more properly said. We need to think about
that as if we’re spending it out of our own pockets. Because, as | said before, it is our most



valuable resource: it’s nonrenewable and it’s a resource for which even the best technology
today cannot create a substitute. That is why I continue to be concerned with time and time’s
contribution to GPS and all its facets — in fact, concerned to the extent that right now my
watch says it’s 9:26; and if any of you are hooked up to GPS time, you know that’s about five
minutes or so fast. The reason is that I don’t want to be late to things and waste my time or
the time of others; but it’s also a measure of the way we think about these kinds of things that
makes me concerned when I look at my watch and I wonder if it’s “just” five minutes fast;
it could maybe be four minutes and 50 seconds fast, or five minutes and 10 seconds fast. So
even trying to measure with a micrometer and cut with an ax, we still tend to think in terms
of micromanaging time. So, enough of that general pedestrian observation.

Let me move now to a discussion of current applications of time and, specifically, time in the
way it applies to GPS, and of a GPS status update in general. [ put this slide (Figure 1) up to
give you all an indication of the way we do GPS today. GPS isn’t just a DoD program; it’s not
just a military program; although it’s called the “Positioning System,” it’s not just a positioning
or navigation system. It is, in fact, a commodity resource. It’s a dual-use system for use by
civil, commercial, scientific enterprises as well as by military users in the U. S. and abroad.

What T would like to run through today in this part of the discussion is a general program
status, and draw some particular references to PTTI in a GPS context. | put this slide (Figure
2) up not to show you how GPS works — because most all of you know how GPS works —
but to highlight the key component of GPS, and that’s time. A lot of people who think about
GPS in the Washington area, at a policy level or just generically, don’t really think of time;
they think of location, position. They don’t understand that, fundamentally, GPS is a timing
system; that timing is absolutely key to GPS, the way it works, what makes it successful, and
ultimately the range of benefits that will be obtained from GPS.

I would just like to quickly run through our current policies so that everyone knows where
we're coming from policy-wise. This really isn’t a policy discussion per se, though. I'll talk
a little bit about our extensive involvement with the civil community; and then some current
updates on a number of studies that are in progress looking at the GPS. How is long-term use
affected by initiatives in a civil community anxious to use GPS? A quick military perspective
on how GPS plays in a tactical environment; and finally, some conclusions.

Policy statements that deal with GPS you've seen many times before. I just put them up here
to remind you of what they are. We have two different services in GPS: a Precise Positioning
Service (PPS) available to U. S. and allied military, which is defined as a positioning accuracy
of 16 meters, 50 percent spherical error probability; and we also have a widely — available,
generally — available Standard Positioning Service (SPS), defined at a positioning error of 100
meters, 95 percent probability, which was established based on civil aviation requirements for
non-precision approach; but today we see many, many civil requirements that are far in excess
of 100 meters, and, in fact, far in excess of the 16 meters that we provide or that the system
expects to provide to military users; and so, drives a number of civil initiatives in the GPS
arca. We do continue to put protection on the GPS signals, both selective availability and
anti-spoofing, which are implemented continuously on all the operational satellites. The PPS,
as I said, is available to U. S. and allied military, and, with memoranda of agreement with
our office, to a variety of other users. We have a number of agreements in place with foreign



militaries, and also with federal civil agencies in the United States. Of course, the Standard
Positioning Service is available to everyone.

Our work with the civil community has been long-term. (Figure 3) We've been involved with
the Department of Transportation (DOT) in production of federal radionavigation plans for
over 10 years. The latest iteration, the 1994 edition of the Federal Radionavigation Plan,
is in the final stages of staffing, prior to signature by the Department’s secretary. We have
agreements in place with the DOT on civil use of GPS, and we’ve got provisions for civil DOT
representatives to take positions at both Air Force Space Command (AFSPACECOM) and at
the Joint Program Office. In fact, the AFSPACECOM slot has just been filled, Mr. Hank
Skalski from the DOT has been designated to take that position out in Colorado Springs.
Hank, would you stand up? Hank will be the senior DOT representative in the DoD GPS
community. He’ll represent civil interests at AFSPACECOM, at the Operations Center, in the
requirements development process which leads to satisfying future civil requirements and future
versions of GPS development. So Hank will be a very important contributor and representative
of the civil community within the GPS business. In fact, he will be holding a meeting tomoITow
on civil GPS requirements.

Also with the DOT, as most of you probably know, we had a rather extensive task force that
reported out last year in a variety arcas on management financing and operation of GPS.
The DOT has put several of those management recommendations into practice already. The
Federal Aviation Administration (FAA) is actively pushing a wide-area technique for integrity
and availability improvement, and also looking at ways to improve GPS accuracy for precision
approach and other applications. [ will talk a little bit more about that in just a minute.

Those are the parts of the civil augmentation initiatives that are growing like mushrooms out
there. Every time you turn around, there’s a new initiative underway to improve on the
performance of GPS or to use GPS in some new way. There is a tremendously broad civil
user community, both in the government and out in the private sector. You only have to read
GPS World Magazine or just turn on your television and see the rental car advertisements. I
just got a copy of an off-road magazine from Japan, and the center section had to do with
after—market GPS navigation equipment that you can put in your off-road vehicle over there.
There were probably 10 or 15 different manufacturers marketing little video screens and GPS
receivers, along with CD ROMs with all the pertinent games and navigation data. There was
even one company that had one called *Karaoke Navigator.” You spend a lot of time in your
cars in Japan, I guess, and so you need something to divert yourself besides finding your way
around. It is a tremendous market and growing all the time.

Even though we in the DoD and DoT sort of thought we had all the answers last year, there
were others that thought that it would be a better idea if other agencies took an independent
look at the answers we came up with and saw whether they were truly the right answers;
or whether there were other things that needed to be looked at in terms of how GPS will
contribute to U. S. competitive advantage and to the quality of life for all of us here for the
next 20 or 30 years or more. So there were a number of other studies that were undertaken,
and some of them are starting to show results.

First of all, (Figure 4) there was a study run by the Institute of Telecommunication Sciences (ITS)



on GPS augmentations, looking at how the Federal Government can best provide augmented
GPS services. This was really an outgrowth of our task force of last year. This particular study
started early in *94 and is now in sort of the final stages of reporting out; the Secretary of the
DOT reviewed the report in November; it’s being briefed right now, and I expect it will be
released shortly by the DOT, It was performed by ITS, which is part of the NIST under the
Department of Commerce; but the contract was awarded by DOT and we participated in that
work. It did look toward the differential services that are being provided to augment GPS by
the Coast Guard, by the FAA, Planned Applications by Highways and other federal agencies.

At the same time, on the military side of things, the Defense Science Board last spring started
to look at GPS, particularly as GPS was going to be used in Precision-Guided Munitions. Some
folks in the PGM world were surprised, I guess, to learn that the GPS has some vulnerabilities in
the jamming area. When you really think about it, a radionavigation system, a radiopositioning
system that depends on electromagnetics is going to be susceptible to Jamming. Once you get
past that basic idea that GPS does have some jamming susceptibility, then you can start looking
at what does it take to make it as robust as we need to have it in a tactical environment.
Frankly, until GPS began to become operational and be considered for some of these tactical
applications, people hadn’t really started thinking about it in a total tactical environment; but
we are now. I will cover more about that in a little bit.

One of the aspects of GPS robustness that the Defense Science Board is looking at is the
contribution of timing for that tactical robustness. How can we use time, which is again the
fundamental driver of GPS, to make the system more robust, to enable us to operate longer
at Y—code, to enable us to re-acquire Y-code or to acquire Y—code faster in competitive
situations and those kinds of things? So timing has a direct tie-in to some of the work that the
Defense Science Board and some of the recommendations coming out of the Defense Science
Board in looking at improvements to GPS.

We also have the National Academy of Public Administration and National Academy of Science
in a Congressionally-directed joint study, looking at the totality of GPS. The National Academy
of Public Administration is looking at management and financing of the system, governance,
international aspects; the National Academy of Science is looking at some of the technical
issues associated with the operation of GPS, and also, by the way, with the features of selective
availability and anti-spoofing. That report is due out in April.

At the same time, also based on some congressional language, the Office of Science and
Technology Policy, a White House office, has initiated a separate study of GPS through Rand
Critical Technologies Institute to look at GPS competitive advantages and vulnerability. These
include military advantages and vulnerabilities, but they also include some of the more macro-
issues of GPS contributions to United States economic competitiveness, technical competitiveness
in the world market, and those kinds of things. Also, by the way, looking at GPS as a specific
contributor to the national information infrastructure (NII) in where (at least in some people’s
minds) the less well-known timing aspects become very critical. When you are talking about
moving millions of bytes of data at very high data rates, your ability to time those transfers
and to synchronize your computers, and all that, becomes key. So here GPS again is shaving
time to nanoseconds and is a very significant contributor of that kind of technology.



What the results of those studies will be 1 can’t forecast at this point. We don’t in the DoD,
even though we’ve paid for most of them (other than the Defense Science Board), we don’t have
the inside story on what the National Academy of Public Administration (NAPA), the National
Academy of Sciences and Rand ultimately will come out with in terms of recommendations.
That, frankly, is part of the business we're in. If we need to learn how to best operate a system
like this for the national good, we need to be able to stand the scrutiny of independent groups
and deal with the recommendations that come out of those groups. So we're looking forward
with great anticipation to the completion of the NAPA, NAS, as well as the Rand studies next
spring.

At the same time the studies are going on, GPS, for all intents and purposes, is in fact
operational. We have a number of other civil initiatives that are going on and have been for
some time. (Figure 5) The Coast Guard, for several years now, has been working on radio
beacon—based differential; and, in fact, putting in place differential stations around the coastline
of the United States; and now working with the Army Corps of Engineers to put differential
stations in the Mississippi and Missouri watersheds. So through the Coast Guard and the Corps
of Engineers, virtually the entire coastal area, plus a good bit of inland U. S., will be covered
with radio beacon-based differential signals in the very near future.

Civil aviation is pursuing several different initiatives. First of all, there is an international
construct called a “global navigation satellite system” (GNSS), which uses signals from GPS and
its augmentations, plus other signals as may be available at some point in the future, to take
care of global international civil aviation. At the same time, they’re looking at augmentations
to that to improve accuracy to precision approach levels and also to improve the integrity and
availability of the GPS signals at the levels where civil aviation can operate safely with them,
even on the most precise stages of flight. They’re also looking at local area differential and
pseudolites to aid in the most critical Cat II and III precision landings, and also for airport
surface control.

At the same time, highway systems are looking at using GPS; transit systems — not the
Transit Satellite System, but Metrobus and other transit systems — are looking at GPS for fleet
management and control. GPS is being used in farming to control applications of fertilizers
and pesticides. And also in construction, in quite a variety of high precision applications. So
again, the market is mushrooming.

[ will now move back to the military perspective. Whenever I talk to the operational guys in
the services, this is a slide (Fiure 6) I intend to use. I have used it out in the Operational
Users Conference in Colorado Springs, and 1 will continue to use it time and time again as
we talk about GPS and the tactical environment, because it’s something that we need to think

thoroughly through as we apply GPS for our military purposes.

We need to consider a whole range of users of GPS out there. Of course, the US. and
Allied Military Forces were the intended recipients of GPS improvements, and so will be using
them for a tremendously wide variety of missions. We will use Precise Positioning Service
equipment with Selective Availability and Anti-Spoofing capabilities in virtually all combat and
combat—-support missions. So GPS will in a tremendously wide use in the military services of

the U.S. and our allies. At the same time, We know that commercial equipment will be present



in whatever theater we’re engaged in; and, frankly, to the extent jt is, it will probably be a
hazard to users and a problem for planners because the same commercial equipment that our
guys will have access to, our adversary will quite likely have access to as well. And so for that
Teason, we're working very hard to equip all of our forces with PPS cquipment and to get away
from the commercial SPS equipment.

is coming into wide use in militaries around the world. There will be militarized commercial
SPS receivers in use in any theater you can pick; there will likely be SPS guided weapons in
use, not today, but in the very near future; and those will be augmented by differential GPS
wherever it’s available. That’s a reality that our own tactical planners will have to account for
as they think about tactics and contingencies down the road.

for a wide variety of peaceful transportation and commerce. It will also be in use with available
DGPS. So there’s a distinction that we'll need to make between adversaries and non-related
neighbors when we deal with GPS in hostile situations. Frankly, as [ said before, that message
hadn’t really been internalized too much among much the planners until just recently, that we
are starting to work within the Joint Staff, and where the operations plans are done, to take
some of these global kinds of issues into consideration in the future.

For conclusion, I put up a couple of what I call “Obvious Statements of the Week.” (Figure 7)
As I said in the beginning, GPS isn’t just any one thing, a positioning or navigation system or
whatever; it’s an information resource. [ borrow that term, that characterization from Charlje
Trimble, who runs Trimble Navigation, and some of the presentations he’s made to the National
Academy of Sciences and other panels. A lot of the manufacturers feel the same way; GPS
1S a resource to be used; it provides a whole variety of information, position, velocities, time,
a number of things that can be used for a whole varicty of purposes other than just knowing
exactly where you are.

At the bottom, PTTI is fundamental to the effectiveness of GPS. If we don’t continue to take
account of time and time interval in GPS and its applications, then we limit the benefits that
we're going to get out of it. In the operational environment, timing is critical to satelljte
operations and control. We've got a number of initiatives underway to look at managing time,
and managing time better, and the contributions of time within the control segment functions.
We’re looking, as I said during the DSB discussion, at the contribution of time to improving
the tactical robustness of user equipment and the responsiveness with which it deals with the
Y—code. Of course in science and National Information Infrastructure (NII) and commerce,
time is equally important along with the other positioning and velocity solutions that you get
from GPS. Also, looking at the strategic environment, this is a truly dual-use resource. It’s
in use globally. We need to recognize that. We need to do the best we can to balance the
competing objectives of science and commerce against security.

With that, I’ll close my introductory remarks. [ hope that the Planning Conference is a great
success. | appreciate all of you devoting your attention to me thijs morning.
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QUESTIONS AND ANSWERS:

JIM WRIGHT (CSR): Is there a published doctrine, or will there soon be a published
doctrine, that suggests that DoD activities used in GPS will have to have Y-code receivers?

JULES McNEFF: Within the DoD there is already published guidance that says that we
expect the services to use Y-code equipment and not commercial equipment. Unfortunately,
that is contained in some otherwise classified documents SO [ don’t that it’s published. It’s in
our security policy document, which is a classified document for other reasons. It’s in some

other correspondence.

It is in an unclassified letter we sent to the services back on the 30th of April, "92. This sort
of fundamentally lays out a whole range of user equipment procurement guidance that applies
to GPS equipment, such as that the services will use PPS equipment for all of combat and
combat-related missions; and only consider SPS for missions that don’t involve combat, such
as training, some developmental work, and things like that where the platforms won’t stand a
chance of being involved in combat and a bunch of other things.

So it has been published. That memo’s been pretty widely distributed throughout the DoD.
But not publicly per se.

JIM WRIGHT: How can on¢ get a copy of that memo?
JULES McNEFF: Give me 4 call.

JOHN VIG (ARL): A great deal of money has been spent on developing GPS and the PTTI
aspects of GPS. But most of that money was spent on the satellite clocks. Do any of those
studies that you mentioned address the role of PTTI in the user segment? And are there any
plans for using better clocks in the user equipment to acquire the Y—_code, for example, and
things like that?

JULES McNEFF: The study that would look at that is, I would say, is the Defense Science
Board Study where they are looking at ways to improve the individual performance of user
equipment in a face of jamming Of other loss of signal. But what recommendations they're

going to come out with in terms of upgrading the user equipment with different on-board
timing sources, | don’t know. That’s the one study that would likely address that aspect of it.

JOHN VIG: Do you know who the technical experts arc in that study? Is there any way of
getting to them to let them know what might be do-able?

JULES McNEFF: I'll tell you who they are. We can do that off line. In fact, Dr. Winkler
briefed the DSB group here a couple of months ago, I guess, on some aspects of time, related
to the issues that they were looking at.
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Abstract

The widespread application of Precise Time and Time Interval (PTTI) in modern electronic
systems has been rapidly expanding. This growth reflects the importance of PTTI to many advanced
systems. Precise time is closely related to precise distance measurements, the coordination of remote
actions over extended periods of time, and the better utilization of the frequency spectrum. DoD
Instruction 5000.2 emphasizes the need for a common time reference (The USNO Master Clock)
Jor these systems of vital interest to our security. This report will present the results of the Annual
PTTI Summary which describes the utilization of PTTI among the different components of the
Department of Defense and highlight areas of primary interest and concerns.

Its a pleasure to once again address you this morning. I'm still tickled over the award
presentation earlier this morning. It’s well deserved and always nice to get recognition from
your peers. And I’'m honored to have had the opportunity to present the award in their behalf.

What I would like to do is talk a little bit about major PTTI accomplishments in *94 (Figure 1),
where we’re headed, and where you can help us in terms of PTTI. Validation of requirements
was a significant effort last year, particularly in this day and age of downsizing of resources.
Everything is tied back to a requirement; and it’s absolutely vital that every one of those
requirements be stated and documented in order to go on from there. Il talk a little bit about
improvements to the Master Clock and then to two-way satellite time transfer. With regard
to requirements (Figure 2), we took the 1990 survey as a baseline, and essentially re-validated
that. In the re-validation process, we determined what the requirements really were for precise
time and time interval and who our customers are out there — who uses it and of those who
use it who don’t recognize that they use it (which is a big problem in precise time). As Mr.
McNeff stated, it’s free, it’s available anytime you want it; you just don’t appreciate what’s
behind that timing signal. Our requirements have been validated by the Oceanographer of the
Navy and have been submitted to the Office of the Secretary of Defense. So the requirements
are, in fact, entered into the official DoD requirements process, covering not only Navy, but
also the Air Force and Army requirements as well.

Improvements to the Master Clock (Figure 3): We are continuously improving the Master
Clock. The big improvements for the previous year, a plus year, were replacing a number
of the older 5061s with the newer HP 5071 cesium beam clocks. There are 10 hydrogen
masers which have been incorporated into the time scale. The biggest comment [ could say
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on the Master Clock is that the effects of the improvements to the Master Clock can be seen
by the contribution of the U.S. Naval Observatory (USNO) to the Bureau International des
Poids et Mesures (BIPM), changing to 38 percent from last year’s 20 percent. This significant
improvement, is largely due to the better stability and, I should say, maybe the better reliability,

of these clocks. We retain many of the 5061s, as they're still providing accurate, precise time,
and we will continue to keep these clocks in the time scale as long as they continue to perform.

Keeping time is one thing, getting it out to the people who need it is another issue altogether.
It doesn’t do us any good to have the best time in Washington, D.C., if we can’t disseminate it.
We have made some significant improvements in the two-way satellite time transfer (Figure 4)
this year. The technology transfer from the Naval Research Laboratory (NRL) of their modem
to the commercial market was a big accomplishment. These modems are, in fact, operating
much better than previously expected. Certainly the production models are really doing the
job that they were designed to do.

We've been using the Defense Satellite Communication System (DSCS) for time transfer. It has
been working exceptionally well. We have also been doing some experiments with commercial
satellites as well. You will hear early in the program discussions of two of the calibration trips,
one to Europe, between some of the laboratories in Europe, as well as a trip to the West
Coast, using satellite two-way time transfer and an ensemble of clocks from the USNO.

Now, with regard to some of the newer issues in 94 (Figure 5), we are trying to tell our story
to the people who need it. We did strengthen the master navigation plan. The reference
for the wide-area augmentation system (WAAS) of the FAA will be UTC(USNO), the same
reference that is used for the GPS system. So we will have again a single timing reference for
both the FAA wide—area augmentation system and the GPS system, itself.

With regard to the GPS monitor station upgrade: By creating an independent clock ensemble
at each of the GPS monitoring stations, we will allow the GPS operational community to detect
immediately if they have a problem, because they will have the capability of an independent
timing signal with which to compare the satellite performance with the monitor station timing
signal. This program is underway. You will hear a little bit more about that later on, as well.
Development of ultra-high precision timing reference stations at a number of special sites is
also continuing worldwide.

Continuing on with accomplishments for '94 (Figure 6): The NATO standard agreement,
STANAG 4430, on precise time and frequency interface for NATO was signed. It uses
UTC(USNO), tied to the BIPM, as the standard for NATO operations. In support of DISA
and the DSCS, as LORAN is shifting from U.S. control to European and Japanese control,
USNO is helping to coordinate the timing signals for those systems at the local levels. Our role,
particularly in the European area, is to provide some atomic clocks during that transition period,
to ensure that timing — again, particularly in Europe — is maintained without interruption
until alternate sources are provided. Some cesium clocks have been loaned to the Defense
Satellite Communication System SO that their timing could be maintained to a standard time.
USNO has also transferred clocks to the Autodyn system for the same sort of function — to

provide a standard to compare their time to ours.
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One of the other items that I wish to stress is the fact that what has been accomplished has
been done in the face of DoD downsizing. Our resources are really getting smaller. One of
the keys to being able to accomplish those things that I showed for ’94 have been the people
who have been involved in the programs, and their efforts to get the job done, and to do jt
on a shoestring, so to speak. Keep in mind, as we will talk a little bit about these things later
on in the conference, that we are facing downsizing reduction in the funds that not only buy
hardware and improve the software, but also in the number of people who are able to perform
these functions. And it’s really vital that the folks in this room carry the message of PTTI.

Some of the functions and objectives of the PTTI manager are shown in Figures 7 and 8,
respectively. This is a slide from last year, but I wanted to bring it back this year because it still
applies. We need to ensure the uniformity of PTTIL. We're doing that and working continuously
to tell the story that all the communication and navigation systems need to be tied into one
standard for time. I can’t imagine a more chaotic situation than to have two timing standards
and have them off by even a few nanoseconds. It would just create a nightmare. And again,
most of you in here appreciate that. But we really need to get that message to the program
managers and project managers, both in the commercial market as well as in the DoD, and
ensure that they pay attention to the timing signals within their systems.

The requirements process which we went through last year did a good scrub on the requirements.
But I'll guarantee you that thereare many that have emerged since then that we are not aware
of and have not begun to even look at in terms of their impact. The most stringent requirement
that came out of that, potentially a future requirement at the 100 picosecond (“ps”) level. If
we're going to push to that level, certainly the Observatory needs to have a tenfold better
capability, in-house, so that we can transfer time to that 100 ps level to those customers. We
aren’t there yet. We need to get there.

And that leads into the necessity for research. Such things as the mercury ion device — we
have three of those that we are using and will add them into the time scale in the near future.
It is still an R&D effort. We are still not certain exactly whether the mercury ion device is
the device of the future or will allow us to approach that 100 ps level. But again, industry is
looking in that direction, and I think we will push that technology edge here in the near future.

Adequate infrastructure support is really a problem in the downsizing world. As I alluded a
. little earlier, our dollars that were there two or three or four years ago are not there now. We
continue to decrease and lose funding. We aren’t seeing the impacts yet; the 5071s are brand
new clocks, and there is very little maintenance required for them. But in the out years, | have
concerns on the funding levels. Will we be able to maintain the infrastructure and the number
of pieces necessary to keep the Master Clock ensemble accurate as well as reliable?

Concerning the utilization of PTTI resources: We work very closely with the GPS in two
ways, operations and development. We need to continue similar cooperative efforts for PTTI
resources in other areas such as fleet support and planning conferences. There is also a
particular problem in the training area. The training in precise time and the ability to maintain
equipment on site at the various stations is a concern. In all of our training courses, particularly
in the DoD, the emphasis is to minimize the training pipeline and get people through as quickly
as you can. Timing is certainly one of those things that is frequently overlooked. It’s an
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issue with which we continually do battle. We will continue to try to strengthen the training
opportunities in PTTL

That’s a quick and dirty overview of the highlights for ’94. The challenges for ’95 are even more
severe in terms of our resources. I'm happy to report that right now we’re able to protect our
people, who arc our most valuable resource. Conversely, our people will then be challenged
to continue to do more with less. We've heard it for years; it is a reality today. It certainly is
a reality at the Observatory.
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QUESTIONS AND ANSWERS

MR. KEATING: This is not so much a question as a comment. I just want to rejterate Capt.
Blumberg’s comment about training, because I have actually listened to some conversations
over a telephone to remote locations such as Hawaii and the Far East. And when you tell a
person to move his clock ahead by two microseconds, 50 percent of the time the person on
the other end causes actions which moves the clock in the exact opposite direction. And while
that could be considered funny, when you’re trying to maintain timing synchronization, that’s
a disaster. So I just want to emphasize that if you're a manager, don’t downplay the need for
training of your people.

RAYMOND CLAFFIN (CLAFFIN ASSOCIATES): Do you see in the new Congress any
chance that this type of scientific military endeavor is going to receive any additional funding?
Because, your needs really aren’t as big as that of some of the other programs.

CAPT. BLUMBERG: That’s one of our biggest problems, we are not as big as other programs
and don’t get the visibility that a lot of other programs do get. But I am a little optimistic that
we will see the DoD budget grow in the future. How long it will take and at what point it
does really benefit us is a real question mark. I mean, we have some serious problems across
the board within DoD in terms of funding capabilities of getting our ships to sea, getting them
properly manned, getting the personnel trained. And unfortunately, as I mentioned earlier,
the timing is lost a lot of times in the hustle and bustle in trying to get things done. And so,
again, it’s our role in here as program managers, certainly my role, to promote timing with
my resource sponsor and get him to promote within the Navy and the DoD to try to get the
additional funding we need to get on with it.

So in answer to your question, I don’t know specifically whether I can be optimistic or not.
But I at least feel that we have an opportunity now to fight for a small share anyway.
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Precise Timing Applications at the Defense Mapping
Agency

Stephen Malys
Defense Mapping Agency

Abstract

The mission of the Defense Mapping Agency (DMA) focuses on satisfying the Mapping, Charting
and Geodesy (MC&G) requirements of the U.S. Department of Defense (DoD). DMA satisfies these

cases, DMA’s products and services are also available to civilian and international organizations.
Within this myriad of products and services, two DMA processes employ atomic frequency standards.
Both of these operational processes fall in the discipline of geodesy.

DMA’s geodetic exploitation of the Navstar Global Positioning System (GPS) is one area which
requires precise timing. Since 1989, DMA has generated precise ephemerides and clock state
estimates for the GPS satellites. This process depends on the performance of atomic oscillators
in place at five DMA and five Air Force GPS monitor stations. This geodetic application also

INTRODUCTION

Beginning in the 1970s, before the dawn of the Navstar Global Positioning System (GPS), DMA
employed precise timing devices at a globally—distributed network of Doppler tracking stations.

Perhaps one of the largest collections of atomic oscillators managed by one organization, the
frequency standards associated with the DMA Doppler network have now been dispersed to
other applications within the DoD. Some of these frequency standards now serve as backup
units to the DMA GPS monitor stations.
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Currently, DMA uses precise timing devices in the geodetic exploitation of GPS and in a
gravimetric geodesy application. These applications are discussed below.

PRECISE GPS ORBIT DETERMINATION

As most GPS users know, the entire GPS concept is based on our ability to precisely measure
time and time interval. A common phrase used to describe the GPS concept to new users
of this technology is ‘clocks in space’. While these on-board cesium and rubidium frequency
standards have been studied and described elsewhere, the clocks on the ground at the DoD
GPS monitor stations are also an important component of the GPS constellation and will be
discussed in some detail here. The global distribution of Air Force and DMA tracking stations
is shown in Figure 1. The ‘smoothed’ pseudorange data collected by these stations are used
in the DMA orbit process to estimate orbit, clock, and other parameters on 4 routine basis.
Unlike the estimation process used at the GPS Operational Control Segment (GPSOCS), the
DMA orbit/clock estimation process requires the designation of a ‘master clock’. The offset
and drift (phase and frequency) of this master with respect to ‘GPS time’ is held fixed during
the estimation process. Because the designated master clock is not synchronized and syntonized
with GPS time, all clock estimates generated in the DMA process are subsequently adjusted
into coincidence with respect to GPS time through an empirical procedure which computes and
applies the mean difference between DMA satellite clock estimates and the GPSOCS satellite
clock estimates which are referenced to the GPS ‘composite clock’. A detailed description of
the GPS composite clock is given in Brown [1991].

To provide additional geographic coverage and to climinate the complication of choosing a
master clock for each weekly processing span, a sixth DMA station is being installed at the
US Naval Observatory (USNO), located in Washington D.C. This DMA/USNO station will
consist of hardware which is identical to other DMA stations (Figure 2) with one important
exception. In place of the usual single cesium frequency standard, this station will employ
the USNO atomic clock ensemble which supplies our national time standard: UTC (USNO).
Beginning in mid—1995, the continuous stream of GPS tracking data collected by this station will
be used in the DMA orbit/clock estimation process. Because of its extremely high reliability,
the USNO clock ensemble will serve as the permanent master clock in the DMA process.
The empirical adjustment procedure described above will remain in use because GPS time is
not completely synchronized with UTC(USNO). If the adjustment procedure is not performed,
the DMA satellite clock estimates would be expressed with respect to an extrapolation of
UTC(USNO) based on a particular epoch, rather than GPS time. Of course, the magnitude of
these adjustments is commensurate with the level of coincidence between UTC (USNO) and
GPS time, currently on the order of 10 nanoseconds [NRL, 1995].

UT1-UTC

Any precise orbit determination process requires the application of a transformation from
an Earth-Centered, Earth-Fixed (ECEF) reference frame (WGS 84 in DoD applications) to
an Earth-Centered Inertial (ECI) Reference Frame (such as J2000). This transformation
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Incorporates knowledge of the variations in the Earth’s rotation rate and polar motion. The
difference between UTC and the time scale based on the Earth’s rotation (UT1) enters directly
into the ECEF to ECI transformation. To satisfy this need for several DoD satellite applications,
DMA generates weekly predictions of UT1-UTC and polar motion which are collectively
referred to as Earth Orientation Prediction Parameters (EOPP). These DMA predictions are
generated in conformance with an Interface Control Document (ICD-GPS-211) and are based
on weekly ‘Bulletin A’ International Earth Rotation Service (IERS) rapid service information
supplied by the USNO Earth Orientation Division.

While significant advancements in atomic frequency standards have occurred over the last few
decades and GPS-time was designed to allow most users to avoid the complication of leap
seconds, GPS and other practical orbit determination applications continue to employ these
advancements in concert with precise knowledge of the Earth’s rotation rate. The predictability
of the UT1-UTC parameter will continue to play a key role in these practical DoD applications.
Inevitably, all satellite tracking measurements must be tied to stations which reside on the
rotating Earth.

ABSOLUTE GRAVITY MEASUREMENTS

The structure of Earth’s gravitational field has been studied through the use of several tech-
nologies including traditional relative gravity meters, analysis of orbit perturbations observed
through satellite tracking data, satellite altimetry data and the recently~developed transportable
absolute gravity meter. The absolute gravity meters developed in the US measure the speed of
a falling corner—cube reflector in an evacuated ‘dropping chamber. A detailed description of
this instrument can be found in Carter et al, 1994. To obtain a gravity observation accuracy of
a few microgals (1 microgal = 1 x 10~# ms~?) an accurate length standard and an accurate time
standard are needed. The length standard is established by an iodine stabilized laser while the
time standard is established by a rubidium frequency standard. To obtain the microgal-level
gravity observations, the stability of the frequency standard used in this process needs to be
on the order of 5 parts in 1010 (over a range of intervals) and the length standard needs to
be accurate at a level of 1 part in 1010 (Niebauer, 1994).  While the requirements on the
frequency standard are not particularly demanding, practical considerations such as the size
of the instrument and the amount of time needed to ‘warm-up’ limit the widespread use of
these absolute gravity meters. Technological advancements which would reduce the size and
warm-up time of atomic frequency standards would help to promote further miniaturization
and portability of these devices,

SUMMARY

Two areas of DMA’s geodetic mission require the application of atomic frequency standards.
The first area revolves around precise GPS orbit and clock estimation. To assist this process,
4 sixth DMA GPS monitor station will be installed at the USNO in Washington D.C. in
mid-1995. The USNO clock ensemble will serve as the time standard for this DMA ‘master
station’. Additionally, the USNO’s Earth Orientation Division will continue to supply the basic
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observational data on the variation of the Earth’s rotation and its polar motion.

The second area of DMA's mission which requires atomic frequency standards is the measure-
ment of absolute gravity on the Earth’s surface. The transportable absolute gravity meters
developed in the U.S. require a frequency stability of 5 parts in 10'° over a range of intervals.
This requirement is now met by an off—the—shelf rubidium standard. Advancements in the de-
velopment of future, smaller, easily portable absolute gravity meters require that the frequency
standard also becomes smaller and more portable. For this reason, further miniaturization of
atomic frequency standards would directly benefit the development of smaller absolute gravity
meters.
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QUESTIONS AND ANSWERS

PETER WOLFF (BIPM): I have two questions. First, can you give an order of magnitude
on your orbit accuracies and clock offset accuracies?

STEPHEN MALYS (DEFENSE MAPPING AGENCY): Yes. Together, if you think
about the orbit accuracy in terms of range error when you use the DMA ephemeris and clock
together, we get range errors on the order of a half a meter. That would be considered an
RMS over a day or the general performance level.

If you’re asking for a more specific breakdown of orbit error versus clock error, it’s somewhat
higher than half a meter. We see ¢ach component to run about one meter, but it varies by
component,

PETER WOLF (BIPM): Okay. And secondly, the order that you use for your orbit
determination, is it in the form of differences of data between two stations? Are you differencing
the ranges or is it just the direct fange measurements that you get by each station?

STEPHEN MALYS: It is the direct range measurement. We refer to it as a smooth pseudo-
range. It's the same observable that’s used in the master control station’s orbit determination
process, but it is strictly a range measurement.

PETER WOLF: And that’s affected by SA in new data?
STEPHEN MALYS: Well we remove SA; we have a facility to remove it.

JUDAH LEVINE (NIST): The absolute gravity measurements have a first order correction
to the barometric pressure of both local and regional. Could you say a little bit about how
you do those kind of corrections?

STEPHEN MALYS: [ didn’t come prepared to answer that particular question. I know that
the clock stability and, of course, the link standard are two of the primary things you have
control over when you make the measurement. We certainly do take barometric pressure into
consideration when we take those gravity observations.

When you're looking for the best possible precision, there are many things that you have to
take account of, even things such as the amount of ground water that

every single milligal.
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Navy PTTI Report

CDR. JIM BURTON
United States Navy

Abstract

The U.S. Naval Observatory is charged under Department of Defense (DoD) instruction 5000.2
with the responsibility for maintaining the timing standard in support of all DoD operations.
Accomplishment of this task involves generating a time reference and then disseminating the Precise
Time and Time Interval (PTTI) information to users within, as well as outside, DoD. A major
effort has been undertaken by Navy scientists in recent years to upgrade and improve these services.
Understanding the characteristics of atomic clocks, such as hydrogen masers, cesium beam frequency
standards, and stored ion devices, is a prerequisite for modelling their performance and developing
the most stable time reference possible. Algorithms for optimum clock ensembling and precision
clock steering must be developed to ensure the stability of the time reference. Implementing new
methods for time transfer, such as two-way satellite time transfer and laser ranging, will lead to
improved accuracies to lass then ons nanosecond. In addition, the determination of astronomical
time based on the Earth’s rotation and definition of parameters for the position of the poles, enable
the correction of the dynamical reference frame of Earth-orbiting satellites to an inertial reference
frame, which is needed to improve the precision of satellite orbits. Current and planned initiatives
in PTTI within the Navy, such as those listed above, are described.

It is a great pleasure to address you this morning. 'm Jim Burton. I’'m the GPS Action Officer
for N6 and I am the U.S. representative to a NATO subcommittee on navigation. Ron Beard
is also a member of this NATO subgroup. Today, I will talk very briefly about Navy-funded
initiatives concerning work in PTTI (Figure 1).

There are three major achievements which I will address today:

a) the GPS monitor station upgrade;
b) the technology transfer of the modem that NRL developed; and

c¢) the USNO Time Service Substation being rebuilt in Florida.

First, the GPS monitor station upgrades (Figure 2). When the upgrades are completed, each
monitor station will be an ensemble of three cesium clocks, one of which will be a standard
that’s connected to the USNO through a two-way time transfer. As we collect the data from
this ensemble and compare it to the existing operations, it will enable us to better model the
clock rate errors and separate the clock and ephemeris errors a little bit better than is being
done right now. This is all part of Navy initiatives to improve the accuracy of GPS and the
integrity as well.



With the third clock that we’ll be installing in each of the monitor stations, we'll have the
capability to work independently of the two clocks that are currently operating within the
monitor station. But even if it’s operating independently, it will enable us to gather the data

and do the diagnostics to better model the system for accuracy improvements in the future.

Secondly, NRL developed a pseudorandom noise time transfer modem (Figure 3) for the basic
requirement of providing a communications capability besides just passing time pulses back and
forth through the modem. It also gets a U.S. vendor into the market, so we are not relying on
vendors from Germany; now we have Allen Osborne and Associates as the American vendor.

Finally, concerning the restoration of the USNO Time Service Substation (Figure 4) which was
destroyed in Hurricane Andrew, a couple of years back, it is basically restored. It is going
through the final stages of testing before it’s back on line as a fully certified backup.

Since 'm here to replace Dave Markham, who was not supposed to be here, I will be happy
to answer any questions — or at least point them in the right direction.

DAVE MARKHAM: Let me elaborate on Cdr. Burton’s last comment. Those of you who
didn’t hear the story yet, I was supposed to be in Bahrain today. But unfortunately through a
“spafu,” as we say in the Navy, my orders and tickets were withdrawn and I'm here instead.
He was gracious enough to stand in for me and give the presentation that I was supposed to
give. So I thank him and I appreciate your support, Jim.
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STATUS OF PTTI IN THE U.S. AIR FORCE

Howard A. Hopkins and Robert E. Blair, Jr.
Directorate of Metrology
Newark Air Force Base, Ohio

Abstract

Throughout the world, Air Force activities rely on timing equipment calibrated and maintained
by a network of Precision Measurement Equipment Laboratories (PMELs). These PMEL:s operate
within guidelines established at Newark Ajr Force Base under the Air Force Metrology and Cali.

INTRODUCTION

Many Air Force activities need precision timing systems for a variety of applications. These
include tracking satelljtes in space, operating command and contro] communications networks,
test ranges, radar warning systems, and other electronic surveillance programs. For precise
time support, these activities rely on timing equipment calibrated and maintained by their local

twenty-seven PMELs selected to meet that responsibility around the world. As managers of
the AFMETCAL Program, ML provides those PMELs with the measurement standards and
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technique, the station interfaces via modem to the United States Naval Observatory (USNO).
ML receives timing data continuously from Global Positioning System (GPS) satellites and
the LORAN-C system and compares it with signals from MLs master cesium beam frequency
standard. Each day, the USNO extracts data from MDs PTRS and adjusts the master standard
to maintain a reference with an uncertainty no greater than twenty nanoseconds. ML owns two
additional cesium standards which it tracks against the master standard. Having this redundancy

is useful in identifying the cause of any systematic problems which may occur in the PTRS.

ML has provided a Precise Time and Frequency Console (PTFC) to each PMEL with respon-
sibility for timing support. The PTEC includes a cesium standard, GPS receiver, LORAN-C
receiver, and the associated equipment required to maintain a time reference without additional
support from ML. What then is the purpose for ML to maintain its PTRS? First, the PTRS
provides what is officially recognized as the Air Force Standard for Time and Frequency. Using
portable cesium standards, this reference can be transferred quickly to any PMEL or remote site
to restore service lost to equipment failure ot damage caused by man made or natural disasters.
Secondly, the PTRS serves as an in-house reference for several activities at Newark Air Force
Base which require a precise frequency reference. One of these is the Technical Repair Center
for precision frequency standards, otherwise known as$ the Clock Shop. This activity, located in
the Directorate of Maintenance, provides repair services for cesium, rubidium, and other types
of precision frequency standards located throughout the Air Force. A third use of the PTRS

is to provide ML the capability to test new time and frequency equipment prior to acceptance.

BASE CLOSURE

Over the past two years, the draw down in Defense spending has had a major impact on Newark
Air Force Base. In June, 1993, the Base Realignment and Closure Commission (BRACC)
added Newark to the list of recommended base closures. By September, the closure was signed
by President Clinton and approved by Congress. The closing date established as an Air Force
goal is 1 October, 1996.

While many DOD installations have closed or are scheduled to close, Newark is different in one
respect. The workload being performed at Newark is recognized as work that must continue
to be performed there. Even though it is scheduled to close as an Air Force base, there is
still a requirement to keep the facility open and operating o accomplish the same workload.
To accomplish this, the Air Force has come up with the concept of privatization in place.
Essentially, this means a contractor will take over the same facility and equipment used by the
Government and continue to perform the same workload as the Government does now. This
all becomes complicated by questions such as: a. Is the contractor expected to buy the facility
and/or the equipment? b. What wage rates will the contractor pay? ¢. Will the contractor
be able to retain the expertise of the present government work force? d. Who will ensure
the contractor provides adequate support to the field? These issues and many more are being
addressed now as a statement of work and request for bids are being prepared.

The Directorate of Metrology presents an especially sticky problem to the planners for base
closure. After months of study, cost analysis and discussion, officials were able to convince first,
the Air Force Materiel Command and later, the Base Closure Executive Group in Washington
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D.C. that specific functions of the AFMETCAL Program must remain as government functions.
These functions are calibration procedure Mmanagement, laboratory certification, and equipment
budgeting and acquisition. The remaining functions, including preparation of calibration
procedures and all elements of the Air Force Measurement Standards Laboratories, will be
privatized in place. This latter category includes the laboratory group responsible for the
Precise Time Reference Station.

decisions are subject to change at any time. We know for sure the PTRS will be upgraded this
fiscal year with three new cesium standards, a new GPS receiver, time interval counter, 486
computer, and other assocjated equipment. At this time, the plan is to turn the new system
over to the privatization contractor as government furnished equipment when the base closes.

What will happen then depends upon the level of expertise brought in by the contractor and
the interaction of the contractor with the remaining government personnel. We assume the

how close to retirement js the person? How many social security credits does he have? Does
he want to stay in the local area? The DOD’s Priority Placement Program js working too
well in providing employees other job opportunities in Government, By the time the base
closes, there may be no expertise left for the contractor to use. There js supposed to be a
onc-year transition period, beginning 1 October 1995, during which Government personnel will
be expected to train the contractors to take over their jobs. This experience should provide
some interesting insights to human behavior.

The impact at home may be much worse if accurate frequencies cannot be provided to local
customers and new equipment cannot be tested with any validity.

“What will happen to Newark’s Clock Shop?” is another Question frequently asked by those
customers who rely on the Clock Shop to repair their frequency standards. At this moment, it
looks like the Clock Shop will remain an Air Force function and transfer to one of the large Air
Force depots. If that happens, it would lose access to Newark’s PTRS, but could still function
well with the reference available through GPS. Again, the level of expertise in the Clock Shop

A final issue being addressed now is the loss of the overseas LORAN-C chains as the U.S. Coast
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Guard turns over control of them to the host countries at the end of this year. Many overseas
bases, beyond those having the PTFC, have depended on LORAN-C for a frequency reference.
Anticipating there may be a problem with reliability under the host country arrangement,
Newark has purchased cesium frequency standards for each of those bases, thereby eliminating
their requirement for LORAN-C.

SUMMARY

Stepping back for a broad look at the issues affecting PTTLin the Air Force, we see the closure
of Newark Air Force Base as the number one potential problem. Uncertainty surrounds the
whole concept of privatization in place and how it will be implemented at Newark. Planners
are working hard to achieve a stable transition to a contractor environment but, at the same
time, a steady stream of employees with decades of experience are leaving for new jobs.
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QUESTIONS AND ANSWERS

WILLIAM WOODEN (DEFENSE MAPPING AGENCY): Is the intent that the con-
tractor will go and do all of these calibrations of all the sites that you have for the testing? Is
that part of the plan?

ROBERT BLAIR (USAF): I'm not certain of that. That’s to be determined. Right now that
could create a sticky situation having one contractor verify that another contractor is living up
to his obligation. That’s part of the unknowns at the moment. Nothing will be firm probably
until October of this year. At the level I'm at, I am the precise time technician, I'm not a
manager. So I don’t know if I would ever know the answer to that.

But I would certainly hope that there needs to be something in there to guarantee that the
Air Force is going to continue getting what it’s paying for.
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WORKSHOP 1; REAL WORLD USER,
REQUIREMENTS

Some of the problem areas discussed were:

* Incomplete specifications from users,

User either doesn’t know enough about the subject to give complete
specifications or is not capable of generating the necessary specifications
for his appication. The supplyer can’t get complete specifications as a
result.

¢ Incomplete specifications from suppliers.

The suppliers/manufacturers usually supply the basic generic information
on the units, expecting the user to be able to ask the specific questions
pertaining to the particular application. Many users are unaware that other
(non-standard and usually not tested) specifications may be available at
an increased cost that will make the unit under question fit his application.
The problem here is a lack of communication between the suplier and
user. Often the supplier could eliminate some of the possible trouble
later on by careful questioning of the user as to the exact application.

As a result of the above problems, these actions should be taken:

1. Suppliers should question the user supplied specifications and assist the user in generating
the correct ones.

2. User misunderstanding of specifications and applications should be educated, either by
studying the literature or by efforts of the supplier. Typical sources for this information
are the MIL SPECS, PTTI Procedings, FCS Procedings, etc.

3. A clear understanding of such environmental problems as vibration is often missing. Since
this data is usually missing from data sheets, the user forgets about it, especially since
his application is in a “non-vibrating environment”. Suggestion is for the supplier to give
some indication in the data sheets about the vibration sensitivity of the unit and vibration
levels for typical environments.

33



Another problem that was brought out was the supplying of precise time to various users within
an installation with long cable runs. It was pointed out that a number of papers have been
given on this problem and the use of fiber optics to remedy the stability of the time as delivered
and the availability of special units which have the capability of compensating for (fixed) cable
delays. Again, the information is available in the literature. This appears to be another case
of the user not availing himself of the literature in the solution of a problem.

I was suggested that the suppliers remain in the procurement loop during the entire procurement
in order to ensure adequate performance specifications for the user. Legal problems aside, this
appears to be a worth-while suggestion.
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WORKSHOP 2; USER ENVIRONMENTAL
EFFECTS

IEEE Standard 1193-1994 “Guide for Measurement of Environmental Sensitivities of
Standard Frequency Generators” js in print and should be available to the general public
carly 1995.

Future focus on guidelines for the time and frequency community should be “dynamic
(time-dependent) effects/environmental changes.” This may include recommendations for
studies and research needed.

The following suggestions were made:

— Users to characterize both (and independently) the systems’ environment for the
T&F components (e.g. cables, voltages and fluctuations, internal temperatures, etc.)
and the environment of the system itself,

~ Manufacturers to ask, in a guiding and systematic way (develop a “questionnaire”),
the user about the environment(s): What temperatures? What cables? Use in
vacuum? When needed after turn—on? Will there be high humidity? .... Based
on returned data, the manufacturer can apply his total knowledge about interactive
environmental effects and customize environmental prediction (at little cost) and rec-
ommend environmental acceptance tests only where no knowledge exists (minimizing
costly testing).

Failure predictions and warranties have more business/risk factor content than technical
value; also, failure definitions depend on a convoluted interpretation of actual performance
versus “usually observed” performance versus specified performance., E.g. current GPS
on-board failure rates for cesjum were stated as one per three years but could be much
smaller using a different fajlure criterion.

In GPS, temperature sensitivity is used to determine clock health: Eclipse triggers the
temperature change; clock health relates to frequency~temperature behavior as compared
to prior eclipse data from the same clock. This type of environmental; monitoring may
be useful, in general, as a predictor for latent T&F hardware failures.
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Workshop 3: Real Time Automated Systems

Definition

Provides time/frequency to user specification in real time
e May have historical calibration
Do not require frequent operator action

e No full time operator

e May be fully unattended or remotely controlled
Typical applications include

o National time scales
e Remote time stations

e Imbedded part in Military systems and Telecommunications systems

Performance

e Time Accuracy — typically 100 nsec or better
o Frequency accuracy — 10! or better

Frequency Stability — as good as 107'* at 1 second to 1071* at 1 day

e Usually require synchronization 0 national standard via GPS or 2 Way
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Measurements

® Accurate time tagging of measurements very important
— Use telephone or network time sync for control computer time
* Measurement system must produce quiet, unambiguous measurements

— RF (5 MHz) measurements preferred over tick measurements
— 1PPS measurements problems are rise time, triggering, cable length

Distribution Systems

* Environmental effects, temperature & humidity
* Use of high quality cable and connectors
e Greater than 100 db isolation between ports including output to input

» Widely distributed systems such as communication networks have special problems

Robustness

® Small errors should only cause small problems
= ¢.g. loss of 1 device shouldn’t kill the system
e Computer needs stable operating system and user software

® There is a trade-off between single point failures and problems caused trying to avoid
single point failures.

* User equipment driven from real time systems should be tolerant of small output glitches

Robustness is difficult to specify

— Depends on user environment
— Hard to think of everything

Maintenance and testing

® Box level field maintenance
— Hardware is too complex to fix in the field
o Built-in test

* Remote diagnostic capability
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Abstract

The international transatlantic time and frequency transfer experiment was designed by partici-
pating laboratories and has been implemented during 1994 to test the international communications
path involving a large number of transmitting stations. This paper will present empirically deter-
mined clock and time scale differences, time and frequency domain instabilities, and a representative
power spectral density analysis. The experiments by the method of co-location which will allow
absolute calibration of the participating laboratories have been performed. Absolute time differences
and accuracy levels of this experiment will be assessed in the near future.

INTRODUCTION

The 1994 European/U.S. transatlantic two-way satellite time and frequency transfer (TWSTFT)
experiment was designed to test the international communication path, the transfer of time and
frequency between a large number of timing laboratories, the calibration accuracies, the non-
reciprocal satellite delays, the estimates of time and frequency instabilities, and the exchange and
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processing of the data. The geostationary satellite INTELSAT-VA(F-13), located at longitude
307 degrees East, has been used for the communication link. The eight timing laboratories who
participated in this experiment are: FTZ (Darmstadt, Germany), NIST (Boulder CO, USA),
NPL (Teddington, United Kingdom), OCA (Grasse, France), PTB (Braunschweig, Germany),
TUG (Graz, Austria), USNO (Washington DC, USA) and VSL (Delft, Netherlands). The first
experiments were conducted on 1994 February 4 (MID 49387.5).

Many papers exist in the literature covering the development of the formulae and methods
currently used in producing time differences over the wide-band communication links used on
commercial geostationary communication satellites and readers are referred to a selection of
the many papers in the literature for specifics of how and why TWSTFT works[1:23:4561 At the
25th Annual PTTI meeting Gerrit de Jong of NMi Van Swinden Laboratorium gave an overview
paper discussing recent developments, engineering aspects, data formats, and related details
of the individual TWSTFT experiments specifically related to this international communication
link{71.

Since PTTI is an “applications and planning meeting” an additional focus of this paper will
be to present an example case where the empirically calibrated data are being used as an
information source for management of real-time time and frequency resources.

INSTABILITIES AND NOISE PROCESSES

Figure 1 shows an example of raw uncalibrated time differences of the USNO(MC2)-
VSL(HP5071A) time transfer of 1994 October 12 (MJD 49637). USNO(MC2) is the real-time
realization of UTC(USNO) by the Sigma Tau hydrogen maser clock N3 which is steered by
small daily frequency changes in its synthesizer. In general a white noise behavior is noticed.
There is structure in the data so that even over 300 seconds (5 minutes) the TWSTFT process is
not purely white. Depending on the experiment analyzed the structure is sometimes sinusoidal
and other times possibly a step. This type of subtle structure manifests itself as flicker phase
noise in the time domain instability estimates that will be shown later. The physical source
generating this structure is not known but may originate from environmentally caused drift in
the electronics, for example. The identification and physical understanding of the flicker phase
noise sources and then the reduction or removal of the effects will improve the TWSTFT phase
flicker floor instability and is an arca where future effort should be placed.

The formulation used to generate the uncalibrated time differences is

UTC(USNO(MC2)) - UTC(LAB) = 1/2[T#(USNO) - Ti(LAB)] (1)
— [Tz(LAB) - Tz(USNO))
— [61pps(LAB) - §1pps(USNO)]
~ [ic(USNO) — ic(LAB))
— Sagnac
— RF

40



The first term is the value of one half the of the sum of the differences of the recorded time
interval counter readings recorded at each site. The second term is the transmit—to—recejve
delay differences of the MITREX modems also measured at each site. The third term is the
delays from on time of the I-pulse-per-second references as

measured at each site. The fourth term allows for any time difference introduced by intermediate
clocks and allows adjustment to the true UTC(Lab) reference clock. The fifth term is the
computed relativistic time delay, Sagnac delay, due to a rotating reference frame system. The
sixth and final term is an unknown term for an uncalibrated timing link and is commonly
called the “RF term.” The RF term contains the sum of the unknown delays contributed from
waveguides, RF

filters, and non-reciprocal satellite delays to name a few. This is the term that was adjusted
empirically to put the time differences “on time” for this paper. Using an independent timing
source, usually GPS or BIPM Circular T, we may then determine an empirical constant correction
which is the sum of the unknown delays which may then applied to put the daily mean values
computed from equation 1 “on time.” The empirical calibrations then are only as good as the
timing link used as the empirical reference plus any systematic deviations introduced by the
TWSTFT method. Evidence from closure tests8] indicate that TWSTFT will contribute less
than 10 nanoseconds worth of error to the error budget where the error may is contributed
from environmentally caused drift of electronics, nonidentical hardware at each laboratory,
hardware problems, and hardware failures among others.

Figure 2 shows the empirically calibrated USNO(MC2)-FT Z(HP5070A) which was referenced
to time differences published in the BIPM Circular T by the method given above. A clock
change occurred at FTZ on MJD 49429.375 and the operational transition was smooth.

Time deviation (TDEV) instability estimates were generated from a C language program
developed from pseudocode. The TDEV instability estimate is ideal for visualizing time-
domain noise processes, because the instability estimate resolves the two phase noise processes
and the slopes are easily distinguished in a TDEV plot. The three main frequency-domain
noise processes are also jsolated when using TDEV, but the slope changes are a bit harder
to distinguish because of the large slopes. Another pleasing aspect of using TDEV is that
no preparation of the data js required or recommended other than making sure the data are
equally spaced. Any data modification, such as first~differencing, acts as a digital filter removing
some of the interesting signals in the data and is undesirablel0. The two-Allan Deviation
(ADEV) was used in monitoring the FM noise processes at tau greater than one day.

Figure 3 shows a log sigma x (nanoseconds) versus log tau (seconds) plot of the time deviation
(TDEV) instability estimate for USNO(MCZ)—TUG(HP5071A). This plot contains instability
estimates from 78 daily runs each made up of 300 seconds worth of I-pulse-per-second
comparisons. In addition, the plot contains the daily means which have been interpolated to

in the electronic equipment (MITREX modems) used to perform the experiments, dominates

during tau (averaging time) 1 to 50 seconds and appears as a slope of tay—frac12, After an
inflection near tau!7 (50 seconds) a slope of tau® js seen which is the
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characteristic slope of flicker phase modulation noise (the «gtructure” seen in Figure. 1). The
physical source related to the flicker phase noise is not known with certainty. The average
phase flicker floor as determined by the TDEV statistic is near 200 picoseconds which is close
to but not exactly at the classical variance of the mean of a typical 300 second time transfer
experiment, which is where the location of the inflection point should be if the noise were
strictly white PM[9], which it s not. Near tau® seconds (= 1 day) the slope is tau' which
indicates flicker frequency modulation noise and is contributed by the TUG commercial cesium
clock. The ADEV statistic at a sampling time of taub! seconds (15 days) gives an estimated
instability level of 8 parts in 10'® as the flicker frequency floor. These results are similar to
the results presented at the 25th Annual PTTI meeting in a paper on the calibrated TWSTFT
link between the U.S. Naval Observatory in Washington, DC (USNO(MC2)) and the U.S.
Naval Observatory Time Service Substation in Richmond, FL (NOTSS(HPSO7]A))“”. The
flicker phase floor determined from the TDEV instability statistic for TWSTFT, compared at
an averaging time of 100 seconds, is more than an order of magnitude improved over that
recently estimated from a new low—cost generation of GPS timing receiversi12l.

Figure 4 shows a log sigma X (nanoseconds) versus log tau (seconds) plot of the time deviation
(TDEV) instability for USNO(MCZ)—NPL(H—maser). This plot contains instability estimates
from 63 daily runs each made up of 300 seconds worth of 1-pulse-per—second comparisons
with one run being of 1500 seconds duration. In addition, the plot contains the daily means
which have been interpolated to daily values from the unequally spaced data. As expected
there is little difference in the phase noise compared to that shown for TUG in Figure 3 so
the phase instabilities are similar. The frequency performance of the maser-to—-maser timing
link shows improved FM instability estimates when compared to the Figure 3 maser-to—cesium
comparison. The ADEV statistic at an sampling time tau®! seconds (15-days) gives a value of
4 parts in 10'% as the flicker frequency floor.

CLOCK AND TIME SCALE MONITORING USING TWSTFT

Figure 5 shows time differences of commercial cesium clocks from FTZ, TUG and NOTSS
against PTB(CS2) which is a laboratory cesium frequency standard operated as a clock. The
USNO(MCZ)—NOTSS(HP5071A) timing data are obtained by an independent and calibrated,
by the method of co-located antennas, TWSTFT link using SBS-61111.

Figure 6 shows USNO hydrogen maser clocks N4 and N5 and the USNO(A.IMEAN) time
scale compared, by empirically calibrated TWSTFT, again against PTB(CS2). Individual linear
rates have also been removed from each clock difference by the method of linear least squares.
From inspection of Figure 5 and Figure 6 shows that the clocks stay together very well in
time. The cesium clocks shown in figure 5 indicates a slightly higher amplitude of variation
over the hydrogen maser clocks in this comparison. There is perhaps some common structure
seen in both in Figure 5 and Figure 6 and best indicated by the “dip” near MIJD 49565. This
simple analysis using TWSTFT time comparison data might be useful because it will allow for
detection, characterization, and isolation of correlated local environmental effects on clocks
that might not otherwise be detected, and it can be done in near real time.

An extremely useful and clegant algorithm, given with pseudocode, has been recently reported
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that generates power spectral density (PSD) estimates, “a digital Spectrum analyzer (DSA).”
The DSA makes use of digital filters and by application of one or two stages of filtering to form
an estimate of the PSD of the input datall3], The DSA method, when added to Fourier, phase
dispersion minimization and other methods of periodic signal detection, is a nice independent
way to detect periodic signals in time and frequency data, since no single method is “best”
for analysis of periodic signals in all data, Figure 7 shows a PSD estimate generated using

greater than 0.1 are related to the original unequally spaced sampling rates. The peak at 1
month is probably related to monthly steering of USNO(MC2) towards UTC(BIPM).

important. The new knowledge and information that TWSTFT supplies to decision makers is

TWSTFT more automated and make data analysis much easier and more automated. Data

and can only improve accuracy and stability estimates.
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QUESTIONS AND ANSWERS

MARC A. WEISS (NIST): For the one-day estimate of TDEV, you said the data were not
evenly spaced. I'm wondering how you got a4 one—day estimate.

J.A. DeYOUNG (USNO): Right. What I did was, the data is taken three times a week; so
we have Monday, Wednesday and Friday. I simply interpolated linearly interpolated values to
fill in in-between the actual measured values. [ mean, that’s the best we can do.

Well, I sce a few heads shaking out there. There are lots of ways we can do something like
that. I mean, you just have to pick one, and that’s the one [ picked to do. There was another
one somewhere up here [ believe.

FRED WALLS (NIST, BOULDERY): The seven—day, 14-day, and 31-day peaks are what
you would expect from environmental things in laboratories where people come and go. I'm
pleased actually to sce it show up in your data, because I think it means that if you would
make your sampling coincident with 4 one-week period, that a lot of those fluctuations would
be diminished.

J.A. DeYOUNG (USNO): Yes, that’s quite possible. PSDs are very inherently difficult to
interpret as to the source of where those peaks are coming from. That’s one possibility that
i's coming from that source. I just assumed it was coming from my interpolating the data
that was at two-day intervals. Because if you look at all the combinations of the sampling,
from Monday, Wednesday to Friday, that’s two~day gaps. Then over the weekend, you have a
three—day gap; and then over the week you have the five-day sampling Monday to Friday; and
then you have the week again. Almost all of those peaks are almost exactly right where you
expect those to be from that. It’s possible it’s from the source that you’re mentioning.

TOM PARKER (NIST): By doing a linear interpolation on data with typically Monday-
Wednesday-Friday-type analysis, you’re going to underestimate TDEV at one day by about a
factor of somewhere between two and three. So the data is overly optimistic at one day.

J.A. DeYOUNG (USNO): Do you have a suggestion as to how to —- I mean, if we’re
dealing with unequally-spaced data, what’s the better way then? Do have a suggestion for
that?

TOM PARKER (NIST): Well, I'll tell you what I did. T took some comparable GPS data
that I had on one-day intervals and edited out all the points that didn’t correspond to the
two-way. So with the GPS data, I could get both ways with the two-way density and with the
full one—day density and just made 2 comparison. That’s where the two-to—three comes from.
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Abstract

In July 1994, the US Naval Observatory (USNO) Time Service System Engineering Division
conducted a field test to establish a baseline accuracy for two-way satellite time transfer synchro-
nization. Three Hewlett-Packard model 5071 high performance cesium frequency standards were
transported from the USNQ in Washington, DC to Los Angeles, California in the USNO’s mobile
earth station. Two-Way Satellite Time Transfer links between the mobile earth Station and the USNQ
were conducted each day of the trip, using the Naval Research Laboratory(NRL) designed spread
spectrum modem, built by Allen Osborne Associates(AOA). A Motorola six channel GPS receiver
was used to track the location and altitude of the mobile earth station and to provide coordinates
Jor calculating Sagnac corrections for the two-way measurements, and relativistic corrections for
the cesium clocks.

This paper will discuss the trip, the measurement systems used and the results from the data
collected. We will show the accuracy of using two-way satellite time transfer for synchronization
and the performance of the three HP 5 071 cesium clocks in an operational environment.

INTRODUCTION

The purpose of this experiment was to demonstrate our ability to accurately calibrate remote
precise time laboratories and Department of Defense (DOD) installations using two-way satellite
time transfer techniques 1. Although the USNO has participated in two-way experiments
for years, little work has been done in performing absolute calibrations of remote sites using
this technique. When the need for high accuracy calibrations to remote DOD sites arose, the
two-way satellite time transfer technique was selected because of jts greater accuracy (+ 1 ns)
than the Global Positioning System (GPS). This accuracy of two-way has been demonstrated
at the USNO and other laboratories, but tWo-way accuracy had not been demonstrated in the
field, in particular in the east-west direction where Sagnac effects are significant.

CLOCK TRIP

For this experiment a two-member team drove the USNO’s mobile earth station from the
USNO in Washington, DC to Los Angeles, California and a second two-member team drove
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it back to the USNO (see Figure 1). Two-way measurements were made each day to provide
a precise time link between the three cesium clocks in the van and the USNO. The trip was
started on July 11th, 1994 and completed on July 22nd.

The USNO’s mobile earth station is a Ford Econoline 350 van with a folding Ku-band 1.8
meter dish antenna on the roof, a generator, air conditioning and three equipment racks of
electronics to support the antenna and two-way operations. For this trip three Hewlett—Packard
5071A high performance cesium frequency standards, a PC-based data acquisition system, and
a Motorola six channel GPS receiver were added.

The data acquisition system consisted of an industrial grade PC manufactured by Texas Microsys-
tems Inc. controlling a Stanford Research SRG50 time interval counter, 4 Hewlett-Packard
3488 VHF switch and the GPS receiver. The GPS receiver was mounted inside the PC and
connected to one of the PC serial ports. The clocks and the GPS receiver 1 pps (1 pulse per
second) were intercompared every minute with the time interval counter. The GPS position
information was logged every 10 minutes. While the mobile earth station was at the USNO,
a 1 pps from the Master Clock was also connected to the VHF switch so that the clocks
were compared against UTC USNO. This was done before and after the trip to establish the
performance of the clocks while they were in the van.

In order to calibrate the two-way system, repetitive two-way measurements between our 4.5
meter base station and the mobile earth station were taken. A calibrated 1 pps and a 5 MHz
reference signal, both from the USNO Master Clock, were connected to the modem in cach
ecarth station. With this setup the resulting measurement, one clock measured against itself,
should be zero, if the transmit and receive delays are identical through the modem, the earth
station, the satellite and back, and the cable delays from the reference clock are the same. In
reality this is not the case and the resulting measurement will be the calibration factor that is
applied to the measurements throughout the experiment. The calibration factor measured to
be 243.3 nanoseconds. After returning from the trip this calibration procedure was repeated
to verify that the delays through the two-way system had not changed.

The trip was started after a final calibration run. After arriving at a destination in the evening,
the van was fucled and parked in the hotel parking lot so that there was good satellite visibility.
The clocks and measurement equipment were transferred from inverter power to generator
which kept the equipment and air conditioner operating throughout the night. The satellite
was located and the equipment was set up in preparation for the time transfer measurement
in the morning. For this experiment and most of our domestic two-way operations we use
Satellite Business Systems satellite SBS-6.

In the morning the satellite was re—acquired and then, typically, three two-way measurements
were obtained. Each result consisted of 300 averaged 1 pps measurements. The AOA modems
used for this experiment operate in a source/target configuration. The modem in the van was
operated as the source and the target was at the USNO. This gave the travelers control of
the satellite link and the two-way measurements. The two-way measurement data from the
target modem was transmitted back over the satellite link to the source modem, allowing the
results of the measurement sct to be calculated. This allowed the field members to evaluate
the measurements and to look for anomalies in the data being collected.
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The two-way data collected each morning were used to measure the time of the three cesium
clocks in the van. The GPS receiver position data were used to calculate Sagnac corrections
for the two-way measurements and to calculate relativity corrections for the clock data. The
1 pps from the GPS receiver was used as a coarse rule to compare the clocks.

RELATIVISTIC EFFECTS

The data collected throughout this experiment needed to be corrected for relativistic effects.
There are many excellent references 11-51 on the derivation and theory behind these effects;
therefore, they will only be touched upon briefly in this paper. Due to the rotation of the
carth and the satellite, the path lengths (from one ecarth station to the satellite to the other
carth station and back) during a satellite two-way time transfer are not symmetrical. This
phenomenon is referred to as the Sagnac effect. The time difference caused by this effect
is given by 2wA/c?, where c is the velocity of light, w is the Earth’s rotation rate, and A is
the area defined by the projection onto the equatorial plane by the segments connecting the
satellite and the Earth’s center to the two earth stations 1. Figure 2 is a plot of the Sagnac
corrections needed for the two-way data taken during the trip.

There are three main components of relativistic corrections that need to be addressed for the
clock trip elapsed time. These corrections are due to height (red shift), velocity (Doppler shift),
and cast-west motion. The equation used to calculate these corrections is:

At = /path ds [1 —g(d)h/ct + %(v/c)2 + (%av,; cos ¢ (1)

where g(¢) is the acceleration of gravity, vy is the ground velocity of the clock having an
castward component , h is the altitude above the geoid, w is the angular velocity of rotation of
the Earth, a is the Earth’s equatorial radius, and ¢ is the geographical latitude 131,

The GPS receiver provided most of the information needed to solve the above equation. Every
10 minutes the position of the van (height, latitude, and longitude) and the time were gathered
from the GPS receiver and stored on the PC.

The height correction:

9(e)h/c* (2)

of 82.57 ns turns out to be the dominant clock trip relativistic correction term in this experiment
due to the trip length of 11 days and the vast height differences encountered along the trip,
for instance Washington, DC is at 55 meters while part of Colorado is over 3000 meters(see
Figure 3). Since this term does not depend on velocity, but on height, it is continuing to
have an effect as long as there is a height differential. Therefore, the clocks were realizing
a relativistic change of rate even when the van was parked for the night at a location with a
different elevation than that of Washington, DC.
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The east-west correction:

w
3 W €0 ] (3)

ends up being an integration of east(west) velocity over time, which is then just the distance
traveled east(west). Since this term turns out to be proportional to the distance traveled and
independent of velocity, it would be the same whether a van or, for instance, an airplane was
used for the clock trip. For a round trip (east-west, west—east) this term cancels out at the
conclusion of the trip, but gives a necessary correction to the data during the trip.

The Doppler term is:

0k ()

Even though the van traveled very slowly compared to the speed of light, the 11 day trip was
long enough to give the Doppler term a non-negligible correction of 1.24 ns. Figure 4 shows
the three different contributions along with the total relativistic correction for the trip.

It is interesting to compare these clock trip data to what we would have seen on a airplane trip
from Washington, DC to Los Angeles and back. We will assume an average air speed of 550
miles per hour and an average altitude of 25,000 feet. The height correction for the round trip
calculates to be -28.2 ns, while the velocity correction would be 11.4 ns. Therefore the total
correction to the clock data would be -16.8 ns as compared to the -82.6 ns of the van trip.

DATA

The two-way time transfer method was used to compare cesium clock serial #254 vs. the
Master Clock at 12 different sites during the round trip. The phase data being logged between
clocks #254, #4106, and #227 locally in the van (sce Fig. 5) along with the two—-way data
was used to calculate the differences between the Master Clock and the clocks #416 and
#227 during the trip. The relativistic corrections due to the clock trip were then made to the
cesium clock — Master Clock data after Sagnac effect corrections to the two-way data had
been taken into account. Figures 6-8 show the raw data and the data corrected for both the
two-way Sagnac and relativistic clock trip effects. In Figures 6-8 the data that are bunched
together at the beginning and the end of the plots were taken at USNO with the Master Clock
directly connected to the measurement system, while the individual points were obtained via
the two—way time transfer method.

The cesium clocks performed very well considering the less than ideal environmental conditions
inside the van during the trip. The clocks experienced approximately 40 degree temperature
swings and considerable vibration. The Allan deviations of the cesium clocks as measured in
the van during the trip were:
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hr | #227-#416 [ #254-#227 | #254-#416 #pointﬂ
1 1.14¢-13 1.18¢-13 1.18e-13 415
2 8.21e-14 8.06¢e-14 8.44¢-14 207
4 5.93e-14 5.85¢-14 0.38¢-14 103

8 4.52¢-14 381e-14 4.47e-14 51
10 3.18¢-14 2.80¢c-14 3.59-14 25
32 2.32e-14 2.46e-14 3.24e-14 12
64 1.83¢-14 1.3%-14 2.38e-14 6
128 1.50e-14 7.38e-15 1.82¢-14 3

Clock pairs 227-416 and 254-227 had stabilities that were below the specifications given by the
manufacturer for clocks under environmental control(see Figure 9).

CONCLUSION

This experiment has shown that the two-way time transfer method can be used to accurately
calibrate remote precise time laboratories and DOD installations using the necessary Sagnac
corrections to the data. Also, it is necessary to take into account the effects of relativity when
using a portable clock to do remote synchronization no matter what the mode of transportation
of the clock. The three HP 5071 clocks performed very well in less than ideal conditions,
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LOCAL CLOCK COMPARISON
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QUESTIONS AND ANSWERS

DAVID ALLAN (ALLAN’S TIME): A question regarding the regression that you did to
determine the frequency during the trip from the data. As near as I can tell, it looks like you
did a linear regression to all of the phase points. Is that correct?

PAUL WHEELER (USNO): Yes.

DAVID ALLAN (ALLAN’S TIME): Given your sigma tau plot that the noise is white
noise frequency modulation, which is random walk of phase, the optimum interpolater for the
frequency while you were on the trip would be the end-point from the beginning and the
beginning point of the end, to give you a better estimate of frequency than the linear regression.
Thank you.

SIGFRIDO M. LESCHIUTTA (IEN): Could you please elaborate to me concerning the
two calibration processes? One was done before and after the trip. What was done really?

The second, have you made any calibration before and after each session, calibration of the
orbital treatment?

PAUL WHEELER (USNO): The calibration —- we do it a couple different ways. For this
experiment, since the clocks in the van, we wanted to measure the clocks that were taken with
us the same way at the Observatory as we did in the field. So we did two-way time transfer
between the two stations right there at USNO, our base station being measured against the
USNO Master Clock. The mobile air station being measured against one of the clocks in the
van. Right after that session, we then measured that clock with a cable, to our acquisition
system, against the Master Clock and determined the difference between the two ways.

The second question, the answer is no. It was strictly before we left and when we returned,
and nothing in-between.
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Abstract

With the completion of a 24 operational satellite constellation, GPS is Jast approaching the
critical milestone, Full Operational Capability (FOC). Although GPS is well capable of providing
the timing accuracy and stability figures required by system specifications, the GPS community will
continue to strive for further improvements in performance.

The GPS Master Control Station (MCS) recently demonstrated that timing improvements are
always composite Clock, and hence, Kalman Filter state estimation, providing a small improvement
to user accuracy.

INTRODUCTION

Though well capable of mecting and/or exceeding customer expectations, the GPS Master
Control Station (MCS) will continuously search for safe and efficient methods for improving
GPS timing accuracy and stability performance. The most recent improvements have focused
on fine tuning the Continuous Time Update Process Noises (a.k.a. gs) for all GPS satellite
frequency standards.

Process noises are nothing new to the timing community. Many time scale algorithms update
these parameters dynamically for their respective systems. As in many Kalman Filters, the
Defense Mapping Agency (DMA) periodically reviews their q values for their OMNIS compu-
tation program. OMNIS, like the MCS Kalman filter, estimates the ephemeris, solar, and clock
states for 25 GPS satellites(3I. However, up until 6 Oct 94, the timing community had never
undertaken the task of re-qing an entire operational GPS constellation in the MCS Kalman
Filter.

Thanks to the generous input from several outside agencies, we now employ process noise
values that are unique to the individual characteristics of the 25 operating frequency standards
on orbit. Perhaps more importantly, we now also have the precise data, know-how, tools, and
procedures to safely and efficiently review and update our q values on a periodic basis.
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RUBIDIUM CLOCK ESTIMATION

Each GPS satellite uses one of two different types of atomic clocks to provide a stable output
frequency, to, in turn, generate accurate navigation signals. The majority of Block I/ITA GPS
satellites currently use one of two available Cesium (Cs) frequency standards. Orbiting Cs
clocks demonstrate reliable performance, with one—day stabilities ranging between 0.8 X 10713
to 2.0 x 10~ 1311314151, The drift rate term for a Cs frequency standard is typically on the order
of 1 x 1072 s/s2 or less. Such a small drift rate term, an order of magnitude smaller than our
time steering magnitude, has negligible effects on GPS timing (hundredths of a nanosecond
over one day). Because of its relatively insignificant effect on frequency estimation, the MCS
currently fixes the drift rate estimate to zero for all Cs frequency standards (on-orbit and
ground based).

Two Rubidium (Rb) clocks also reside on each Block IVIIA satellite. Rb clocks do exhibit 4
significant aging characteristic, typically on the order of 1 x 101% s/s%. However, if a filter
properly corrects for drift rate, the typical one—day frequency stability of a Rb clock state is
significantly better than that of a Cs (0.6 x 107! versus 1.0 x 10-13) 13,4151 Unfortunately, in
the past, our Kalman Filter had difficulty estimating drift rate. As a result, Rb clock estimates
have had somewhat large variances, causing, in turn, increased difficulty in estimating frequency.
Although a Rb clock itself is usually more stable than a Cs at one day, the stabilities of the
MCS’s Kalman filter Rb clock states have, in the past, been worse than those for Cs clocks.

This filter instability has impeded the MCS from incorporating their inherently better stability
into GPS time calculations. Consequently, the timing community has been uncasy about using
Rb clocks in GPS. Of the first 24 operational satellites, we initialized only three with Rubidium
clocks.

Despite this reluctant attitude towards using Rubidium clocks, many have realized that as
Cesium clocks teach their respective ends of operational life, we will have no choice but to
use more Rubidium clocks. In any casc, it scemed counterintuitive that GPS was not making
the most use of our most stable clocks. In early 1994, the 2 SOPS Navigation Analysis Section
began tackling this long—standing concern. Because the problem resided in estimation, as
opposed to physical clock performance, the Kalman Filter really only needed a fine tuning.

Deriving New Rubidium Clock gs

The MCS Kalman filter performs recursive time and measurement updates of the state residuals

and covariances. In pure prediction, the clock state covariances are functions of the system gs
s}

ot + @t +qat® /20 qat?/2+ gst?/8 qat®/6
P= q2t?/2 + qat*/8 @t +@t®/3 qat®/2 (1)
qat®/6 a3t? /2 qat

The Naval Research Laboratory (NRL) produced a report for 2 SOPS (ALL-5, 27 Jan 94), on
SVN25. The report included a series of drift rate plots for the Rb clock that was active from
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Mar 1992 until Dec 1993. NRL plotted S, 10, 20, and 30-day averaged values for drift rateft1l.
In analyzing the 30-day average plot, we noticed that the drift rate changed significantly more
during the first 90 days than during the remaining operational time [Figure 1].

From the above P matrix, in pure filter prediction, the system variance for drift rate is the
scalar time product of gs:

Ca = a3(7)(2) (2)

Using the above equation, along with the NRL data, we derived new g values, both from the
90-day initialization period, and from the remaining period, and we compared these to the old
system q values:

q value OLD INITIAL NEW NORMAL

Drift Rate (¢3) 9.00 x 10-%252/5¢ 135 x 1074352 /% 6.66 x 10~4552 /P

We also looked at calculating a new drift (frequency) q value. The old Rb q value for drift,
4.44 > 10752 /3 was the same as that for Cs, We chose g2 =2.22 x 103252 /s3141. Again, to
be conservative, and to allow the filter to handle any possible instability resulting from clock
“warm-up”, we set the initialization ¢, value to 3.33 x 107%252 /3. We kept the phase (bias) ¢
unchanged. Below is a comparison of the old set and the two new sets of process noise values
for Rubidiums:

q Value OLD INITIAL NEW NORMAL
Bias (¢;) L11x 107222 /s 111 x 1072252 /s 1.11 1072252 /g
Drift (¢3) 444 > 1072262 /5% 3,38 % 1073252 /53 222 x 1073252 /3

Drift Rate (g3) 9.00 x 1074252 /5 1.35 x 1074%% /5% 6.66 x 1074552 /P

Of course, one might question using 30-day averaged drift rate values for deriving g3 —could
the drift rate change by an unacceptable amount during those 30 days, thus undermining the
premise of these calculations? Well, in the past, NRL has been able to apply as much as a 150
day flat-average aging correction to their Allan Deviation plots—plots showing one-day stability
figures similar to SVN25’s10], The implication is, if the Filter has a good drift rate term, that
value can essentially be fixed for, in some cases, up to 150 days, without significantly degrading
the one-day accuracy of the other clock states. Certainly, assuming drift rate consistency over
30 days, let alone 150, was safe for deriving the above q values for the MCS Kalman filter.

SVN9 End Of Life Testing

50th Space Wing approved a 1 SOPS and 2 SOPS joint effort to conduct End Of Life testing on
SVN9 during March and April 1994 [19]. As part of the plan, Rockwell suggested dedicating
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7-8 days for testing Rubidium clock drift rate estimation. We used the “New Normal” g values,
and monitored the resulting system performance.

The test, which lasted 8.7 days, produced very encouraging results19. At the end of the
test, with tighter process noise values, the Kalman Filter converged on a drift rate value of
_238 x 10~ '8s/s?, with an associated standard deviation of 1.99 x 10~19s/s? (compared to a
typical standard deviation of 1.0 x 10~ 18s/s2, using the old ¢ values). Using an off-line tool,
Rockwell derived post-processed values for comparison. Using a simple slope of their A,
(frequency) estimates over 7 days, Rockwell’s drift rate estimate was —2.44 x 107 18s/s%, well
within one sigma of the filter’s estimate. The National Institute of Standards and Technology
(NIST) Report on SVN9 End of Life Testing pointed to a value of —2.32 x 107 !%s/s181,
also well within one sigma of the Filter estimate. These comparisons indicated that the
Filter had performed as designed-to converge on a more accurate drift rate estimate, with a
correspondingly representative error estimate (standard deviation) [Figure 2J.

By, in cffect, “clamping” on the filter estimate, one must question whether this covariance
tightening 1s too restrictive, limiting the filter’s capability to respond to normal clock movement.
We used two MCS parameters to test this capability.

a. The first parameter was the Measurement Residual Statistical Consistency Test (MRSCT).
Essentially, the MRSCT decides whether or not to accept Pscudoranges (PRs). Over 8.7
days, the Filter accepted each and every smoothed PR for SVN9. The average PR residual
(PRR) was no higher than that of a typical healthy, operational vehicle, or SVN9’s prior
to the test.

b. The second parameter was the Estimated Range Deviation (ERD). The ERD gives a
good indication of the range error a user is experiencing, based on the current navigation
upload residing in the vehicle. Over the 8.7 days, we uploaded SVN9 only once per day,
and the ERD RMS never once exceeded 3.1 meters-well within our ERD criteria of 10
meters. Correspondingly, the one-day User Range Accuracy (URA) dropped from 5.0
to 3.8 meters, and the four—day URA dropped from 33.0 to 13.0 meters. In hindsight,
we could have even set SVN9 healthy during the test, and netted a small improvement
to global coverage and accuracy [Figure 2].

In short, results from the SVN9 drift rate test indicated that Filter estimation worked quite
better with the reduced process noise (g) vaiues.

Real World Implementation Of The New Rubidium gs

On 18 Mar 94, we began applying these results towards real-world SVN10 and SVN24 clock
estimation. Since, at that time, SVN24’s Rb was less than three months old, and since SVN10
is a Block I, always susceptible to the effects of eclipse seasons, we selected the “Initialization”
gs instead of the “New Normal” gs.

For SVN10, during the three months prior to the test, ERDs exceeded 5.0 meters on 19 separate
days. During the three months after the new gs were installed, SVN10 ERDs didn’t once
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exceed 4.8 meters. In addition, our Smoothed Measurement Residual (SMRES) tool showed
that SVN10 residuals from the DMA monitor stations, since 18 Mar 94, have been consistent
with those prior to 18 Mar 94, as well as those for our other satellites. Similarly, between
these two time periods, SVNI10’s time transfer crror dropped from 14.6 to 9.9 nanoseconds
(RMS), according to United States Naval Observatory (USNO) datalsl. These data points,
from independent agencies, further show a significant improvement in satellite accuracy.

Similar to SVN10’s, the ERDs for SVN24 decreased after 18 Mar 94, Additionally, after
installing the “New Normal” gs on 24 Apr 94, from that time to the present, the Filter has
easily and consistently accepted SVN24 PRs. Likewise, SVN24 residuals from DMA, since 24
Apr 94, have been as good or better than those prior to 24 Apr 94, and better than those
of the other 23 operational satellites. In terms of upload accuracy, SVN24’s ERDs routinely
exceeded 4.0 meters prior to 24 Apr 94. Since 24 Apr 94, SVN24’s ERDs have rarely exceeded
3.5 meters, and have typically stayed under 2.5 meters. SVN24, now, is one of our two most
accurate satellites. To complete the usefulness of this improvement, on 28 Apr 94, we included
SVN24 into the GPS composite clock, allowing it to better stabilize GPS time.

For the time being, after the 2 SOPS has initialized a Rubidium clock for 7-14 days, we’ll
probably install the “Initialization” gs for 90 days. At the three month point, assuming nominal
clock performance, we’ll likely install the “New Normal” gs. Also, at three months, we will
aggressively consider including that satellite into the GPS composite clock—a Block II/IIA
Rubidium clock estimate, now properly corrected for drift rate, now has a better one-day
frequency stability than those of each of the on-orbit Cesiums. The GPS community, as a
whole, can now at least tame a long existing ambivalence we’ve had about using Rubidium
clocks in operational satellites. A Rubidium clock, now properly tuned in the Kalman Filter,
significantly improves GPS timing and positioning accuracies. Currently, five GPS satellites use
Rubidium clocks. One, in particular, SVN36, is arguably now our most accurate satellite.

CESIUM CLOCK ESTIMATION

Having resolved perhaps the most significant recent problem with GPS clock estimation through
improved Rubidium gs, we decided to expand this opportunity for improvement to the remainder
of all on-orbit GPS frequency standards: Cesium (Cs) clocks. As demonstrated earlier, deriving
clock gs involves two main steps: 1) obtaining data that can accurately describe the behavior
of the clocks involved, and 2) mathematically translating this behavior into the gs themselves.

DMA has already been doing exactly this. A snapshot of some recently-derived DMA gs shows
values that are, for the most part, unique to the individual clocksP. DMA's gs vary significantly
between satellites. In contrast, prior to 6 Oct 94, the MCS gs were equal for most GPS Cs
clocks. Also noteworthy is that the MCS’s q:1 value was less than each of DMA's equivalent q,
values3l:;
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MCS q Values DMA ¢ Values
Smallest Largest

Bias (q1) 1.11x 1072%/s 425 x 10-22:2/s  4.35 x 1072}s%/s
Drift (q2) 4.44 x 10757 /¥ 7.35 x 107332 /s7 516 x 1073252 /s*

This comparison raised two questions: 1) Would uniquely tuning the gs provide a significant
improvement to GPS performance? 2) Does a legitimate reason exist for deliberately having
lower q; terms in the MCS Kalman Filter? The remainder of this paper answers the first

question. The second question, however, is more philosophical.

MCS software experts will argue that a fundamental difference in purpose between the respective
Kalman Filters at the MCS and at DMA constitutes 4 legitimate reason for using different
qi terms. Since the MCS Kalman Filter is designed, in part, to provide accurate 24 hour
predictions for navigation uploads, one could argue that we might want to deliberately keep
our q; low to reduce the gain, and hence, prevent a situation whereby a noisy Kalman update
could skew a 24-hour navigation upload prediction. Timing experts, however, will argue that
tinkering with this parameter can be dangerous, since doing so can impose a configuration
inconsistent with the basic intended design of a Kalman Filter. Both sides have very legitimate
arguments.

Deriving New Cesium Clock gs

Analysts at NRL provide timely, accurate, and understandable reports on GPS clock perfor-
mance. In particular, we now greatly utilize their Allan Deviation [02(7)] plots, created from
DMA precise ephemeris data. The following equation relates the Allan Variance [o%(7)] to
Kalman Filter gs. This equation assumes independence between each sample frequency pairfZl.

o2(7) = q (771) + (1) /3 + 4a(r*) /20 (3)

In order to relate current clock performance (via the Allan Deviation) to the system gs, we
try not to use data more than 90 days old. Unfortunately, by only using 90 days of data, we
experience the tradeoff of degraded confidence intervals for 7 > 20 days. For Cesium clocks,
this is 4 non—concern, since we currently fix the drift rate and g3 values to zero. For Rubidium
clocks, however, the degraded confidence intervals, combined with the difficulty of correcting
for drift rate without violating the sample frequency pair independence assumption, makes
calculating the last term dangerous. As demonstrated earlier in this paper, we now have very
suitable g3 values for Rubidium clocks. Thus, for 7 < 20 days, we can substitute these into the
Allan Variance equation, and simply solve for q and q2. Then, we can compare our theoretical
values to empirical values, using NRL Allan Deviation plots (with flat aging corrections applied
for Rubidium clocks)21.

One other concern relates to measurement noise. The data from NRL, and hence from DMA,
has a fairly certain amount of measurement noise. The MCS’s parameter for measurement
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noise, which we’ll call qq, accounts for some of the GPS monitor station (MS) receiver noise,
some of the satellite clock’s white and flicker phase noise, MS location errors, and general
modeling errors. DMA has a similar parameter designed to account for measurement noise,
currently set to (45 em)? 22 0.20 m2. For years, the MCS set this parameter at 1.0 m?2. Thanks
to recently refined MS location coordinates from DMALI6I the MCS was recently able to reduce
o to (0.86 m)? = 0.74 m2. We derived this value using 500 Pseudorange Residual values from
a widely distributed assortment of times and satellite-MS combinations. Our new value of
0.74 m?, not surprisingly, is not a dramatic reduction from 1.0 m?, but nonetheless is consistent
with our expectation of improvement from the new coordinates:

y/(1.00? — 0.862) = .51 (meters) (4)

One might suggest using DMA’s lower value. However, since our parameter accounts for more
than just pure white measurement “noise”, our parameter is higher for a legitimate reason.
Although not purely white phase noise in nature, noise associated with measurements can tend
to misrepresent the stability of the estimated clock states. We can roughly express the instability
resulting from this representation error asiil:

77(7) = 3q0(77?) (5)

By assuming independence between this representation error and the other noise processes on
a given clock, the equation for the Allan Variance of the measured clock adds an additional
term(7];

() = 300(r %) + g1 (771 /3 + ga(r%) /20 (6)

We created a Basic program to plot the theoretical a(7) values, using the above equation, for
7 = 0.1 to 100 days. Using recent precise ephemeris o(r) plots from NRL2] along with the
Basic program, we derived new q values for all satellites [Figure 3]. Note that the Rubidium
qs remained unchanged. The Rb gs we derived earlier this year are, and have been, consistent
with true clock performance. Nonetheless, Figure 4 shows how the theoretical Allan Deviation
does change significantly for, in particular, SVN21 and SVN23, by using the newer gs.

The current MS bias and drift gs, 1.1 x 10722 /s and 4.44 x 10732 2/g3, respectively, are
not representative of true MS clock performance. However, the MCS uses three separate
mini-Kalman Filters, a.k.a. “partitions” to individually estimate MS clock states. Since a
partition reconciliation algorithm keeps these states fairly consistentl4l, over time, the MCS
estimation structure effectively triples the weighting of the long term effects of MS clocks. With
this current q, value for MSs, this “triple weighting” produces, in a roundabout fashion, the
effect of using a q, roughly the same as the smallest satellite q,. We may tweak this parameter
in the future, but, for the time being, this effect produces a fairly accurate resulti1el,
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We also began using a newer set of gs during Cesium clock initialization. Below is a comparison
of the old gs, and new initialization gs we've derived:

Old q1 Old q2 Old g3 New q1 New q2 New q3
1072252/s 10‘32s2/53 10~4952 /55 107 2%s% /s 103252 /53 1074552 /5"
1.11 4.44 0 4.44 3.33 0

Testing The New Cesium q Values

We safely tested the validity of these changes on 3 Oct 94, using a Test & Training simulator
‘n the MCS. The results were impressive.

el

d

As expected, the state covariances converged to steady state values more truly represen-
tative of the unique short— and long-term variances of the individual clocks. Also as
expected, none of these new steady state covariances differed drastically from the typical
older values. The implication of these small, but significant changes is that the Filter
safely re-weighted clock state estimation based on true frequency standard performance,
as opposed to assumed performance equality (equal gs):

Value OLD VARIANCES NEW VARIANCES

(All Cs) (Minimum) (Maximum)
Bias  1.25 x 10717 1.07 x 10717s* 1.83 x 10717s*
Drift  3.20 x 1072752 /s? 1.38 x 102752 /52 4.38 x 107%7s?/s?

As expected, the current state residuals experienced small (not trivial, not severe) changes,
indicating that the Filter more responsibly distributed error to the appropriate states.

The MCS Pscudorange Residuals (PRRs) dropped from 1.61 m (RMS) to 0.87 m (RMS),
after the Filter reprocessed the same raw data with the new set of gs. This more
dramatically indicates that the Filter more responsibly distributed error to the appropriate
states, so well that Filter predictions can now have less systematic error, and hence, less
error when compared to smoothed measurements.

The consistency of MS clock states across the Kalman Filter partitions experienced a
small, but not trivial improvement (A 3.8% reduction in Bias divergence error, and 21.6%
reduction in Drift divergence error). Again, by more responsibly appropriating error
to the respective clock states, short—term MS clock state instability across the partitions
dropped.

Real-World Implementation Of The New Cesium gs

By installing these new gs on 6 Oct 94, we safely improved a) Kalman Filter clock estimation,
b) navigation error representation, and ¢) the stability of the GPS composite clock.
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The stability of GPS time, defined by the GPS composite clock, intuitively, should have improved
simply as a result of the improved weighting, again, by uniquely tuning the ¢s based on true
clock performance. When we used equal gs, the Allan Variance, a2 (r), of the implicit ensemble
of N equally weighted clocks (for 7 = 1 day) was approximately(dl:

N
oA(T) = 1/(N?) 3 o2 (7) (7)
i=1

Using the one-day Allan Deviation figures from NRL Quarterly Report 94-31151 the one-day
stability of this implicit ensemble was approximately 1.55 x 10~14,

By using clock-unique gs, the Allan Deviation of the now finely tuned implicit ensemble (for
7 = 1 day) is approximately(1.41:

N -1
oA(T) = [Z(UQZ(T))“IJ (8)

i=1

Incorporating the same one-day NRL Allan Deviation figures into the above equation, the
one-day stability of the implicit ensemble dropped to approximately 1.22 x 10~'4, Similarly,
the observed Allan Deviation of GPS time, derived from USNO-smoothed measurementsls.91,
also dropped, not only for r = 1 day, but for 1 < = < 10 days [Figure 5].

Important to note is a large improvement in extended (14 day) navigation performance. By
utilizing more representative (lower) g, values, the 14-day URA predictions have dropped to
lower, more representative values for most satellites. Figure 6 shows a comparison of the
typical 14-day URA values before and after 6 Oct 94, for all Block IIA satellites in estimating
partitions. Though not an absolute indication of extended navigation accuracy, by uniquely
tuning the gs, these URA values now, at least, have more validity than before. The 14-day URA
values for all healthy GPS satellites, since 6 Oct 94, have been well below the NAVSTAR GPS
System Operational Requirements Document (SORD) User Range Error (URE) specification
of 200 meters(17],

CONCLUSION

This fine tuning reinforces how deriving and installing clock-unique MCS Kalman Filter process
noise values can safely and significantly improve GPS timing performance. We will continue
to update these parameters on a regular basis. In the near future, we plan to review these
values every three months, and as needed (after a clock swap or a dramatic change in clock
performance).

Loral Federal Systems Division received a tasking to more comprehensively review these and
other data base parameters in 1995. We expect the results from their analysis to be more
precise than the above results, due to the extensive background of the team of experts that will
tackle this project.
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Nonetheless, this successful attempt at fine tuning the MCS gs helps pave a path for future
MCS data base analyses, and hence for future refinements to GPS timing performance.
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QUESTIONS AND ANSWERS

GERNOT M. WINKLER (USNO): Do you apply, or do you know whether anyone has
every applied, any modeling for the ground stations, the same as you model your 12-hour
satellite frequency change, which you observe? Has there been any modeling of the ground
station?

STEVEN HUTSELL (USAF): Ground station 12-hour periodics?
GERNOT M. WINKLER (USNO): Whatever.

STEVEN HUTSELL (USAF): Not that I'm aware of. I'm sure that there are seasonal and
other effects. We try to model some of our tropospheric values. Right now, we have default
values for those. LORAL Federal Systems Division has been working on that. The biggest
problem we’ve had is getting environmental sensors that we're comfortable with. Granted, we
haven’t tested it as much as we could, and that’s probably something we could look into more.
But for the time being, we are using database values.
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Abstract

for contributing data for the generation of International Atomic Time. We discuss three aspects of
this new format that potentially improve GPS common-view time transfer: (1) the standard specifies
the method for treating short term data, (2) it presents data in consistent formats including needed
terms not previously available, and (3) the standard includes a header of parameters important for
the GPS common-view process. In coordination with the release of firmware conforming to this
new format the Bureau International des Poids et Mesures will release future international track
schedules consistent with the new standard.

INTRODUCTION

The primary means of remote clock comparison for generating TAI is common-view GPS time
transferl!l | The global accuracy for this type of time transfer js currently less than 10 nsl2]

Understanding the sources of inaccuracy, the BIPM initiated an effort to standardize data-
taking methods used in receivers and data transfer methods used for reporting to the BIPM.
By combining this effort with the use of good coordinates, precise GPS satellite ephemerides,
and measured local ionospheric delays, we hope to increase the accuracy for common-view
time transfer3!

One of the major motivations for standardization is the implementation of Selective Availability
(SA) in GPS satellites. With SA, GPS timing is degraded as a way of limiting the navigation

*Work of the U.S, Governement not subject to copyright.
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accuracy available to the standard positioning service (SPS) user. This follows since navigation
in GPS is accomplished using measurements of time as received from satellites. If common-view
time transfer is performed strictly, that is, with measurements taken on identical seconds, and
with receivers which process the signals and the data identically, then the GPS satellite clocks
cancel completely. SA makes this need for strict common-view even more important. We
include in this paper some direct satellite data with SA and predict the effects on common-view
time transfer due to differences in receivers. Thus, a standard can improve time transfer by
allowing common-view time transfer to be done with different receivers and still cancel the
effects of the satellite clock.

The new format has potential to improve GPS common-view time transfer due to a number
of elements: (1) the standard specifies the method for treating short term data, (2) it presents
data in consistent formats including needed terms not previously available, and (3) includes 2
header of parameters important for the GPS common-view process. Essential to common-view
time transfer is that stations track satellites according to a common schedule. In coordination
with the release of firmware conforming to this new format the Bureau International des Poids
ot Mesures (BIPM) will release future international track schedules consistent with the new
standard. In this paper we summarize information about the short—term data processing, the
header and the data format. When developing the standard for a receiver, one should obtain
all the detailed information as reported in the Technical Directivestl .

SHORT TERM DATA PROCESSING

Data processing 1s performed as follows:

1. Pseudo-range data are recorded for times corresponding to successive dates at intervals of
1s. The date of the first pseudo-range data is the nominal starting time of the track. It is
referenced to UTC and appears in the data file under the acronyms MJD and STTIME.

2. Least-squares quadratic fits are applied on successive and nonoverlapping sets of 15
pscudo-range measurements taken every second. The quadratic fit results are estimated
at the date corresponding to the midpoint of each set.

3. Corrections are applied to the results of (2) to obtain estimates of the local reference
minus the Satellite Vehicle (SV) clock (REFSV) and of the local reference minus GPS
time (REFGPS) for cach 15 second interval.

4. The nominal track length corresponds to the recording of 780 short-term measurements.
The number of successive and nonoverlapping data sets treated according to (2) and 3)
is then equal to 52. For full tracks, the track length TRKL will thus equal 780 s.

5 At the end of the track, least-squarcs linear fits are performed to obtain and store the
midpoint value and slope for both REFSV and REFGPS. Since these two are related
deterministically by nearly a straight line they will have the same rms deviation around
the fit, which is also stored as DSG. In addition, least-squares linear regression gives the
midpoint and slope of the ionospheric and tropospheric model values, and the jonospheric
measurements if they exist.
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THE EFFECTS OF SA

We investigate the effects of SA by taking measurements every 15 s of GPS — UTC(NIST)
tracking different satellites from horizon to horizon. We took data sequentially from three
different satellites on two consecutive days, November 21-22, 1994. The satellites had pseudo-
random code numbers (PRN’s) 20, 22, and 25. Figures 1-3 show the data from the three
satellites, and Figures 4-6 show the time deviation TDEV of the three, respectively.

The new standard will cancel all the clock dither when used for common-view GPS time
transfer, provided that each of the two receivers involved track the same satellites over the
same time periods. If there is a difference of 15 s in the tracking, for example if onc receiver
tracks 15 s less than the other, then the clock dither of SA will corrupt the common-view time
transfer. We can estimate this by looking at the expected dispersion in time at due to SA at 15
S. The rms of the three TDEV values for 7=15 s is 11 ns. From the TDEV plots we see that
the slope on the log-log plots starts consistent with a model of 7 from 15-30 s. If we assume
a model of flicker phase modulation (PM) for 7=15 s this implies an expected time dispersion
of 13 nslSI . Over a 13 min track there are 52 estimates of REFGPS and REFSV each from a
quadratic fit over 15 s of data. Let us consider the case where one track is a full-length track
and the matching track in another receiver is 15 s short. If we can assume that the effects of
onc 15 s point average down in the lincar fit as the square root of the total number of points,
then we can expect the effect on the common-view time transfer to be

13ns
(1)

= 1.8 ns.
V52

Thus SA could add approximately 2 ns to a common-view uncertainty budget with only a
mis—-match of 15 s from exact common-view. With a goal of 1 ns we see the reason why a
standard for data taking can help common-view time transfer.

Many users receive GPS time directly from the satellites without using the common-view
method to compare with another lab. From considering the TDEV of SA, we can design a
filter that averages SA optimally, to allow users to obtain the best possible restitution of GPS
timelél . From the three TDEV analyses we see a bump rising from 1 min and dropping at 16
min. This effect could be due in part to a periodic behavior with a period of approximately 16
minf7l,8 . Averaging can improve the GPS restitution if the TDEV values drop with increasing
<insert 4>. Yet there is no indication in these data that the TDEV values drop significantly
beyond 16 min. This may be due to effects at the beginning and end of the tracks when the
clevation is low. This suggests limitations on the potential for filtering SA. Yet our data were
taken using a single channel receiver. A multi—-channel receiver could improve on filtering. It
may be that the combination of SA signals still drop in TDEV, allowing improvement from
averaging.

THE DATA FORMAT

The data format consists of:
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1. a file header with detailed information on the GPS equipment,
2. a line header with the acronyms of the reported quantities,
3. (3) a unit header with the units used for the reported quantities,

4. (4) a series of data lines, one line corresponding to one GPS track. The GPS tracks
are ordered in chronological order, the track reported in line n occurring after the track
reported in line (n-1). Each line of the data file is limited to 128 columns and is terminated
by a carriage-return and a line feed. The format for one line of data can be represented
as follows:

No measured ionospheric delays available

0000000000000000000000OOOOOOOOOOOOOOOOOOOOOOOO
0000000001111111111222222222233333333334444444
1234567890123456789012345678901234567890123456
PRN*CL**MJD**STTIME*TRKL*ELV*AZTH***REFSV*****
*************hhmmss**s**.1dg*.1dg****.1ns*****
*12*12*12345*121212*1234*123*1234*+1234567890*

00000000000000000000000OOOOOOOOOOOOOOOOOOOOOOOOOOOOOO11
4445555555555666666666677777777778888888888999999999900
7890123456789012345678901234567890123456789012345678901
*SRSV*****REFGPS****SRGPS**DSG*IDE*MDTR*SMDT*MDIO*SMDI*
.1ps/s*****.1ns****.1ps/s*.1ns*****.1ns.1ps/s.1ns.1ps/s
+12345*+1234567890*+12345*1234*123*1234*+123*1234*+123*

111111111111111111111111111
000000001111111111222222222
234567890123456789012345673
CK
*%

12optionalcommentsoptionalc

Measured ionospheric delays available

0000000000000000000000000000000000000OOOOOOOOO
0000000001111111111222222222233333333334444444
1234567890123456789012345678901234567890123456
PRN*CL**MJD**STTIME*TRKL*ELV*AZTH***REFSV*****
*************hhmmss**s**.1dg*.1dg****.1ns*****
*12*12*12345*121212*1234*123*1234*+1234567890*
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OOOOOOOOOOOOO000OOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOOO11
4445555555555666666666677777777778888888888999999999900
7890123456789012345678901234567890123456789012345678901
*SRSV*+***REFGPS**+*SRGPS#*DSG* IOE+MDTR*SMDT*MDI0+SMDI *
.1ps/s*****.1ns****.1ps/s*.1ns*****.1ns.1ps/s.1ns.1ps/s
+12345++1234567890%+12345%1234%123+1234*+123%1234%+123+

1111111111121123111141111111
000000001111111111222222222
234567890123456789012345678
MSIO*SMSI*ISG*CK
.1ns.1ps/s.ins**
1234*+123+123*120ptcomments

The following is an example of what the data looks like, using fictitious data.

Example (fictitious data)

GGTTS GPS DATA FORMAT VERSION = 01 '
REV DATE = 1993-05-28

RCVR = ACA TTR7A 12405 1987 14

CH = 15

IMS 99999 or IMS = AIR NIMS 003 1992
LAB = XXXX

X = +4327301.23 m

Y = +568003.02 m

Z = +4636534.56 m

FRAME = ITRF88

COMMENTS = NO COMMENTS

INT DLY = 85.5 ns
CAB DLY = 232.0 ns
REF DLY = 10.3 ns
REF = 10077

CKSUM = C3 or CKSUM = 49



No measured ionospheric delays available

PRN CL MJD STTIME TRKL ELV AZTH  REFSV
IOE MDTR SMDT MDIO SMDI CK

hhmmss s .1dg .1dg .1ns

3 8D 48877 20400 780 251 3560 -3658990
-27 BBhello

18 02 48877 35000 780 650 910  +56987262
281 +26 52

15 11 48878 110215 765 425 2700 +45893
+15 A9

15 88 48878 120000 780 531 2850 +45992

+16 18receiv. out of operation

Measured ionospheric delays available

PRN CL MJD STTIME TRKL ELV AZTH  REFSV
I0E MDTR SMDT MDIO SMDI MSIO SMSI ISG CK

hhmmss s .1dg .1dg .1ns
.1ns.1ps/s.1ns.1ps/s.1ins.1ps/s.1ns
3 8D 48877 20400 780 251 3560 -3658990

_27 480 -37 18 F4hello
18 02 48877 35000 780 650 910 +56987262
281 +26 9999 9999 999 89no meas ion

15 11 48878 110215 765 425 2700 +45893
+15 599 +16 33 29
15 88 48878 120000 780 531 2850 +45992

+16 601 +17 29 OOrec out

80

SRSV

.1ps/s

+100

-5602

+4892

+4745

SRSV

.1ps/s

+100

-5602

+4892

+4745

REFGPS

.ins
+4520

+5921

+4269

+4290

REFGPS

.1ns

+4520

+5921

+4269

+4290

SRGPS

.1ps/s

+100

-5602

+4890

+4745

SRGPS

.ips/s

+100

-5602

+4890

+4745

DSG

.1ins

21

350

306

400

DSG

.ins

21

350

306

400

221

123

56

556

221

123

55

55

.1ns

64

102

54

57

64

102

54

57

.1ps/s
+90

+61
-32

-29

+90
+61
-32

-29



The definitions of the acronyms used in the data format follow. Note that a * stands for a
space, ASCII value 20 (hexadecimal). Text to be written in the data file is indicated by * °.

File header

Line 1:
Line 2:

Line 3:

Line 4:

Line 5;:

Line 6:

Line 7;

Line 8:

Line 9:

Line

Line

Line

Line

Line

10:

11:

12:

13:

14:

’GGTTS*GPS*DATA*FORMAT*VERSION*=*01, title to be written.

REV*DATE*=*’ YYYY’”MM’-’DD, revision date of the header data, changed when 1
parameter given in the header is changed. YYYY-MM-DD for year, month and day.

'RCVR*=* MAKER'*TYPE*’SERIAL NUMBER’*’YEAR*’, maker acronym, type,
serial number, first year of operation, and eventually software number of the GPS time
receiver.

"CH*=* CHANNEL NUMBER, number of the channel used to produce the data included
in the file, CH = 01 for a one-channel receiver.

‘IMS*=* MAKER’*TYPE’*'SERIAL NUMBER’*’YEAR’*', maker acronym, type, serial
number, first year of operation, and eventually software number of the lIonospheric
Measurement System. IMS = 99999 if none.

‘LAB*=*" LABORATORY, acronym of the laboratory where observations are performed.

‘X*=*"X COORDINATE "*m’, X coordinate of the GPS antenna, in m and given with
at least 2 decimals.

'Y*=*'Y COORDINATE *m’, Y coordinate of the GPS antenna, in m and given with
at least 2 decimals.

"Z*=*" 7 COORDINATE *m’, Z coordinate of the GPS antenna, in m and given with
at least 2 decimals.

'FRAME*=*" FRAME, designation of the reference frame of the GPS antenna coordi-
nates.

"COMMENTS*=* COMMENTS, Any comments about the coordinates, for example the
method of determination or the estimated uncertainty.

INT*DLY*=* INTERNAL DELAY "*ns’, internal delay entered in the GPS time receiver,
in ns and given with 1 decimal.

"CAB*DLY*=* CABLE DELAY *ns’, delay coming from the cable length from the
GPS antenna to the main unit, entered in the GPS time receiver, in ns and given with 1
decimal.

'REF*DLY*=* REFERENCE DELAY "*ns’, delay coming from the cable length from
the reference output to the main unit, entered in the GPS time receiver, in ns and given
with 1 decimal.
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Line 15: 'REF*=* REFERENCE, identifier of the time reference entered in the GPS time
receiver. For laboratories contributing to TAI it can be the 7-digit code of a clock ot the
5-digit code of a local UTC, as attributed by the BIPM.

Line 16: '"CKSUM*=*’ XX, header check-sum: hexadecimal representation of the sum, modulo
256, of the ASCII values of the characters which constitute the complete header, beginning
with the first letter ’G’ of ’GGTTS in Line 1, including all spaces indicated as * and
corresponding to the ASCII value 20 (hexadecimal), ending with the space after '=" of
Line 16 just preceding the actual check sum value, and excluding all carriage returns or
line feeds.

Line 17: blank line.
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Acronyms

The following are the defintions of the acronyms

PRN: Satellite vehicle PRN number.
CL: Common-view hexadecimal class byte.
MIJD: Modified Julian Day.
STTIME: Date of the start time of the track in hour, min and second referenced to UTC.
TRKL: Track length, 780 for full tracks, in s.
ELV: Satellite elevation at the date corresponding to the midpoint of the track in 0.1
degree.
AZTH: Satellite azimuth at the date corresponding to the midpoint of the track in 0.1
degree.
REFSV:  Estimate of the time difference of local reference minus SV clock at the middle
of track from the linear fit, in 0.1 ns.
SRSV: Slope of the linear fit for REFSV 0.1 ps/s.
REFGPS:  Estimate of the time difference of local reference minus GPS time at the middle
of the track from the linear fit, in 0.1 ns.
SRGPS: Slope of the linear fit for REFGPS 0.1 ps/s.
DSG: [Data Sigma] Root mean square of the residuals to the linear fit for REFGPS
in 0.1 ns,
IOE: [Index of Ephemeris) Three digit decimal code (0-255) indicating the ephemeris
used for the computation.
MDTR: Modelled tropospheric delay at the middle of the track from the linear fit, in 0.1
ns.
SMDT: Slope of the modelled tropospheric delay resulting from the linear fit in 0.1 ps/s.
MDIO: Modelled jonospheric delay resulting from the linear in 0.1 ns,
SMDI: Slope of the modelled ionospheric delay resulting from the linear fit in 0.1 ps/s.
MSIO: Measured ionospheric delay resulting from the linear fit in 0.1 ns.
SMSI: Slope of the measured ionospheric delay resulting from the linear in 0.1 ps/s.
ISG: [Tonospheric Sigma] Root mean square of the residuals to the linear fit in 0.1 ns.
CK: Data line check—sum: hexadecimal representation of the sum, modulo 250, of
the ASCII values of the characters which constitute the data line, from column
1 to space preceeding the check—sum. (both included). There can be optional
comments on the data line after the check sum out to the 128 character line
length. These characters are not included in the line check-sum.
CONCLUSIONS

The new GPS data format, along with the prescription for
improve common-view time transfer. Especially with the i
tracks can be significantly degraded if the two receivers
identically. The new standard can help us move toward

processing short term data, can help
mplementation of SA, common-view
tracking in common view do not work
4 goal of 1 ns time transfer accuracy

across intercontinental distances using GPS time transfer in common-view,
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QUESTIONS AND ANSWERS

DAVID ALLAN (ALLAN’S TIME): I would like to just highlight the importance of the
paper you presented on this new standard. Just to tell everybody, we believe, as we go through
the theory of all the errors in common view, that with this new standard that an accuracy of
one ns is achievable. To date, only about four ns has been documented just by way of where
Wwe are versus where we think the standard can take us. So I think it’s very important work for
the operational aspects, for clock input to TAI and UTC. So thank you for sharing it with us.

The other point that I would like to make is on the TDEV plot, that it is not a necessary and
sufficient condition that if you have a hump in the data that it’s due to a periodic event. There
are at least two, and probably more, basic processes in the essay spectrum, and if one looks
at longer-term data, in fact, this is confirmed; and there is not necessarily just the 60-minute
type periodic phenomena. It’s really two pretty much separate parallel processes; and, in fact,
period modeling is not the best model that one would want to use.

[ simply want to point out that it’s not a necessary and sufficient condition, given a hump, that
there is a periodic event.

M.J. VANMELLE (ROCKWELL): A couple of things. The rubidium is on 20 and not on
25. So it’s hard to tell between rubidiums and cesiums there.

Also, did you ever do the experiment on the satellites that don’t have SA on them, like number
ten? Do you get that same two ns error with 15 seconds separation?

MARC A. WEISS (NIST): No, it’s lower. I'm sorry, at 15 seconds, I'm not sure. There
should be very short-term —- I’'m not sure what we were trying.

HAROLD CHADSEY (USNO): A quick question for you. You were talking about the fact
that when you do the common view that everything drops out. What about geometrical effects?
Also, the fact that speed of the wave is not constant through the atmosphere, and you’ll be
effected more through a thick atmosphere than through a small atmosphere?

MARC A. WEISS (NIST): What I said that the effects of Selective  Awvailability cancel
completely if you do exact common- view time transfer and use a post-process ephemeris. Of
course, the effects of ionosphere and troposphere are still there. Those need to be dealt with.
The ionosphere, by measuring, and the troposphere can be helped also with measurements.
They need to be if we're going to get the best we can.

GERNOT M. WINKLER (USNO): I think the time has come to start a little controversy,
because we are all too peaceful down here. You have somehow attacked obliquely one of the
tenants of my gospel which I have been preaching for 10 years. That is the melting pot method
can average out by having a sufficient amount of data —- it can average out the effects of
Selective Availability. Your comment was that you cannot be sure that biases are averaging
out.

I'want to remind you that the common view —- that’s true; [ mean, the common view cancels
the effect of Selective Availability; but in the Selective Availability, the satellites themselves are
not correlated; and the noise, which is superimposed, is strictly bounded. So if you have these
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conditions and a sufficient amount of data collection, you completely suppress the individual
noise. [t just depends on how much data you need. And it turns out that if you have an
eight-channel receiver and you average about six hours, that you cannot distinguish the resulting
time transfer data from what we obtain with the keyed receiver.

The great advantage of a melting—pot method, compared to the common view, is that it is a
robust method. You obtain perfection just commensurate with the effort that you have. You
have internal checks on the result which you have, because we have a statistic of the variations.
In a case of the common view, you have nothing. We know that in practice your one ns or two
ns accuracy cannot be achieved. The question is, how do you check operation in an automatic
system? How do you check that you really can rely on a single data point in comparison to
the melting pot where you always have lots of data? Whatever happens, it will produce an
outlier which is rejected.

So, I wanted to bring that out because there is a great difference in the basic philosophy. In
the common view, theoretically you have a superior method; but in practice, | maintain there
are weaknesses; and do you lack a measure of performance as compared to the melting—pot
method where you have everything you need? Do you have really a robust method which
protects you against outliers of whatever magnitude in fact?

MARC A. WEISS (NIST): I would like to respond to that. Thank you, Dr. Winkler. I
know for years now we've had differences on this. It’s going to wake people up a little bit. One
point is that we don’t have only a point in common view. We can do pretty much everything
with common view that you do with a melting pot, and more. That with the melting pot, if
you have a eight—channel receiver at two locations, then why not take the eight channels of
data simultaneously at the two locations and cancel all the effects of SA, and then use robust
statistics on the resulting data where all the biases have been cancelled, and all that’s left is
the noisc? So I think all the statistics that you do with melting pot are still there with common
view,

The other thing is that because data are bounded does not in itself imply that averaging brings

you down to a single correct number. It may, in fact —- I don’t doubt that it has worked on
many occasions; but simply saying that they're bounded does not —- there’s no reason that it

should average down correctly.

GERNOT M. WINKLER (USNO): But we have a check, because you look at the distribution
of your measurement points. On that you simply add all that area, which we have to do to
obtain the competence of that area.

MARC A. WEISS (NIST): I don’t agree with that. You can have all the data averaging
down to the wrong number. 1 understand that that is not what you’ve found by doing it. But
there’s no guarantee that that always will happen.

CLAUDINE THOMAS (BIPM): Of course, I will have some words. For TAI, we have 46
contributing laboratories, I mean, laboratories keeping local UTC; and most of them are using
GPS now. First of all, all of these laboratories, except maybe USNO, have only one channel
CA code receiver. That is to say, except for USNO, no one has one channel receivers which
are given reliable measurements. So obviously, we have no data to do the measurements at
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the present time. Maybe it will come, but that’s not the case for the moment. That’s the first
point.

The second point is that view of the BIPM for the computation of TAI has always been to try
to reduce errors in the physical phenomena which are invoked; for instance, for the ionospheric
delay, we like to use measured ionospheric delays as they are labelled. For the position of the
satellite, we like to use precise satellite ephemerides. For the antenna coordinates, huge work
was done some years ago by my colleague, Dr. Lewandowski (he can speak about that) in
which he found accurate positions for the antennas. So we have always tried to phase all our
sources and trying to reuse them. That was our viewpoint and that is what we did until now.
That was the way we worked.

The last point, of course, common-view time transfer is done, it’s computed. To find time
difference between two local UTCs, we have a range, of course, for a long-distance time link,
like between NIST and OP; we have a range common view for, let’s say, two or three days. So
we have some kind of average of course. For a smaller distance, like between Paris and PTB,
Germany, we have a range, let’s say, of less than one day. So that is to say we have some kind
of average too.

I would say that what we are doing at the present time is the best we can do with the data we
have.

RICHARD KEATING (USNO): Yowve stated that with common view, you’re eliminating
all these errors. [ assume that’s because of symmetry. But that’s a theoretical position. When
you get down to actual practice, reality doesn’t always follow theory. I just have to ask you,
how confident are you that you have no biases in common view? Can you really say that you
can average and you are not getting any biases?

MARC A. WEISS (NIST): Well what would a bias be due to?

RICHARD KEATING (USNO): Well, for example, I'll give you an example. | have seen
estimates of precise ephemeris accuracies. They've ranged from anything from one meter to 20
meters. There is a real possibility there that your precise ephemerides may not be as accurate
and may contain real biases.

MARC A. WEISS (NIST): I think that’s a good point in fact. Biases have to be due —-
if you look at the common—view process, you have the satellite and then you have the ground
stations on the earth; and then you have the atmosphere. So if you measure it exactly at
the same time —- the only thing I'm claiming that cancels exactly is Selective Availability. In
fact, the only thing I know for sure that cancels js clock dither. The ephemeris cancels to the
extent that an error is perpendicular to the line between the satellites. If there is an error in
the satellite position, it will add an error to common-view time transfer. And in fact, with
precise ephemerides, prior to having the laser reflector, we had no way of knowing if they were
accurate. They were simply consistent.

Errors can also come in the atmosphere due to ionosphere and due to troposphere, due to
multi-path at the stations, and due to coordinate errors. So all of those things can add errors.
It’s going to be true whether you're using melting pot or common view or anything. Those are
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all in GPS. Whenever you do GPS, you're concerned about ephemeris, ionosphere, troposphere,
and multi-path, and coordinates.

I think a point that I would really like to stress about that —- and I think your point is well
made —- is that it’s the difference between accuracy and stability; that you can have numbers
that agree perfectly, that are extremely well consistent and are consistently wrong. For example,
if you took a commercial cesium clock —- and this is the difference between a commercial
cesium and a laboratory primary standard. If you have a commercial cesium and it’s produced
by a manufacturing technique, and there’s a millimeter error in the end-to-end phase shift in
the cavity, all the clocks will have that; and they’ll all be off in frequency because of that, in
exactly the same way; and all the other effects will average down and youw'll end up with a bias
that does not average.

That’s an example of the difference between stability and accuracy. I think we need to be very
careful when we use the word “accuracy.” We're not talking about something that you can
average; we're talking about something that you have to prove.

GERNOT M. WINKLER (USNO): You're example is making my point. How do you find
out that all of these cesiums have a bias?

MARC A. WEISS (NIST): You evaluate them.

GERNOT M. WINKLER (USNO): You evaluate them and you look at the statistical
distribution of what there frequencies are; and you compare them with a standard. You found
out how it is.

MARC A. WEISS (NIST): But you don’t compare with another standard. You evaluate
them independently; you measure the effects through something that’s completely independent.

CLAUDINE THOMAS (BIPM): There’s a very big question of the difference between
stability, precision and accuracy of course. There were some fundamental and formal papers
about that at the BIPM. We consider that an accuracy is characterized by an uncertainty given
as a one sigma value which was from the quadratic sum of the different uncertainties which are
estimated from the different sources of errors which appear within common-view time transfer.
I have already at the BIPM tried to do that, and 1 think that we can estimate an uncertainty of
about 10 ns, it’s eight to ten ns, one sigma for long—distant GPS common view, using precise
satellite ephemerides from the IGS, and ionospheric measurements and with the hypotheses
that the receivers themselves are correctly calibrated, which may not be the case; and which
could add, of course, a bias. So let’s say eight to ten ns, one sigma as the accuracy of GPS
common views.

88



SOME PRELIMINARY RESULTS OF THE FAST
CALIBRATION
TRIP DURING THE INTELSAT FIELD TRIALS

W.J. Klepczynski (USNO) P. Hetzel (PTB)
US Naval Observatory Physikalisch—-Technische
Washington D.C., USA Bundesanstalt

Braunschweig, Germany
J.A. Davis (NPL)
National Physical Laboratory A. Soering (FTZ)

Teddington, UK Forschungs-und
Technologiezentrum

D. Kirchner (TUG) DBP Telekom

Technical University of Graz Darmstadt,Germany

Graz, Austria
Ch. Hackman (NIST)

H. Ressler (SRI) National Institute of

Space Research Institute Standards and Technology
Graz, Austria Boulder, Colorado, USA

G. De Jong (VSL) M. Granveaud (LPTF)

NMi, Van Swinden Laboratories Observatoire de Paris

Delft, The Netherlands Paris, France

F. Baumont (OCA) W. Lewandowski (BIPM)
Observatoire de la Cote d’Azur Bureau International
Grasse, France des Poids et Mesures

Sevres, France

Abstract

At the beginning of 1994, field trials for an international fwo—way time transfer experiment
using the INTELSAT V-A(F13) satellite at 3070E were started. The experiment was set up to last
one year and involved six European time laboratories and two North-American time laboratories.
Three times a week, S—-minute time transfer sessions were scheduled. At each of these laboratories,
GPS common-view time observations were also performed.

From September 22 to October 22, 1994 a calibration trip which visited participating laboratories
in Europe was organized. It involved a portable Vertex 1.8 meter two-way station (Fly Away STation
[FAST]), belonging to USNQO, and a portable GPS time transfer receiver, belonging to BIPM. The
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calibration trip was conducted by members of the staff of USNO and Observatoire de la Cote d’Azur
(OCA). It provided differential delays of the satellite Earth stations and GPS receivers. The initial
analysis of this calibration campaign are reported here.

1. Introduction

The TWSTT technique has developed the reputation of being one of the most accurate and
precise methods for time transfer(t2. One of the goals of the FAST Calibration Trip was to
evaluate the quality of this measurement technique. While quality implies a somewhat nebulous
expression, attempts can be made to quantitatively express the quality of the technique as a
function of its capability. Its capability being defined in terms of its accuracy and precision.

Obviously, a technique, where the accuracy is identical to the precision of measurement, is a
technique which has reached its full capability. This relation can be shown as:

FULL CAPABILITY Accuracy = Precision

If the accuracy of a measurement process is significantly less than its measurement precision
than systematic errors are still affecting the process. The technique is, then, not yet of high
quality.

In regard to TWSTT, estimates for the inherent precision of measurement for this technique
range from 100-500 ns.B1. It is possible to adopt 250 ps. as the current level of precision.
Various estimates for the achievable accuracy range from 25 to 1 ns. This means that significant
systematic errors are still affecting the results of TWSTT. It is the reason for undertaking
this FAST Calibration Trip. It is hoped that, by careful measurements, more insight into the
errors affecting TWSTT will be gained. It is assumed that one of the factors contributing to
this error is our inability to measure the delays that signals undergo as they pass through the
spacecraft. This thought to be one of the greatest contributors to the systematic €rrors affecting
the measurement process.

II. FAST Calibration Trip

With regard to calibrating or determining delays through a system, there are three approaches.
One is to design and develop equipment which will inject a signal into the system and
consequentially trace its path throughout the station. This is the approach of Gerrit de Jong at
VSLII, One can then take this calibration station around to different laboratories and measure
the delays through other similar stations. This procedure could be called absolute calibration
(AC).

Another approach would be to measure the delays throughout a small portable station and
then transport this station to other laboratories in order to make side-by-side measurements
with the station to be calibrated. This approach could be called absolute system calibration
(ASC).

Still another approach would be to carry a transportable station around to different laboratories
and make side-by-side measurements and refer all measurcments to one primary reference
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Planning for the FAST calibration started at the Second Mecting of the CCDS Working Group
on TWSTT held at NPL on 22 October 1994151,

II1. Observational Plan

The plan for RSC is rather simple.  One makes initjal measurements of the calibration
station with respect to one fixed base station. A record of the difference is made. Similar
measurements will be made at subsequent base stations and the differences also noted. At the
same time, measurements are also made with respect to all other base stations participating in
the experiment. Then, relative calibration with regard to any base station can be deduced.

The observation sequence followed at cach laboratory visited by the FAST Team consisted of
making side-by-side measurements between the FAST and visited laboratory for at least half
an hour. Next, the FAST and laboratory base station each did time transfers with all other
participating labs. This observation period usually spanned several hours, Finally, The FAST
made side~by-side observations with the visited laboratory base station before going on to the
next laboratory.

Also, at each base station, sufficient documentation of known, measured delays were made in
order to correct for as many systematic offsets as possible.

IV. Data Analysis

The observed data obtained at VSL are presented in Tables 1, 2 and 3. Several consistency
checks can be performed with this data. Because the FAST had not yet returned to its initial
starting point at the time of the writing of this paper, a closure error or verification that nothing
happened to the FAST during the trip has not yet been performed.

An initial analysis that can be done is to set up a three cornered hat method to see if there
is consistency among the readings [6]. By differencing the data in Tables II and III, one can

VSL [FAST(VSL)—VSL(Base Station)]. These differences are given in Table IV. Next, one
¢an compute the differences between the observed values for FAST(VSL)-VSL(Base Station)
and the computed one. This is given in Table V. The data in Table V indicates that the two
procedures agree to within about a nanosecond.

V. Discussion
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obtained through the transponder which connects Europe to North America. Since the data
measured for the difference between the FAST located at VSL and the VSL Base Station and
the data computed from the set of measurements obtained using USNO as an intermediary
is so close together, it seems that the delays through the different transponders are not that
much different. This is not conclusively proven by this procedure. In any event, this 1s a
notable observation. Once a permanent routine evolves in TWSTT, it is easy to visualize that
data exchange may not always occur through the same transponders of the satellite being used.
This observation merits further corroboration because it is a possible source contributing to the
systematic errors of the measurement process.

V1. Conclusions

Preliminary analysis of some of the data obtained during the FAST Calibration Trip to Europe
indicate that the equipment performed reasonably well. After additional data is obtained when
the FAST is returned to USNO, it will be possible to verify this conclusion. It will also then be
possible to establish a calibrated path between the stations which participated in the experiment.
This will be an essential step to precede the next round of international time transfers.
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Table I Observed Time Differences
[FAST(VSL)-VSL(Base Station)]

MID
Observed (FAST-VSL)

49625.52419
-6067.28 ns

49626.35815
-669.31 ns.

Table I1 Observed Time Differences
[USNO(Base Station) — VSL(Base Station)]

MID

Observed (USNO-VSL)

49624.62534
122.13 ns.

49626.48090

130.32 ns.

Table 111 Observed Time Differences
[USNO(Base Station) - FAST(VSL)]

MID
Observed (USNO-FAST)

49624.62327
790.14 ns.

49626.46942
797.97 ns.

Table IV Computed Time Differences
[FAST(VSL)-VSL(Base Station)]

MJD

Computed (FAST-VSL)

49625
668.01 ns.

490626
667.65 ns.

Table V Observed—Computed Time Differences
of FAST(VSL)- VSL(Base Station)

MID
(O-C) FAST-VSL

0.73

49625

ns.

49626
-1.67 ns.
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PANEL DISCUSSION ON WORKSHOPS

Moderator: Raymond L. Filler
US Army Research Laboratory

RAY FILLER: Welcome to Part II of the audience moderator discussion which occurred
yesterday. Today we’re going to have our three session chairpersons (one is missing in action)
give us a brief summary of what transpired at their session yesterday. Then for the rest of the
time, we’ll have audience questions. We’re going to start with Joe White from the NRL whose
session was entitled “Real Time Automated Systems.”

JOE WHITE (NRL): We had a good crowd yesterday, we had about 30 or so people, pretty
much a roomful. And we started off trying to define what a real-time automated system was,
and basically came up with this kind of thing — that it was system that provided time or
frequency, or both, to the user specification actually in real time; that it might include some
sort of a historical calibration feature; but that basically what he wanted, he got out of the
spigot right when he asked for it.

The other thing about the automated part, in particular, was there was not a frequent operator
action required. In fact, in many cases, there wouldn’t be an operator around it at all; we
talked about fully-unattended and remotely—controlled type applications. The applications of
these systems would typically include things like national time scales, remote time stations, and,
as embedded pieces of equipment in military systems, telecommunication systems.

The class of performance that we were looking at for these systems, as far as time went, was
on the order of 100 ns or better time accuracy; frequency accuracy to at least a part in 10'1;
and again, this depended with some of them being as good as part in 10'4; and frequency
stability, ranging from hydrogen maser systems, like a radio observatory system, to parts in 10'3
at a second to other systems that might only be in parts in 10!3 at a day. The other factor in
this performance was that we required a synchronization to some national standard, or at least
some network standard, and usually by a GPS or two-way time transfer measurements,

When we talked about the measurements, one of the things that came out that people
thought was important there was that the measurements be accurately time—tagged when they're
collected. Those of you that played with these systems, particularly things run by PCs, know
that those time tags can often be in large error. And we talked about means of doing that,
including having a hardware clock in the measurement system that provided very accurate time;
or, alternatively, using one of the telephone or network time synch mechanisms for the control
computer to keep it on time to the millisecond range.

Naturally, we all wanted nice quiet, unambiguous measurements, and we decided, in general,
that meant making time measurements — or frequency measurements, I should say — at
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5 MHz to get the smoother performance there. While one pps measurement was certainly
necessary for things like GPS measurements, two-way time transfer measurements, in general,
there were a lot of problems with those, as far as having a clean pulse to measure, establishing
the right to triggering levels, the effects of long cables, those kinds of things.

We next talked about distribution systems, and we started off talking about the effects of the
local environment on the distribution; that is, that the temperature, humidity, those kinds of
things, often had an effect. The other thing that went with that is having a good way of
connecting to it, that the connectors that were used and the types of cable were very important
to achieving a good distribution, that just the distribution amplifier alonc didn’t really cover
everything. We were typically looking for isolation of at least 100 dB between ports, and also
100 dB from output to input, which we have seen some systems not doing.

The other thing that was kind of interesting in distributions, we talked about widely-distributed
systems, for instance, a communications network where the real-time automated system wasn’t
two racks sitting on one site, but a rack here, and a rack 100 miles away, and another that
really is — in the terms of the way that system worked, really that was the system that they
wanted to have as a real-time automated system. So sometimes the whole interconnection and
distribution gets to be a pretty large problem.

From there, we went to software, or actually, robustness, which got us to software pretty quickly.
Sam Stein gave what I thought was a nice definition of robustness; and that is that the small
error in the system caused only small problems to the system operation. For instance, losing
one device in the system shouldn’t cause it all to die. That got us immediately to computers,
and we decided there that you really need both stable user software, the specific software you
wrote to make that system work, and stable underlying operating systems for the computer
itself. A lot of times that’s UNIX or 0$-2, or something like that; that there often was great
peril in changing versions of operating systems that ran the whole thing.

Also, in the robustness area, we talked about the trade—off between single point failures and
the things that you do to try to avoid single point failures; there is a point of diminishing
marginal returns as you add more and more redundancy and put in the switches to put the
redundant sides together, that often you actually got to a system that was worse than what you
started with; and that one of the solutions to that was to encourage your uscr of the system,
the people that take the time and frequency outputs, to design their systems to be tolerant of
small glitches; so that you really had a robust system in total, not just in the time and frequency
part, but also in the piece that used the time and frequency.

We ended the robustness part with trying to define how you put robustness in the specification.
And 1 think we came to the conclusion it was difficult to define that. There are really two
problems. One was that you had to define what the users environment was, because what was
robust for one environment may not be robust at all for another. And the other problem was
that it’s awfully hard to think of everything that can go wrong. You try to come up with very
blanket—type statements that will cover everything; and when you field the system, you almost
always find out there is something you left out. So I think we wound up agreeing that we had
a difficult problem that we didn’t quite know how to define.
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We ended up talking about maintenance and testing. The general consensus, as far as
maintenance went, was that we thought that systems should be maintained generally at the box
level in the field; that the modern hardware is simply too complex to deal with in the field;
that no matter how well you train your technicians, it’s very difficult, it’s very expensive; that,
in general, you ought to have a lot of spares and rotate them around and let the manufacturer
or at least some highly—trained depot deal with most of those issues. To support determining
when we had problems, we talked about built—in tests; and also, about a remote diagnostics
capability.

That’s pretty much it.

RAY FILLER: Thank you. Next, we’ll have Dick Sydnor from JPL. His session was entitled
“Real World User Requirements.”

RICHARD SYDNOR: Nonc of us secemed to know exactly what that title meant, so it took
a little bit to get the thing going and we sort of wandered over a large area.

The first part of the discussion was sort of a déja vu; we have talked about this many times
in the past, and it’s the problem of communication between the supplier and the user. We
had a number of examples of a user having incomplete specifications. He forgets that he’s
going to take the spacecraft oscillator and launch it. So it has to have a shock and vibration
specification, and he’s left that out. Then he comes and says “Gee, it broke.” That kind of
thing happens more often than you might think.

Also, on the other hand, sometimes the oscillator or frequency standard supplier doesn’t have
a really complete set of specifications in his catalog. He doesn’t say what effect vibration has
on phase noise, for example; so sometimes it’s difficult to figure out exactly what this particular
item is going to do in your environment.

It was suggested that the supplier whongets a set of specifications from a user should question
those requirements. He knows more about his oscillators than the user does probably. And if
something looks a little bit awry, then he should question that and find out if the user means
what he says, or if he has left something out. Many times the user is not very familiar with
the oscillator and how it works, and its problems. And so there is a misunderstanding of what
some of the specifications need. So there is a need for user education.

But who is responsible for that? That was kicked around for quite awhile. And John Vig had
some comments about availability of literature that would outline tests and give information
to the user. Some users say there is no information out there. And it just means that they
haven’t really looked very much.

I think the best suggestion, but probably the hardest to implement in that area, was that the
supplier should be involved in the procurement from the very beginning. And that’s a little
hard to do with the present legal situation where you have competitive bids, how you get all
these suppliers involved in it. But still, it looks like the most logical way to handle some of
those problems. Those problems have been discussed many times in the past, and no solution
has been forthcoming as yet.

Then we sort of wandered away from that area, and we started talking about problems,
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various specific problems in terms of, say, distribution systems, time delay variations in cables,
fiberoptics, how you stabilize fiberoptic systems, good connectors, that sort of thing; how you
make sure that if you have a large network and you distribute it in time to, say, a bunch of
people that are all various distances away from your main control clock, how they all have the
same time, rather than varying all over the place due to the length of the cables. We had quite
a bit of discussion on that.

Somebody asked what do the margins mean in a specification; and there is 90 percent probability
that it will do such-and-such. Do people really understand that? [ think the answer on
that one was that nobody really knows exactly what is meant by that margin statement, and
most people would rather have a specification that says it’s guaranteed to do no worse than
such-and-such.

There were some comments about various problems with crystal oscillators. It was brought to
our attention that crystal oscillators stored at a very low temperature sometimes comes back
out of that as a completely different crystal oscillator than the one you put in. There are aging
rate changes and everything else.

That pretty much handles it. We had a large group in here. I would say the room was half
full. But we had only five or six people that really contributed. Thank you.

RAY FILLER: I'm sorry that our third session chairman is not here. But if anybody who was
there wants to make some comments, that’s fine.

We’re going to open the floor now to anybody for questions, comments, discussion of any sort,
on this topic or maybe any other.

GERNOT M. WINKLER (USNO): It may be useful to elaborate a little bit more on your
comments about margins and specifications. It's a problem which comes up over and over
again; and that is that a system, whatever kind, has certain system performances; and then
you have accidents. The two come from different distributions. And I think they should be
separated.

It makes no sense to include accidents in a system specification; if you separate them, you
can put a limit on how many you will tolerate per year, or per month, or whatever. But the
system should be characterized after these accidents have been separated; because otherwise,
you characterize two different processes with one number.

RICHARD SYDNOR: The margin discussion would have more to do with things like radiation
exposure; after a certain number of rads of radiation, the probability is ninety peercent that
it will be within a certain range. That sort of thing is typically what you get with radiation
exposure, for example. The specs you see in manufacturers’ catalogs on something says, for
example, at a second, a part in 10'*, To me, that means that it’s no worse than that, under
any condition. A benign environment, obviously.

But if you are talking about systems, then you have to know not only, say, an upper limit,
you have to know what the spread, what the distribution of the things are. And that’s not in
the manufacturers’ catalogs. And many of them probably don’t even know what it is. Some
manufacturers will supply that information, if it’s available, and they give it in terms of a
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histogram or something like that, a performance of the different ones that were produced. And
that’s essential if you're doing a system design. But that wasn’t discussed during our meeting.

DICK KLEIN (LOCKHEED AT KENNEDY SPACE CENTER): One of the things
we’ve noted with more than one vendor, theyll take the specification, particularly a short-term
specification of an oscillator, and publish it as the short—term specification of the GPS receiver,

problem in more than one vendor. Particularly one problem, you could almost see a IRIG A
on the 1 MHz output. And it turned out that they were able to correct it. But apparently, it
wasn’t tested at the factory, only the specification that the oscillator manufacturer gave,

JOE WHITE: I think that happens.

FRED WALLS (NIST): One of the limitations and specifications for almost all oscillators
and synthesizers, and things of that sort, is a lack of specification for AM noise. And in
Mmany system applications, it is the AM noise that limits noise floor for residual measurements
on amplifiers and other things; you have AM to PM conversion in your amplifiers and on
mixers and on non-linear things. You can have two oscillators with the same phase noise,
and yet different AM; and one will work and one won’t work. And so, we need to raise the
consciousness of both manufacturers and users to insist on AM noise specifications.

RICHARD SYDNOR: That's a good point. Many manufacturers don’t even know what the
AM noise performance of the oscillators are, because they measure just the phase component
and not the AM component.

RAY FILLER: Yeah, a frequency of zero. The frequency aging specification was plus or
minus F zero, [ think, or something.

JOHN VIG: Yes, totally nonsensical specifications are being written by people who don’t know
what they’re doing. And this is for multi-billion dollar systems. So I think the manufacturers
probably could perform a service by including in their literature a list of existing specifications
that people could at least start with. There are IEEE specifications, there are military
specifications, there are IEC specifications; we have a set of definitions in a CCIR! glossary.
That means they are all internationally recognized and accepted documents.

If somebody has a job of writing a specification, it’s so much easier to g0 to the existing
document and just call out a paragraph of an existing document rather than to sit down and
scratch your head, ‘How should I define ‘aging,” how should [ define ‘phase noise?” ” and

'nternational Radio Consultative Committee, now named the [TU-R
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invent things when there is no need for that.

JIM DeYOUNG (USNO): I think you said that Dr. Hellwig wasn’t here. I took some
notes, and so maybe 1 could give a short synopsis of what happened in our group, “User
Environmental Effects.”

Dr. Hellwig introduced a document that is going to be published, [ believe, in the spring of "95,
discussing user environmental effects, including radiation, acceleration, temperature, humidity,
et cetera. It's going to be [EEE Standard 1193-1994.

Our group — after Dr. Hellwig gave this little bit of introduction to get us going, he also
introduced three areas he thought were important, which is fitness of use. Does your device
or system really meet your requirements that you originally had formed? He had another
consideration: “How do I characterize this?” or, optimize the design is the bottom line on
that. And then he discussed liability and survival of systems that are important in your timing
or frequency.

We talked about complex systems, as that’s getting to be a problem. We have specifications on
individual devices, but then how do you merge those specifications on those devices and get a
global picture of how the system is going to perform? We decided communication; in my few
years in PTTI, that's always been one of the things we discussed in most of these forums, is
communication as one of the most important things that can happen.

There were a few specifics that we discussed, and that happens to be related GPS clocks
on board the satellites. At least one gentleman — ['m not sure of his name — mentioned
something about the Block [I-R clocks where, in the early incarnations of the GPS clocks,
they were doing frequency stability measurements; [ believe it was temperature variation in a
vacuum. Those tests were done and they found some problems with specific clocks. But those
tests aren’t even being done now in the Block I1-R clocks. So that was pointed out as possibly

a problem.

Then one final thing we discussed was that the design materials and the components are
very important; therefore, you want the highest quality of those things. That’s pretty much
everything 1 have in my notes from that group.

RAY FILLER: Anybody have anything else to add to that or to any other topic of discussion?
Thank you.
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Abstract

An outline of the future European space research program where precise clocks are necessary
is presented, pointing out how Space applications are posing impressive requirements as regards
clock mass, power, ruggedness, long life, accuracy and, in some cases, spectral purity.

The material presented was gathered in some laboratories; useful information were obtained
from the Space Agencies of France (CNES), Germany (DARA) and Italy (ASI), but the bulk is
coming from a recent exercise promoted inside ESA (the European Space Agency) and aimed to
prefigure space research activities at the beginning of the next millennium. This exercise was called
Horizon 2000 plus; the outcomings were summarised in two reports, presented by ESA in may
1994,

Precise clocks and time measurements are needed not only for deep-space or out-ward space
missions, but are essential tools also Jor Earth oriented activities. In this latter field, the European
views and needs were discussed in Qctober 1994, in a meeting organized by ESA and devoted to
Earth Observation problems.

By a scrutiny of these reports, an analysis was performed on the missions requiring a precise
clock on board and the driving requirements were pointed out, leading (o a survey of the necessary
PTTI developments that to same extent are in the realm of possibility but that pose serious challenges.
In this report the use of frequency standards in the satellite navigation systems is not considered.

1. INTRODUCTION

A large number of frequency standards are used in every spacecraft, mostly for telecommuni-
cation purposes or as time reference for the on-board computers. In some cases clocks are
required for the time-tagging of data, but in other instances the mission of the spacecraft itself
requires the availability of precise frequency standards or clocks. Well known examples are
the navigation satellites in which the frequency stability or accuracy play a fundamental role
in all the methods, conical as ARGOS, hyperbolic, as one way TRANSIT and TSIKADA and
DORIS !, and circular, as one way GPS and GLONASS or two-way PRARE 2,

'DORIS - is a satellite based radio positioning system, designed and operated by CNES, France. It is an “inverted”
TRANSIT, operating at higher carrier frequencies and with transmitters on ground and reception and data collection
on board.

*PRARE - Precision Range And Range-rate Experiment, is a satellite based tracking system, following, at the
same time, the conical, hyperbolic and two way circular navigation system. The system was designed at the University
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Being satellite navigation requirements, as regards frequency standards, covered adequately in
the literature, the aim of this paper is to deal with less known topics, such as the use of
precise frequency standards in space research. Also the “precise” navigation of these satellites,
if required, is not here considered, because methods and devices are similar to those of
navigation or geophysical satellites or are using instruments, such as the star tracker, not based
on frequency standards.

The occasion of this study was offered by the results of a request of proposals called by the
European Space Agency in 1993. That call for ideas was devoted to Space research beyond
2000; the resultant activity was called Horizon 2000 plus, since it should be the continuation
in time of the program Horozon 2000, now in implementation, with a number of missions
launched between 1995 and 2005.

The second section of this paper is devoted to an outline of the program Horizon 2000 plus,
limited to the satellites having special requirements as regards time and frequency Metrology in
order to fulfil their mission while the third section deals with the Earth Observation topics.
This latter section relies on the conclusions of an ESA-sponsored meeting, held in October
1994.

The fourth section covers the principal methods used, the fifth lists the “precision” requirements,
while the last one presents some actions, researches and goals to be performed and reached in
the next years, in order to make feasible the bold program of Space research.

To complete the panorama, not only the on board clocks and standards are considered, but
also the related devices used on ground, moreover also laser sources, when used as frequency
reference or timing devices, are considered in this survey.

It appears that PTTI and in particular precise clocks will play a fundamental role in space
mission, particularly when verifications of fundamental physics are involved. Such needs of
precise clocks and PTTI technology challenge our current technology and practice and, by turn,
will give insight to the PTTI community of possible improvements

5. THE ESA HORIZON 2000 PLUS SURVEY

In 1993, ESA launched a call for proposals for the realm of “Space Sciences”, and for the next
Century. In ESA jargon Space Sciences are formed by :

e - astronomy
e - solar system

e - fundamental physics.

By the end of 1993 about one hundred Laboratories, from both sides of the Ocean, answered to
the call for ideas 111 as a matter of record for the three above mentioned areas, the proposals

of Stuttgart, Germany, it is presently under test on Meteor 111 and it will be flown also on ERS-2 with launch planned
in 1995, The use of PRARE is proposed also for other missions.
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were respectively 35, 41, and 30. It’s interesting to note that of the 106 proposed ideas, almost
90 came from European institutions while the remaining part came from USA (considering
the project leader). The inputs arrived from different countries as visualized in the table and
drawing below.

CH D DK E EIRE F GB I N NL S USA
3 17 2 1 1 23 23 10 1 3

USA

- /.|||IIIIWTTTTI\|\|\|\|\|\|\|\|\,\,\,\,\,\"\\\

N g

GB

To asses the value of the proposals, ESA formed five “topical teams” or groups of experts,
whose conclusions and recommendations were presented to the scientific community during a
meeting held in Italy in May 1994 1231,

Out of the 30 odd proposals presented in the Fundamental Physics sector, 12 are considering the
use of frequency standards, clocks of frequency-stabilized lasers as the key component of the
mission. In the other sectors, some proposals were considering the use of “precise” frequency
standards inside the positioning, navigation or telecommunication systems. As pointed out in
Section 1, these mission are disregarded in this survey.

2.1 MISSIONS IN THE FUNDAMENTAL PHYSICS SECTOR

After receiving the proposals, the topical team specifically devoted to fundamental physics
mission analysis stated that:

e - a cornerstone mission should be the detection of gravitational waves in space;
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e - three scientific topics are of foremost importance: gravitational waves, universality of free
fall, and the relation between space-time curvature and matter. The following projects
were selected as the best proposals in these areas respectively:

— LISA Laser Interferometry Space Antenna,
— STEP Short Range Equivalence Principle experiment,
— SORT Solar Orbit Relativity Test;

e - some existing technologies need developments, among them: lasers, frequency standards
and time transmission.

During a recent meeting (Oct. 1994), three additional missions have been recommended among
which one concerns an interferometric observatory and an other a gravitational wave observatory.
The missions requiring PTTI devices on board, are listed in Table I, with their acronyms, a
brief synthetic description, the originating Laboratory and Nation, and the characteristics of
the needed frequency standards.

Some other proposals involving the use of “precise” clocks are circulating now in Europe, and
are listed with the same criteria in Table II.

TABLE 1

Mission Aims Source Needed Clocks

why which
CASP relatitvity test Smithsonian Ist and 2nd order H maser
Close Approach Astrophysical red-shift
Solar Probe Observatory USA | measurement
CRONOS on relativity and Observatory of red-shift and 2 H masers on
MILLIMETRON gravitational test Neuchatel CH gravitational board + 1 on Earth
Clock Relativity (based on background in future:
Observations of RADIOASTRON 11) radiation cold H maser or
Nature of measurement cold microgravity
Space-time clocks
ORT radioastronomy Onsala Space high resolution H maser on board?
Orbiting Radio VLBI in space Observatory angular GPS receiver on
Telescope Sweden measurements board?
SMRPM around Mercury Interplanetary delay measurement | H maser
Small Mercury relativity test Space Physics
Relativity and Limit on (.:' Institute Italy
Planetology Mission
SORT relativity test Observatory of red-shift H maser (ESA and
Solar Orbit “Co d'Azur” measurement and Russia) or cooled
Relativity Test France atomic clocks (CNES)
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TABLE 1 continued

STUFF similar to SMRPM | Montana State delay measurements | H maser?

Strong Test on the University USA | 7

Universality of Free

Fall

VULCAN similar to CASP University of red-shift H maser

solar probe London UK measurement (or cooled atom/

trapped ions

Needed stable Lasers

ISLAND verification of the University of displacement I Nd YAG laser

Inverse square
LAw using iNertial
Drift

inverse square law

of gravitation

Strathclyde
Scotland UK

measurement
linewidth 1 Hz @

532 nm

@ 1.064 j4m
frequency doubled

LARGO
Long Armlength
Relativistic

Grravitational

detection of

gravitational

Jet Propulsion
Laboratory,
California USA

spacecraft baseline

variation detection

10 Watt Nd YAG

laser

Observatory

LISA Gravitational Max-Planck interferometer 3 Watt stabilized
Laser wave detection Institut fir length variation Nd YAG laser
Interferometer Quantumoptik, 1.064 fe4m, stability

Space Antenna

Garching D

=10713/VHz@

JPL USA f=1 mHz
Needed System Timeing
LATOR Sun gravitational Rutherford sending “laser suitable time
Laser Astrometric deflection of light Appleton tlashlight™ in solar measurement
Test of Relativity Laboratory orbit system
Didcot UK
VLO Exploring the 10¢ Observatoire pulsar studies suitable time

Very low frequency

Lunar Observatory

kHz - 30 MHz

window

Paris, France

reference system
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TABLE 11

Mission Aims Source l Needed Clocks
why which
CASSINI gravitational wave Jet Propulsion Doppler shift Rb clock
detection and Laboratory, CA USA measurement Oy =~ 10—12 @ 100s;
acceleration
sensitivity =2 10—12/9
QUASAT VLBI ESA H masers on
interferometry ground

LAGEOS 111

relativity tests on

Italian Space

orbit determination

(s clocks on Earth

Experiment on

Timing Ranging

atmosphere physics

and relativity tests

ESA
Obs. Neuchatel

measurement;

low phase noise

LAser GEQdetic gravitomagnetic Agency ASI, (laser ranging)
Satellite field NASA
ExXTRAS geodesy Russian Space Agency position 2 H maser; time

time transfer with

precision of 10 ps

RADIOASTRON |
(similar to the
Japanese VSOP)

Baseline

laterferometry

ESA
Obs. Neuchatel

angular meas.;
106 accuracy

red-shift measurement

and Atmospheric on METEOR M reference
Sounding
CRONOS on Space Very Long Russian Space Agency  high resolution one H maser on

board + several on

Earth

3. EARTH OBSERVATION NEEDS

Also in the case or Earth-oriented s
stringent, are disregarded int
in October 1994, quite unexpecte

his survey.
dly the major request for

and consequently “better frequency standards”, went

It seems that the models of o
jimprovement in the High harm
satellites in circular orbit, flying
named ARISTOTELES, will pose
satellite should be re—boosted. The usc o

coming from ground.

Other Frequency and Time requirements co
radar—altimeters and of the reference sources

ceanic currents circulation require near
onics of the Geopotential, ie. the very accura
at about 160 km, for a period of half or one yea
difficult problems of navig
f GPS system is planne

atellites, the Navigation requirements,
From the meeting held at ESTEC, N
better “navigation and positioning”
from the community of Oceanographers.

4. WHY “PRECISE” CLOCKS ARE NEEDED

The topics to be investigated and consequently th

in Table TI1.

106

one order of magnitude
te tracking of
r. This craft,
ation, since every fortnight the
d, with differential corrections

me from the short term frequency stability of the
for space borne Synthetic Aperture Radars.

¢ measurements to be performed are listed

in some cases very
oorwijk, Holland,




TABLE 111
topic measurement

relativity effects equivalence principle frequency variation
time advance

photon trajectories propagation time variation
(bending of light)

gravitomagnetic field spacecraft position
(Lens-Thirring effect)

gravitational wave detection  spacecraft position
(with reference to the Earth)
interferometry

reference frames spacecraft relative positions

pulsar timing time of arrival versus TAI
(inodels of time scales)

ranging to interplanetary time of propagation
spacecrafts (relativity corrections)
radioastronomy phase measurements
geodesy (extra long baseline
interferometry)

Most of these activities are moreover requiring the introduction of relativistic effects 4. For
instance, in 1983 it has been shown 51 that the bending of light by the sun can amount to as
much as 36 ns of additional time delay.

Out of General Physics, quite a deal of investigations are possible with “precise” clocks on board,
such as Earth limb sounding (the ionospheric gradients around the Earth), or measurements
on the interplanetary or the interstellar medjum.

A new brand of Space Activities requiring “precise” clocks are planned on the very special
satellite formed by the Moon. In the far side of the Moon currently ESA-sponsored studies
are in progress in Europe, investigating, between the others, the concept and the feasibility
of a Very Low Frequency Array (VLFA project), in the band 100 kHz — 30 MHz ( for
radioastronomers 100 kHz is a very low frequency ...) for interferometric operations.

Consequently, coming back to Table III, the kinds of measurements to be performed are well
known activities of the Frequency and Time Metrology; the problems to be solved are the
utmost accuracies or stabilities to be offered and the need to fulfil formidable requirements,
as regards mass, unattended operation, life, power and general reliability, and in some cases
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harsh environment.

5. FREQUENCY AND TIME REQUIREMENTS

With reference to Tables I and 111, the general “precision” i.e. accuracy and stability requirements
were calculated or gathered from the existing literature; in some cases, assumptions were made.
As regards the cnvironment and life requirements, information was usually not available in the
literature and consequently the estimates are responsibility of the authors.

Results and estimations are gathered in the last two columns of Table I, in which, when possible,
an indication of the proposed device is provided.

6. RECOMMENDED ACTIONS

As regards the science and technology developments to be planned for the next years, as a
logical prerequisite to the implementations of the proposed post 2000 scientific space missions,
information can be gathered from two ESA documents 131, from which the following list is
extracted:

o drag free systems

e position sensors

s acceleraometers

e lasers for interferometry

e lasers for transmission of time signals

e active optics technology

e frquency standards + clocks

e time transmission and comparison methods

o lightweight materials

e cryogenics also applies to clocks (cold H maser)

e high speed data transmission

e cooled atomic frequency standards

From discussions with experts in the field, it seem that the most desirable strives should be
toward the following devices:

e a frequency standard with mass less than 25 Kg, stability 10-!5/d, life 5 years,
power 15—20 W, accuracy not critical (for interferometric operations)
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e a frequency standard with mass less than 50 Kg, stability 107!7/d, life 5 years,
power 15—20 W

e frequency stabilized solid state lasers, with stability of 107!°/1000s, mass a few
Kg, power 5 W (for long range interferometric operations)

e time transfer and comparison methods with a resolution of about 10 ps

The use of accurate (and stable) clocks on deep space probes or orbiting satellites could allow
a one-way measurement of the velocity of light. This measurement would be an important test
of the isotropy of ¢, but it would require the development of

a frequency standard with mass less than 25 Kg, stability 1074 /d, accuracy 10~ !4, life
5 years, power 10 W,

The revised interest for the Space Station and its attached Columbus module, would offer the
very promising possibility to test in space atomic clocks, without stringent mass requirements
and with the possibility of servicing directly on the craft.

Along these technical developments, parallel improvements must be reached in propagation
time models, relativistic corrections, interplanetary (in the far future interstellar) plasma effects,
and, for Earth based measurements, ionospheric and tropospheric cffects.
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QUESTIONS AND ANSWERS

PETER WOLF (BIPM): To test the isotropy of speed of light, you don’t necessarily need
accuracy in your frequency standard. If it is sufficiently stable and you watch it during a certain
period, you can syntonize it and determine its frequency offset — and correct for it. I will say
more about this in my paper tomorrow.

SIGFRIDO LESCHIUTTA: Thank you. You are comp;etely right. You and your colleagues
will cover that tomorrow.
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Abstract

The generation and dissemination of International Atomic Time, TAI, and of Coordinated
Universal Time, UTC, are explicitly mentioned in the list of the principal tasks of the BIPM, recalled
in the Comptes Rendus of the 18th Conférence Générale des Poids et Mesures, in 1987. These
tasks are fulfilled by the BIPM Time Section thanks to international cooperation with national
timing centers, which maintain, under metrological conditions, the clocks used to generate TAI
Besides the current work of data collection and processing, research activities are carried out in
order to adapt the computation of TAI to the most recent improvements occurring in the time and
frequency domains. Studies concerning the application of general relativity and pulsar timing to
time metrology are also actively pursued. This paper summarizes the work done in all these fields
and outlines future projects.

INTRODUCTION

The Comité International des Poids et Mesures, CIPM, discussed the role of the Bureau
International des Poids et Mesures, BIPM, in the 1980s and its conclusions were made known
in the Convocation to the 18th Conférence Générale des Poids et Mesures 11, in the following
terms:

“The purpose of the BIPM is to provide the physical basis necessary to ensure worldwide
uniformity of measurements. Therefore, its principal tasks are:

o to establish and disseminate the International Atomic Time, and, in collaboration with
the appropriate astronomical organizations, Coordinated Universal Time;

* to furnish whatever help is possible in the organization of [those] international compar-
tsons which, although not carried out at the BIPM, are carried out under the auspices
of a Comité Consultatif;

* to ensure that the results of international comparisons are properly documented and,
tf not published elsewhere, are published directly by the BIPM....”
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The definition of TAI was approved by the Comité International des Poids et Mesures in 1970,
and recognized by the Conférence Générale des Poids et Mesures, CGPM, in 1971. It reads
as follows:

International Atomic time (TAI) is the time reference coordinate established by the Bureau
International de 'Heure on the basis of the readings of atomic clocks operating in vari-
ous establishments in accordance with the definition of the second, the unit of time of the
International System of Units.

In 1988, responsibility for TAI was transferred to the Time Section of the BIPM, according to
one of the explicit missions recalled above.

From its definition, TAI is the result of a collective effort. It calls for the maintenance of
atomic clocks in national timing laboratories, and for international comparisons between these
clocks. One has thus established an exchange in which: * timing centres produce time transfer
and clock data and send it to the BIPM, * the Time Section of the BIPM produces TAI,
distributes it as time corrections to national time scales, and then publishes international time
comparisons.

The efficiency of this organization and the quality of its results rely upon the
care and the rigor of the work effected in the contributing laboratories and at
the BIPM, and upon a continuous, positive, and fruitful dialogue between both
partzes.

The Time Section of the BIPM is helped in its work in two ways:

o The Comité Consultatif pour la Définition de la Seconde, CCDS, creates working groups
on specific topics such as Improvement of TAl, GPS Standardization, and Two-Way
Satellite Time Transfer. The membership of these groups includes experts and members
of the staff of the Time Section. Recommendations are issued and proposed for adoption
to the CCDS, and then the CIPM and the CGPM, after extended discussions. This
procedure makes it possible for the Time Section to keep itself informed about new
techniques or studies. The Recommendations which are passed also give a formal guide
to its work.

e The Time Section of the BIPM has at its disposal a time laboratory including two czesium
clocks and several GPS time receivers. Most of this equipment is on loan from private
companies or from national timing centres. Data taken at the BIPM are not introduced
in the TAI computation, but are simply analyzed for specific studies. This work provides
a background of practical experience which sensitizes the Section to the problems of
gathering data and allows it to make better use of that reported from outside.

The organization of the work at the Time Section is described in Fig. 1. The main objectives
are perfectly clear and concern, as already stated, the generation and dissemination of TAI
and UTC. However, they can easily be extended to the production of good realizations of
the Terrestrial Time, TT, as defined by the International Astronomical Union, IAU, in 1992
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2. These objectives imply that current activities centre on the regular production of TAI and
on clock comparisons. More fundamental investigations are also carried out about time scale
algorithms, time transfer methods, pulsar timing, and general relativity. This is described in
the following sections.

GENERATION OF TAI AND UTC

As is well known, TAI is obtained through the computation of a weighted average of clock
readings 1. The main algorithm, optimized for long—term stability, treats as a whole blocks
of data collected over a two—month period, and produces in deferred—time a free time scale,
EAL. External to this main algorithm, accuracy is ensured by frequency steering corrections,
which are applied to EAL to obtain TAI after comparison with the best primary frequency
standards.

The 230 contributing clocks are kept in 46 national time centers spread world-wide. At present,
all but four of these laboratories are compared using the Global Positioning System, GPS.
Rough data are sent to the BIPM and treated according to strict common views in order to
overcome Selective Availability effects [4 5. The general organization of the international GPS
network used by the BIPM is shown in Fig. 2. It comprises:

 two long distance lines, linking three nodes: the NIST (USA), the OP (France), and
the CRL (Japan), where GPS antenna coordinates are known accurately, and where
ionospheric measurements are available. In addition, GPS data are corrected in post—
processing with precise satellite ephemerides available from the [nternational Geodynamics
Service, IGS. For these two long-distance links (ge 6000 km) clock comparison noise is
smoothed out for averaging times of order three days, and the overall accuracy is of order
6 ns to 8 ns (1 o)l6l,

e local stars on a continental scale. [onospheric measurements and precise satellite
ephemerides are not used for these short-distance links (le 1000 km), but accurate GPS
antenna coordinates help to improve the accuracy obtained. Typically, clock comparison
noise is smoothed out for averaging times of order 12 hours to 24 hours, and the overall
accuracy is of order 2 ns (1 o)l

The reference time scales TAI and UTC have been regularly computed and published in the
monthly Ciircular T since the 1st January 1988, the date of official transfer of this responsibility
from the old BIH to the BIPM. Annual reports are also produced by the BIPM Time Section,
and have been available, in the form of computer-readable files, in the BIPM INTERNET
anonymous FTP since 5 April 1994.

For years, the TAI scale interval has been regularly compared with the best realizations of the
SI second provided by the primary frequency standards maintained at the PTB (Germany), PTB
CS1 and CS2, which operate continuously as clocks. Their stated accuracies are respectively 3
x107"* and 1.5 x107'4 (1 o). Recently, two newly designed czesium frequency standards, using
optical production and detection of atoms have been evaluated:

113



o NIST 7, developed at the NIST (Boulder, Colorado, USA) reaches an accuracy of 1
x 107 1417),

e JPO (Jet a Pompage Optique), developed at the LPTF (Paris, France) attained an accuracy
of 1.1 x10-13 when evaluated for the first time in May 1993181,

The deviation of the TAI scale interval, to the SI second as realized by PTB CS1, PTB CS2,
and NIST 7, is shown in Fig. 3 for the last three years. The JPO is not included because its
uncertainty is much larger than that of other primary frequency standards. On average, this
deviation is estimated to be of order 0.2 %x10~14, with an uncertainty of 11 x10"1 (1 o) for
the two—month interval July —August 1994. Since April 1993, the TAI frequency has remained
constant with respect to the best primary standards, so no frequency-steering corrections have
been applied.

ALGORITHMS FOR TIME SCALES

The quality of the timing data used for TAI computation is rapidly evolving thanks to the wide
use of GPS time transfer, and to the extensive replacement of older designs of commercial clocks
by the new HP 5071A clocks and active auto-tuned hydrogen—masers. White measurement
noise of distant time comparisons is thus smoothed out by averaging data on periods shorter
than 10 days. In addition, the use of very stable clocks leads to a large improvement in
the stability of TAI and UTC. By application of the N—cornered hat technique to the data
obtained in 1993 and at the beginning of 1994, for the comparisons between TAI and the best
independent time scales of the world (maintained at the NIST, the VNIIFTRII, the USNO and
the PTB), one obtains the following estimates of stability (expressed in terms of Allan standard
deviation and shown in Fig. 4):

o,TAI (= 10days) = 3.9 x 10715,
o,TAI (r = 20days) = 3.2x 10715,
oyTAI (7 = 40days) = 3.5 % 10-1°,
o,TAI (r = 80days) = 4.9X 10717,

The stability of TAI and UTC lies thus below § x10~15. It also appears that the basic interval
of computation, at present 00 days, can be reduced. This, if done, will help to shorten the
delay of access to TAL We are thus testing a new version of the algorithm ALGOS for the
definitive computation of TAI each month, using real data from the beginning of 1992. Results
are encouraging and it has been decided that the CCDS working group on Improvements to
TAI should meet in March 1995 to discuss this new algorithm.

An interesting point is that the same stability study carried out using EAL instead of TAI gives
the following results:

oyEAL(T = 10days) = 39210715,
o,EAL(T = 20days) = 3.221071%,
o,EAL(T = 40days) = 31210717,
o,EAL(r = 80days) = 4.0210715.

114



A degradation of the stability of TAI, for averaging times ranging from 40 days to 80 days,
is apparent when compared with the stability values obtained for EAL. This is probably due
to the single frequency steering correction of 5 x10~1® carried out in April 1993. Clearly the
amplitude of this frequency step was too large, given the size of EAL fluctuations. It follows
that steering corrections should be small (probably of order 1 to 2 x1071%), and are useful only
for modification of the TAI frequency in the very long term.

Given the high stability of recently designed commercial clocks and hydrogen-masers, it appears
that it is now time to consider fundamental modification of the TAI algorithm. The next
meeting of the CCDS working group on Improvement to TAI, scheduled for March 1995, is a
good opportunity to discuss this topic. We are therefore studying, on real data, the following
points:

 computation of TAI every 30 days instead of 60 days,
* introduction of a frequency drift evaluation in the frequency prediction of hydrogen-masers,
e change of the upper limit of weights,

e change of the weight determination procedure, which is at present based on the observation
of systematic frequency changes with annual signature, a phenomenon which tends to
disappear,

e danger of excessive dependence on a single clock type (HP 5071A),
e advantages of changing the basic measurement cycle from 10 days to 1 day,
e advantages of increasing or decreasing the number of participating clocks.
These studies have been partly reported!® 101 and it s already expected that the shortening of

the period of definitive computation and a better use of hydrogen masers will be recommended
by the working group.

TIME LINKS

The BIPM Time section is interested in any time comparison method which has the potential
for nanosecond accuracy. We are thus involved in the development of GLONASS, LASSO,
two-way time transfer via geostationary satellites, and EXTRAS (Experiment on Timing, Ranging
and Atmospheric Soundings, also named “hydrogen maser in space”), although GPS strict
common-views remain the time transfer means used for current TAI computation.

Global Positioning System, GPS

Among its current activities, the BIPM issues, twice a year, GPS international common-view
schedules, produces international GPS comparison values, and also publishes an evaluation of
the daily time differences between UTC and GPS time. These differences were obtained by
treatment of data from Block I satellites only. Since April 1994, only one Block I satellite has
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been observable, and daily values have been obtained by smoothing data taken from the Block
11 satellites viewed at angles of elevation greater than 30°. The results are less precise than
before (daily standard deviations of order 12 ns, against 3 ns) because Selective Availability is
currently implemented. Although we have shown that precise restitution of GPS time is possible
using multi-channel P—code GPS time receivers(111, this method cannot be used because reliable
and regular data from such a receiver is not yet available.

An important part of our current work is to check the differential delays between GPS receivers
which operate on a regular basis in collaborating timing centres, by transporting a portable
GPS time receiver from one site to the other. Exercises in differential calibration of GPS
receivers carried out in 1994 concerned the links between the OP ( France) and the NPL
(United-Kingdom)12}, the NIST (USA)[131, the USNO (USA)I141] and a European round-trip
OP to OP successively through the OCA (France), the TUG (Austria), the FTZ (Germany),
the PTB (Germany), the VSL (The Netherlands), and the NPL (United Kingdom)151.

Since 1983, several differential calibrations have been performed between the NIST and the
OP. The results are shown in Table 1.

Date ¢ b/ns | o/ns
July 1983 00 | 20
January 1985 -7.0 | 13.0
September 1986 | +0.7 | 2.0
October 1986 -1.4 | 20
January 1988 -3.8 ?
April 1988 +06 | ?
March 1994 +141 2.0

uble 1. Results of 7 exercises in the differential calibration of the GPS time
equipment in operation at the NIST and at the OP. The quantity § is the time
correction to be added to the values UTC(NIST)(t) - UTC(OP)(1), obtained at
date t from raw GPS data, i order to ensure the best accuracy of the time link.
The quantity o is the estimated uncertainty (1 o) in the value 6.

In 1983 the internal delay of the OP GPS time receiver was determined at the NIST, before
shipping to the OP, so that the time comparison values between UTC(NIST) and UTC(OP)
could be obtained from GPS data without any systematic correction. This accuracy is maintained
by applying time corrections ¢ which compensate for variations with time in the internal delays
of the two pieces of GPS cquipment. The values of § remain inferior to their stated uncertainty
(1 sigma) even after 10 years of continuous operation, which indicates the excellent long-term
stability of the equipment.

For several years, GPS accuracy has also been studied by testing the closure condition through
a combination of three links, OP-NIST, NIST-CRL and CRL-OP, using precise GPS satellite
ephemerides and jonospheric delays measured at the three sitesi6). As shown in Fig. 5, the
closure condition presents a residual bias of a few nanoseconds on daily averages which can
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be determined with a precision of less than 2 ns. With the passage of time, the IGS precise
satellite ephemerides continue to improve, which results in a corresponding improvement in
the determination of the deviation from the closure. The residual bias now probably originates
from errors in station coordinates and errors in ionospheric measurements. Results from
codeless dual-frequency ionospheric measurement systems are sensitive to multipath effects
which induce biases in particular directions!16l: these biases are not averaged when testing the
closure condition if the observations selected are directed towards the East and West. Work is
under way to evaluate these biases.

Within the group on GPS Time Transfer Standards, GGTTS, the BIPM has made a considerable
effort to formulate technical directives for the standardization of GPS time—-receiver software,
together with a new format for GPS data files17. 18], The implementation of such directives and
of the new data format should help to provide sub-nanosecond accuracy for GPS common-view
time transfer. Practical development of the standardized software is in hand at the NIST and
it is intended that it will be available for world—wide use from beginning of 19950191,

Another issue is the estimation of the tropospheric delay. At present, GPS time-receivers
use simple models of the troposphere which, as was believed until recently, should provide an
estimation of tropospheric delay with an uncertainty of 1 ns to 2 ns. Recent comparisons of these
models with a semi-empirical model based on weather measurements show, however, differences
of several nanoseconds for hot and humid regions of the worldi201. Further investigations of
the tropospheric delay will continue at the BIPM.

GLObal NAvigation Satellite System, GLONASS

Values of comparison between UTC and GLONASS time, provided from observations of
GLONASS satellites by Prof. P. Daly, University of Leeds, are currently published in the BIPM
Circular T. The BIPM intends to issue an experimental international GLONASS common-view
schedule in 1995, and to test it through an experiment with the RIRT, Russia. For this purpose,
the BIPM will receive a GLONASS time receiver on loan from Russia.

Two-Way Satellite Time Transfer, TWSTT

Two-way time transfer through a geostationary satellite is potentially more accurate than one—
way methods such as those using GPS or GLONASS, essentially because there is no need to
evaluate the range between ground station and satellite. No two-way time transfer experiment
has been conducted at the BIPM, which does not possess the necessary heavy equipment,
however, the BIPM does chair the CCDS working group on Two-Way Satellite Time Transfer,
which meets every year, and was involved in the comparison between the two-way technique
and the GPS common-view method which used the link between the TUG (Austria) and the
OCA (France)21l. The BIPM was also involved in the ficld—trial which was organized in 1994,
This is an international two-way time transfer experiment through the INTELSAT V-A(F13)
satellite at 307°E, which involves both European and North-American laboratories. This began
in January 1994 and should last one year. During the summer of 1994, the Earth stations
involved have been calibrated using a portable station. At the same time, the GPS equipment
in these laboratories was differentially calibrated using a portable GPS time receiver provided
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by the BIPM. These calibration exercises should allow previous estimates of the accuracy, of
order 2 ns (1 s), of the two-way technique to be verified51.

LAser Synchronization from Satellite Orbits, LASSO

The BIPM has been involved in an experiment to compare time transfer by LASSO with GPS
common—view time transfer between Texas and Francel?2l. The results of the calibration of
laser equipment at the two sites should be available at the end of 1994 and will allow, for the
first time, an estimation of the accuracy of the LASSO technique, which is expected to be of
order 1 ns (1 o).

Experiment on Timing Ranging and Atmospheric Soundings, ExTRAS

The Experiment on Timing Ranging and Atmospheric Soundings, EXTRAS, calls for two active
and auto-tuned hydrogen masers to be flown on board a Russian meteorological satellite
Meteor-3M, planned for launch at the beginning of 1997. Communication between the on—
board clocks and ground stations is effected by means of a microwave link using the PRARE
technique, Precise Range And Range-rate Equipment, and an optical link operating using the
T2L2 method, Time Transfer by Laser Link. The PRARE and T2L2 techniques are upgraded
versions of the usual two-way and LASSO methods. Associated with the excellent short-term
stability of the on-board hydrogen masers, these should make it possible to solve a number
of scientific and applied problems in the ficlds of time, navigation, geodesy, geodynamics and
Earth—atmosphere physics. The impact of EXTRAS in the time domain, has been studied(23]
in terms of anticipated uncertainty budgets: the potential accuracy of this experiment is
characterized by uncertainties below 500 ps (1 o) for satellite clock monitoring and ground
clock synchronization.

APPLICATION OF GENERAL RELATIVITY
TO TIME METROLOGY

An investigation of the application of the theory of relativity to time transfer has been
completed24.  Explicit formulae have been developed, which make it possible to compute,
to picosecond accuracy, all terms describing the coordinate time interval between two clocks
situated in the vicinity of the Earth, and linked through i) a one-way technique (GPS), #)
a two-way method via a geostationary satellite (TWSTT), or #ii) a two-way optical signal
(LASSO).

Current work centers on the application of the theory of relativity to the frequency syntonization
of a clock with respect to the Geocentric Coordinate Time (TCG) at an accuracy level of 10718,
For Earth-bound clocks, this is limited to some parts in 10'7 due to poor knowledge of some
geophysical factors (essentially the potential on the geoid). However, for clocks on terrestrial
satellites, all terms can be calculated with 10~'® accuracy. The results of this work will allow
the establishment of a complete relativistic framework for the realization of TCG at a stability
of 10~¥ and picosecond TCG datation accuracy. This should be sufficient to accommodate all
expected developments in clock technology and time transfer methods for some years to come.
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The work of the CCDS working group on the Application of General Relativity to Metrology
was supported by numerous discussions with Prof. B. Guinot, Chairman of the working—group,
and participation in the preparation of a text to be used as part of the final report of this

group.

PULSARS

Millisecond pulsars can be used as stable clocks to realize a time scale by means of a stability
algorithm. Work has been carried out with a view to understanding how such a pulsar time
scale could be realized and how it could be used for monitoring very-long instabilities of atomic
time. An important feature of this work is that a pulsar time scale could allow the transfer of
the accuracy of the atomic second from one epoch to another, thus overcoming some of the
consequences of failures in atomic standardsizs],

CONCLUSIONS

The Time Section of the BIPM produces time scales which are used as the ultimate references
in the most demanding scientific applications. They serve also synchronization of national time
scales and local representations of the Coordinated Universal Time, upon which rely all time
signals used in current life. This work is thus is complete accordance with the fundamental
missions of the BIPM.

Timing data used to generate the International Atomic Time comes from national metrological
institutes where timing equipment is maintained and operated in the best conditions. An
international collaboration is thus necessary and requests from the contributing laboratories to
follow guides given by the BIPM. In return, the BIPM has the duty to process data in the
best way in order to deliver the best reference time scales. For this purpose, it is necessary
for the BIPM to examine in detail timing techniques and basic theories, to propose alternative
solutions for timing algorithms, and to follow advice and comments expressed inside the CCDS
working groups.
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QUESTIONS AND ANSWERS

GERNOT M. WINKLER (USNO): In your presentation, you showed the definition of TAI.
[ find it remarkable, the sentence which I forgot in the meantime, and that is in conformance
with the definition of the second. That has, of course, direct implications regarding the use of
hydrogen masers. Could you maybe comment on that?

CLAUDINE THOMAS (BIPM): This is the first definition from 1971. Of course, there

were other definitions which have been —- this definition has been updated in time. Now it
is exactly stated that the scale unit of TAI must be as close as possible to the SI second as
realized on the rotating geoid. So the word “in accordance” — - but that’s a question. You

know that we have national laboratories which think that we shouldn’t use hydrogen masers
in computing TAI because they are using the hydrogen atomics instead of the cesium atom.
That’s something to be discussed.

FRED WALLS (NIST): I would like to address that. Using a hydrogen maser is no different
than using the commercial cesium standard which does not have the same accuracy of the
primary standards in the national labs. What you need for the short term are flywheel oscillators
that are stable; it doesn’t matter if they’re based on calcium, if they’re based on mercury,
if they’re based on hydrogen or any other atom, if you have something which is very stable.
They’re just a flywheel. The definition of the second comes at the present time from large
primary standards and national laboratories. That can be used to establish frequency in the
long term, as you do now.

So I do not see any conflict at all.

CLAUDINE THOMAS (BIPM): Atomic hydrogen masers are very stable. And, of course,
they cause the stability of TAL But they must be used carefully in the particular case where
they show a drift relative to some primary system frequency standards. This drift, should be
evaluated and calculated in the algorithm, of course.

FRED WALLS (NIST): Yes, I agree with that. But something quite serious which you only
partially alluded to is we must agree internationally on whether or not to include the black
body radiation. That is something that’s on the order of 2 — 4 x 10'4; and it’s quite serious at
the level of accuracy that the national scales are now. We must come to some agreement. |
think it should be included, in my opinion.

CLAUDINE THOMAS (BIPM): Well this is something which will be discussed next March
during the meeting of the working group on the improvement of TAIL There are many questions
to discuss, and, in particular, using data from these new test tables and accurate primary
frequency system standards and how to correct them.

HARRY PETERS (SIGMA TAU STANDARDS): The National Radio- astronomy has
12 hydrogen masers, 10 of them are stationed from the Hawaiian Islands to the Virgin Islands;
they are operating continuously and many of them have been going since 1987. I have been
encouraging them to try to keep a record of time; they don’t vary their synthesizers. And it
seems to me that this is an asset that could possibly be included in the international time scale
if they could just improve the record-keeping and perhaps transmit the information to you.
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Thank you.

GERNOT M. WINKLER (USNO): | would like to come back to the question of the black
body radiation. Because, this is an extremely important point, and it should be discussed as
much as possible. An objection has been raised to the inclusion of that at the present time,
before any experimental verification exists. The question is, is there an effort going on anywhere
to demonstrate, at least in a quantitative way, the existence of that effect? Since the effect
goes with the fourth power of temperature, it shouldn’t really be too difficult to make a test,
even within obtainable laboratory conditions —- different between, for instance, an operation
of 10 degrees C. and 40 degrees C. should be substantial. Do you have any comments on that?

THOMAS PARKER (NIST): 'm not really the person to be doing this, but they’re beginning
to think about how to try and do that with NIST 7. It’s pushing the limits of what we can do,
but they are beginning to make some plans to try and see how far they can make an evaluation

of the black body radiation. It’s not clear that we’re in position to really get a good number
on that yet.

DAVID ALLAN (ALLAN’S TIME): Actually two comments, I guess. Maybe one is a
question. I believe the linear mercury ion trap at JPL, because of its excellent long-term
stability, is in a good position to measure the black body radiation. So I put a question to JPL
in that regard.

The other point I wish to make is picking up on Dr. Winkler’s question about hydrogen masers.
Very often, even with cavity servos, in very long term we see frequency drift, as you alluded
to. And it's one thing to include it, it’s another thing to ask what is the uncertainty on the
estimate. And that has not been addressed well. But these are important questions for TAI
because of the need for long-term performance.

CLAUDINE THOMAS (BIPM): We use it on real data at the BIPM for the moment. And
it appears that it is not always easy to detect a minor drift.

FRED WALLS (NIST): If you look at the drift that’s been estimated for a lot of the hydrogen
masers, it’s within one or two sigma of what the accuracy claimed at the national labs for their
primary cesium standards averaged over one or two years. It’s so small that at this point I find
it very difficult to believe the estimate on the drift on the hydrogen masers. The drift may, in
fact, be zero for some of them, maybe for many of them.

So even though there is some difference —- and you say parts in 1017 per day averaged over
a year or two, that’s within the one sigma limit of accuracy claimed at PTB and at NIST, and
NRC and whatever.

CLAUDINE THOMAS (BIPM): The thing I can tell you about that is that we have tried
to compute another version of EAL at various times, without any hydrogen maser. And it
gives something which seems to have a lower drift. So maybe hydrogen masers adds some drift
to EAL. But, of course, we are missing about 30 clocks when we do not use hydrogen masers.
So, that’s another point.

SIGFRIDO M. LESCHIUTTA: Before I give the floor to Dr. Winkler, I want to make a
comment. There are a huge numbers of questions, and some of those questions are double
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questions. I think the time is right for discussions for the people inside the national laboratories
to talk about the next meeting to be held in Paris. If I remember correctly, that meeting will be
convened by Dr. Winkler, since you are chairman of that activity. Do you want, Dr. Winkler,
to add some additional remarks?

GERNOT M. WINKLER (USNO): Yes. In fact, thank you for these comments, because
these are essentially the main points which will be discussed. And that mecting would be more
productive if the participants coming from the laboratories receive any ideas which exist in
regards to these points,

Coming back to the question of drifts, on the basis of a considerable number of clocks —- and
12 of them are Sigma Taus at the Observatory —- I have come to the conclusion that there is
no zero. There is no clock which has a zero drift. In other words, any clock has sometimes
changes in its structure or any observation which sometimes comes up as different values; so
that at a level of our capability today, it is impossible to state that there is any clock which has
zero drift.

Going back to the hydrogen maser, for instance, it is quite possible that the process which
controls the cavity tuning, which is based on the measurement of the hydrogen line itself, is
disturbed by effects which come from the cavity coating. And that is an effect which possibly
has to do with chemistry changes in the surface. There are all kinds of things. In other words,
as we go down in our level of precision to smaller and smaller values, we find more and more
effects which can make a change and which do not always exist. And we have to realize that
there is a difference between our ideas, which are ideal, of course, and to reality, which is
infinitely complex and which you have to remember.

HARRY PETERS (SIGMA TAU STANDARDS): I think one point that is a serious point
is that one should possibly look at this from an astrophysical point of view or a structure—of—
the-universe point of view; after all, the unjverse is suppose to be expanding at a part of 10!9;
or effectively, we are shrinking, as another view of it, at a part of 100 per day. There is no
absolute knowledge of whether the relative frequency of hydrogen and cesium are not changing
fundamentally, due to conventional changes or whatever. I mean, we don’t know that hydrogen
absolutely does not change them slightly or change them in regard to cesium at 10~14, well,
maybe 13 or 15. So there is that absolute question of are all these transitions really constant
and you must choose one, [ suppose..

SIGFRIDO M. LESCHIUTTA: Certainly, Dr. Peters, you are opening quite a large program.
I know that some activities are underway in some laboratories comparing fine transitions with
hyperfine transitions. And some activities are now in Europe, and most in the United States.
Basic physics is a wonderful thing. I fully agree with you that the program you described is
opening new question marks.

CLAUDINE THOMAS (BIPM): | would like to make a comment about the last point
made by Dr. Winkler. Of course, before the meeting I will write down all studies which have
been done at the BIPM on real data. It does not cover all the questions, but we will make
reports and send those reports to people who will be there. This might be a first attempt to
answer these questions.
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Abstract

The Experiment on Timing Ranging and Atmospheric Soundings, ExTRAS, was conceived jointly
by the European Space Agency, ESA, and the Russian Space Agency, RSA. It is also designated the
‘Hydrogen-maser in Space/Meteor-3M project’. The launch of the satellite is scheduled for early
1997. The package, to be flown on board a Russian meteorological satellite includes ultra—stable
Jrequency and time sources, namely two active and auto—tuned hydrogen masers. Communication
between the on-board hydrogen masers and the ground station clocks is effected by means of a
microwave link using the modified version for time transfer of the Precise Range And Range-rate
Equipment, PRARETIME, technique, and an optical link which uses the Time Transfer by Laser
Link, T2L2, method. Both the PRARETIME and T2L2 techniques operate in a two-directional
mode, which makes it possible to carry out accurate transmissions without precise knowledge of the
satellite and station positions.

Due to the exceptional quality of the on-board clocks and to the high performance of the commu-
nication techniques with the satellite, satellite clock monitoring and ground clocks synchronization
are anticipated to be performed with uncertainties below 0.5 ns (I o). Uncertainty budgets and
related comments are presented.

INTRODUCTION

The Experiment on Timing Ranging and Atmospheric Sounding, ExTRAS, was conceived
jointly by the European Space Agency, ESA, and the Russian Space Agency, RSA. It is also
designated the “Hydrogen-Maser in Space/Meteor-3M project”, and is scheduled for early
1997. The experiment calls for ultra-stable frequency and time sources, two active and auto-
tuned hydrogen masers, to be flown on board a Russian meteorological satellite, Meteor-3M.
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Communication between the on-board hydrogen masers and the ground stations is effected by a
microwave link using the Precise Range And Range-Rate Equipment modified for time transfer,
PRARETIME, technique, and an optical link which uses the Time Transfer by Laser Link,
T2L2, method. The combination of ultra-stable time and frequency sources with precise and
accurate tracking equipment should help to solve a number of scientific and applied problems
in the fields of navigation, geodesy, geodynamics and Earth atmosphere physics. It should also
allow timing measurements with accuracies never reached before.

ON-BOARD HYDROGEN MASERS

Compared with other atomic frequency standards, passive hydrogen masers offer improved
short—term stability[ll. They are generally used as short-term references in timing laboratories,
but cannot serve as time—keepers because of the huge drift they generate over averaging times
longer than several hours. However, recent developments of active hydrogen masers operating
according to specific auto-tuning modes for the cavity reduce frequency drift while causing
a negligible degradation of the short-term stability[2l. This type of hydrogen maser already
contributes, on the ground, to short-term internal time comparisons and to long-term time
keeping in national timing centres concerned with time metrology.

Rubidium and caesium clocks are currently used in navigation systems, for example in the Global
Positioning System, GPS, where all Block II satellites are equipped with caesium standards. To
date, no hydrogen maser has ever been flown with the exception of a hydrogen maser belonging
to the Smithsonian Astrophysics Observatory which was sent into parabolic flight in 1976131
Space hydrogen masers are also planned as future on-board clocks for the Russian GLObal
NAvigation Satellite System, GLONASS, in order to improve the short-term stability of the
flying standards.

The active auto-tuned hydrogen masers scheduled for flight on Meteor-3M are a Russian—
designed hydrogen maser, proposed by the Institute of Metrology for Time and Space, VNI-
[FTRII, Mendeleevo (Russia), and a Swiss Space Hydrogen Maser, SHM, proposed by the
Observatoire de Neuchitel, ON, Neuchitel (Switzerland). These two units are of a weight
(< 50 kg), volume (< 0.1 m?) and power consumption (< 60 W) compatible with an on-board
installation. In addition they will be compared continuously and are interchangeable. Their
short—term stability is characterized by the Allan deviation given in Table 1.

AVC]‘dng/l;g tme Alldna{)(:\;latlon Table 1: Allan deviation oy(7), versus the

1 15 ;10_13 averaging time 7, of the Space Hydrogen

10 1 x10-1 Maser (SHM) developed by the Observatoire

100 T 10-T de Neuchdtel, ON, Neuchdtel (Switzerland),

1000 57 x 10-T7 for flying on board Meteor—3M. Numbers are

10000 15 x70-T5 provided by Dr G. Busca, of the ON, in his
100000 <'1 NETRLE proposal for ExTRAS (1993).

The first consequence is that the comparison of ground clocks with the on-board hydrogen
maser ensures access to a stable and slowly drifting time scale for synchronization of local
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time scales used for real-time dating of events on the Earth. In a complementary process, the
time scale to be delivered by the on-board clock can be closely steered in real-time on any
reference time scale, such as a local representation of UTC, UTC(k), kept by laboratory k: for
this purpose, it is sufficient to distribute, in the satellite message, a time correction between
the on-board and ground time scales. The experiment EXTRAS thus serves all the functions
of time dissemination.

The specifications of Table 1 have another impact on time metrology when flying such hydrogen
masers on Meteor-3M. This is linked to particular features of the satellite orbit: jts polar orbit
and its altitude, of order 1000 km, lead to a period of revolution around the Earth of order
T = 100 min, and to possible observation of the satellite at least four times a day from any
location on the Earth. The total error (1 o) accumulated by the on-board hydrogen maser
during one revolution can be estimated asHI-

o= oy(r) - T, (1)

which leads to the value 12 ps. If two observations are distant by 3 hours, the error (1 o)
accumulates to less than 50 ps.

It follows that comparisons between remote clocks on the Earth can be performed by differential
observation of the time scale provided by the on-board hydrogen maser when it is visible from
the stations. This is the clock transportation method, and there is no need to organize common
views, as is done with GPS and GLONASS, the uncertainty caused by the on-board clock
during its flight between the two stations being typically of order 50 ps.

To conclude, EXTRAS provides a means of time transfer based upon the transportation, via
satellite, of an ultra-stable clock able to keep its time very precisely throughout the period of
transportation. This time transfer method, the simplest imaginable, is thus of major interest to
the timing community. Full advantage of the qualities of hydrogen masers on board Meteor-3M
can be taken only if very accurate methods are used to ensure the connection between observing
stations on the ground and the spacecraft. Specific features of two-direction links, such as via
PRARETIME and T2L2 are discussed in the following sections.

PRARETIME: PRECISE RANGE AND RANGE-RATE EQUIP-
MENT, MODIFIED VERSION FOR TIME TRANSFER

The Precise Range And Range-Rate Equipment, PRARE, is a high precision and fully automated
facility for microwave link between clocks on board a satellite and ground stations. Its primary
function consists of range and range-rate measurements, but a modified version of PRARE
devoted to time transfer, PRARETIME, has also been developped. The modification concerns
some hardware details and an additional time interval mecasurement at the ground station site.
The PRARE equipment operates with a down-and-up link in the X-band (8489 GHz for
down-link and 7225 GHz for up-link) between the ground and the satellite, together with a
down-link in the S-band (2248 GHz)!5. 6. 7. The PRARE X-band up-link exists only if the
ground station is equipped with a ground transponder and its 60 cm parabolic dish. In this
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case, the only one considered in this paper, the PRARE system operates in a two-way mode,
which can be used for timing purposes such as:

e time comparisons between one ground clock and the on-board clock: this is known as
satellite clock monitoring, and

e time comparisons between two ground clocks through transportation of the on-board
clock: this is known as ground clock synchronization.

Timing applications through ExXTRAS via PRARETIME
Satellite clock monitoring

A signal is emitted by the satellite S and retrans-
mitted immediately by the Earth station E. The
time interval t,, between emission and reception
on board the satellite, t,, = t1 — to, is tecorded.
The time difference between the clocks At is given
by!8l:

At =1,,/2+56. (2)

With 7y and T5 the individual transmission times for
the down-link and the up-link, the time correction
§ is written as:

§ = (Ty - T)/2, 3)

which may be expressed asf8lh:

6 = [bed — e + bid — binl/2— Vs (to) - RES(tg)c’2 + O(c'a), (4)

where 6. and 6; are external (ionospheric and tropospheric) and internal (cables, ...etc) delays
respectively, subscripts ‘&’ and ‘v’ refer to the down- and up-links, R, (to) is the station to
satellite vector at date to, vs is the satellite velocity in a geocentric inertial frame and c is the
speed of light in vacuum.
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Ground clock synchronization

The satellite S emits signals to each ground
station A and B which are immediately re-
transmitted to the satellite. Three time in-
tervals are recorded by the satellite:

e ls = t3 — to, the time elapsed between
the emission of the two signals,

o t,, =ty—tgandt,, =ts—t3, the times
elapsed between the emission and re-
ception on-board the satellite of the
signals received in stations A and B.

The time difference between the ground clocks At is given byi8l:

At = (,’SB - tSA)/Q + t‘s + 6. (5)

The time correction é is written as:

6=[(T3 - Tu) - (1 - T))/2, (6)

where Ty, 75, Ti, and Ty are the individual transmission times for the down-links and the
up-links.

Using (4), § is expressed as:

b = [6c,d - 6e,u + 6i,d - 611,1;]8/2 - [60,11 - ‘51’,u + 51‘.‘11 - 6i,u]A/2 -
vs(ta) - Rps(ta)e™ + vs(to) - Ras(to)e™2 + O(c™?), (7)

in a notation following that of (4).

In (4) and (7) no range estimations are involved in terms of order ¢!, which is typical of
a two-way method. Terms of order ¢=% can amount to 300 ns and can be calculated at the
picosecond level even with a poor knowledge of satellite ephemerides and velocity (accuracies
of these quantities should be of order 12 m and 0.02 m/s respectively). Terms in ¢=3 contribute
a few picoseconds.

It follows that the time comparison value between the ground clock and the on-board clock, or
between the two ground clocks, can be deduced from measurements of time intervals on—board
the satellite, and from the estimations of differential delays in the up- and down-paths. No
accurate estimation of the range between the satellite and the station is needed.

It is important to note that tropospheric delays totally cancel in the up- and down—paths because
the troposphere is a non-dispersive medium which yields the same delay for the PRARE up
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and down carrier frequencies. In contrast, the ionosphere is a dispersive medium and the
corresponding differential delays do not cancel in (4) and (7). The up- and down-links from
the stations to the satellite do not necessarily pass through the same internal electronic circuits
and cables, so internal differential delays remain in (4) and ().

Sources of uncertainties for timing applications through ExTRAS
via PRARETIME

The uncertainties affecting timing observations come from the on-board hydrogen-maser, signal
transmission through the atmosphere, and the equipment which is used to emit and transmit the
signals. All the uncertainties given in the following are 1 o estimations: they are summarized
in Table 2.

Uncertainty due to the on-board hydrogen maser

The uncertainty brought by the on-board hydrogen maser is deduced from its stability. This
is negligible for the quantities tsg, tsa, andtgp and thus has no impact on satellite clock
monitoring. It must be taken into account, however, for the quantity tg since this depends on
the time duration which separates the observations of the satellite from the two stations being
compared. A conservative estimate is of order 50 ps (1 o).

Uncertainty on the atmospheric delay of the signal

The frequency separation between the S-band and X-band PRARE down-links makes it
possible to measure the ionospheric delay of the signal. One expects a very low level of
uncertainty, of order 20 ps (1 o), for the measurement of the difference between down and
up ionospheric delays. For ground clock synchronization, this uncertainty appears twice (in
quadratic).

Uncertainty on the calibration of equipment

The on-board payload, the Earth stations, and the PRARETIME modems and counters must
be very carefully calibrated before launch. One expects an uncertainty in the calibration of
order 50 ps (1 o) for each of these elements. These uncertainties appear twice (in quadratic) for
ground clock synchronization. However, the on-board payload is known to remain very stable
between adjacent observations. It follows that the corresponding uncertainty partly disappears
for ground clock synchronization. One estimates a total residual uncertainty of 20 ps (1 o) for
this particular case.

The uncertainty associated with PRARETIME modems and counters arises from error sources
such as instrumental delays (temperature, calibration of electronic components, (- /N, influence,
..etc), timer resolution, multipath transmission, and problems related to the antenna phase
centre. [t may not be possible to separate this uncertainty from those coming from the on-board
payload and the Earth station calibrations.

132



Uncertainty due to the links to local 1 pps signals

The PRARETIME technique only uses the high frequency (5 MHz) signals from the on-board
and ground clocks. Time transfer, however, usually takes place between time scales which take
the form of a series of local signals at 1 pulse per second, 1 pps. It is thus necessary to take
into account uncertainties arising in the links to the local 1 pps signal. Passing from 5 MHz
signals to 1 pps signals requires cables and electronic circuits for frequency division and pulse
formation. It generates uncertainties which are generally estimated to be of order 300 ps (1 o).
In the PRARETIME system, no 1 pps signal is physically available on board the satellite, so
this class of uncertainty arises only in the timing circuitry of the ground stations.

Anticipated uncertainty budgets for timing applications through ExTRAS via
PRARETIME

The anticipated uncertainty budgets for satellite clock monitoring and ground clock synchro-
nization are given in Table 2. Those parts of uncertainty arising from the method itself and
from the links to the local 1 pps signal are shown separately. The uncertainty of the method
itself amounts to 89 ps (1 o) for satellite clock monitoring, and 117 ps (1 o) for ground clock
synchronization. The total uncertainties of 313 ps and 440 ps (1 ), largely dominated by uncer-
tainties due to local links to the 1 pps signals in the ground stations, are well below 0.5 ns (1 o),
which represents a major improvement for time metrology. In addition, the PRARETIME
instrument makes it possible to disseminate any time scale maintained on the ground thanks to
additional information contained in the S-band downward signal. The achievable uncertainty
of this particular timing mode is to be further investigated.

T2L2: TIME TRANSFER BY LASER LINK

The Time Transfer by Laser Link, T2L2, technique provides an optical time link between the
on-board hydrogen masers and ground clocks. It may be seen as a continuation of the LAser
Synchronization from Satellite Orbit ( LASSO) technique, which was successfully carried out
between the McDonald Observatory in Texas, USA, and the Observatoire de la Cote d’Azur,
France, in 1992, through the geostationary satellite Meteosat—P2. Very few LASSO time
comparison points were obtained during this experiment!% 101, They show a precision of order
200 ps, which is a major improvement over other methods, but, unfortunately no accuracy
evaluation has been made so far now. The LASSO experiment also showed the possibility
of monitoring the on-board clock with a precision of order 50 ps. This could serve time
dissemination purposes, but again the corresponding uncertainty has not yet been evaluated.

The specific and principal difficulties of the LASSO experiment are:
e the rather poor stability of the oscillator on board Meteosat-P2. The consequence is that

the stations to be synchronized must both shoot the laser onto the satellite within a time
window equivalent of common-view conditions.

e the weather conditions must be excellent to avoid excessive light dissipation which prevents
the ground observer from counting an adequate number of return photons.
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Problems with on-board oscillators should largely be resolved using T2L2, because ultra-stable
sources are used. In addition, as the Meteor-3M satellite orbit is far lower altitude than that of
the geostationary Meteosat-P2 satellite, the effects of weather conditions should be less severe.

The T2L2 equipment can easily be installed on board the satellite. The princial elements in
this equipment are a light detector linked to an event timer, and an Optical Retroreflector
Array (ORA). The Earth sites concerned with this experiment require to have at their disposal
facilities for high-power pulsed-laser shooting, together with a telescope. Very few sites meet
these requirements and it may be necessary to increase the number of laser stations to take
full advantage of the EXTRAS experiment.

Timing applications through ExTRAS via T2L2

The T2L2 time transfer system can serve satellite clock monitoring and remote ground clock syn-
chronization according to schemes symmetrical to those already presented for the PRARETIME
technique.

Satellite clock monitoring

A signal is emitted by the Earth station E With T and
and reflected immediately by the satellite S.

The time interval ¢ — — ES between emission

and reception at the station, ty, = t1 — fo, is

recorded. The time difference between the

clocks At is given byl8l:

At =t /2 +6. (8)
T, the individual transmission times for the up-link and
the down-link, the time correction § is written as:

5= (Ty - T) 2. ©)

Using (4), this is expressed as:

§ = [bim — 6:.d]/2 + Vi (to) - Rgg(to)e™ + Oo(c™%), (10)

with notations similar to that of (4).
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Ground clock synchronization

Laser pulses are emitted from the ground
stations A and B, and reflected by the satel-
lite S. Three time intervals are recorded:

e tg = t3 — t;, the time elapsed be-
tween the reflection of the two signals
(recorded on the satellite),

® tag = ta —tg and tgs = tq — to — At
the times elapsed between the emission
and reception (recorded in stations A
and B).

The time difference between the ground
clocks At is given byl8l:

At = (tas —tps)/2+1t,+6. (11)

The time correction § is written as:

§=[(Th - Ta) = (T3 — Tu)l/2, (12)

where T), Tb, T, and Ty are the individual transmission times for the up-links and the
down-links.

Using (10), this is expressed, with a notation similar to that of (4), as:

6= [5,‘,,u-—5i‘d]A/2—-[51',,u—-513,d13/2+VA(to)'RAS(to)c_z—VB(to-i-At)'RBS(£0+A£)(‘_2+0(C_3). (13)

In (10) and (13) no range estimations are involved in terms of order ¢!, which is again typical
of a two—way method. Terms of order ¢~ may amount to 20 ns and can be calculated at the
picosecond level even with a poor knowledge of satellite—station ranges and station velocities
in an inertial frame (accuracies in these quantities should be of order 100 m and 0.02 m/s
respectively). Terms in ¢~ contribute a few picoseconds.

It follows that the time comparison value between the ground clock and the on-board clock, or
between the two ground clocks, can be deduced from measurements of time intervals on-board
the satellite and in the ground stations, and from the estimations of differential delays in the
up- and down-paths. No accurate estimation of the range between the satellite and the station
is needed.

It is important to note that atmospheric delays totally cancel in (10) and (13) since the T2L2 up
and down frequencies are equal. The up- and down-links from the stations to the satellite do
not necessarily pass by the same internal electronic circuits and cables, so internal differential
delays remain in (10) and (13).
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Sources of uncertainties for timing applications through ExXTRAS
via T2L2

The uncertainties affecting timing observations come from the on-board hydrogen—-maser, and
from the different equipment which is used for emitting and reflecting the optical pulses.
Similar comments apply to the estimation of uncertainties as were given for PRARETIME, but
two points should be noted:

s no uncertainties are to be taken into account for atmospheric delays, and

e only counters, and no modems, are used in the T2L2 technique, which reduces the
corresponding uncertainty to 10 ps (1 o).

Anticipated uncertainty budgets for timing applications through
ExTRAS via T2L2

The anticipated uncertainty budgets are given in Table 3 for satellite clock monitoring and
ground clock synchronization through EXTRAS via T2L2. Again, the parts of the uncertainty
coming from the method itself and from the links to the local 1 pps signals are separated. One
obtains an uncertainty for the method of 71 ps (1 o) for satellite clock monitoring, and 90 ps
(1 o) for ground clock synchronization. The total uncertainties of 308 ps and 434 ps (1 o) are
again largely dominated by terms arising from the local links to the 1 pps signals in the ground
stations.

To conclude, the estimates of the T2L2 anticipated uncertainty budgets are very close to those
obtained with PRARETIME: the main uncertainty is not due to the method itself, and the
overall accuracy of time transfer is characterized by an uncertainty well below 0.5 ns (1 o).
In terms of the method itself, T2L2 is slightly more accurate than PRARETIME and may
be considered as the reference technique. In addition, studies about the calibration of the
on-board payload are being carried out, which may show that the tentative estimate of the
corresponding uncertainty, which is given in Table 3, is too pessimistic. Unfortunately, however,
T2L2 depends on clear weather and on specific laser equipment of a kind not available in many
time laboratories.

CONCLUSIONS

The ExXTRAS experiment could provide a time transfer method based on satellite transportation
of ultra-stable hydrogen masers. Two-way connections with the satellite are ensured by two
techniques, PRARETIME and T2L2, both potentially accurate at a level about 300 ps (1 o)
and both able to provide satellite clock monitoring and ground clocks synchronization. This
could represent a very interesting improvement in the accuracy of time transfer methods when
compared to GPS common views, achieved with an uncertainty of order 2 ns (1 o) over short
distances (< 1000 km) and 5 ns (1 o) over long distances (> 5000 km), and to Two-Way
Satellite Time Transfer via geostationary satellite, for which the best accuracy achieved is at
present 1.7 ns (1 o). This would be of major interest for time metrology, in particular for
comparison of future clocks designed for frequency uncertainties of some parts in 10,

136



REFERENCES

[1] VANIER J., and AUDOIN C., The Quantum Physics of Atomic Frequency Standards,
Adam Hilger, 1989.

[2] DEMIDOV N.A, EZHOV E.M., SAKHAROV B. A., ULJANOV B.A., BAUCH A., and
FISHER B., Proc oth EFTF, p 409 1992.

(3] VESSOT R.FC., MATTISON E.M., NYSTROM G.U, COYLE LM, DECHER R,
FELTHAM S.J., BUSCA G., STARKER S., and LESCHIUTTA S, Proc 6th EFTF, p
19, 1992.

[4] ALLAN D.W,, IEEE Trans. on Ultr. Ferr. and Freq. Cont., 34, 6, p 647, 1987

[5] SCHAFER W, and WILMES H., Workshop on Advances in Satellite Radio Tracking,
1986, Austin, Texas, USA.

[6] SCHAFER W, Proc. 6th EFTE p 41, 1992.

(7] HARTL P, SCHAFER W.,, CONRAD M., REIGBER C., FLECHTNER E, HARTING
A., and FORSTE C. Workshop on NdV]gdt]Oﬂ Satellite Systems 1994, ESOC Darmstadt,
Gcrmany, 1994,

[8] PETIT G., and WOLF P, Astronomy and Astrophysics, 286, p 971, 1994.

[9] GAIGNEBET J., HATAT J.L., MANGIN J.FE, TORRE J. M., KLEPCZYNSKI W, MC-
CUBBIN L., WIANT J., and RI(‘KLEFS R., Proc. 25th PTTI p 367,1993.

[10] LEWANDOWSKI W, PETIT G., BAUMONT F, FRIDELANCE P, GAIGNEBET J,,
GRUDLER P, VEILLET C., WIANT J., and KLEPCZYNSKI WJ, Proc. 25th PTTI, p
357,1993.

137



Table 2: Anticipated uncertainty budgets for satellite clock monitoring and ground clock
synchronization through ExTRAS via PRARETIME. All uncertainties are in picoseconds and
correspond to a 1 sigma statistical analysis. No uncertainties on time comparison arise from

range estimation.

Uncertainty source | Satellite clock Ground clocks
monitoring | synchronization
Range 0 0
Hydrogen maser 0 50
Atmospheric delay 20 202
On-board payload 50 20
Earth station 50 502
Modems & counters 50 50v2
Method accuracy 89 117
Ground link to 1 pps 300 300v/2
[ Total accuracy | 313 | 440 |

Table 3: Anticipated uncertainty budgets for satellite clock monitoring and ground clocks
synchronization through ExTRAS via T2L2. All uncertainties are in picoseconds and correspond
to a 1 sigma statistical analysis. No uncertainties on time comparison arise from range estimation

and atmospheric delays.

Uncertainty source | Satellite clock Ground clocks
monitoring synchronization
Range 0 0
Hydrogen maser 0 50
Atmospheric delay 0 0
On-board payload 50 20
Earth station 50 50v2
Counters 10 10v2
Method accuracy 7 90
Ground link to 1 pps 300 300v/2
Total accuracy | 308 [ 434
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QUESTIONS AND ANSWERS

SIGFRIDO M. LESCHIUTTA: I was saying that we shall aim to the 10 ps resolution. So,
this experiment is aiming to 300 ps.

CLAUDINE THOMAS (BIPM): Maybe [ must add that funding is not yet voted for this
experiment. So, I'm not so sure it will happen, but let’s hope.
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Abstract

Canadian plans for precise time and time interval services are examined in the light of GPS
capabilities developed for geodesy. We present our experience in establishing and operating a
geodetic type GPS station in a time laboratory setting, and show sub-nanosecond residuals for time
transfer between geodetic sites.

We present our approach to establishing realistic standard uncertainties for short-term frequency
calibration services over time intervals of hours, and for longer-term frequency dissemination at
better than the 10> level of accuracy.

The state-of-the-art for applying GPS signals to geodesy is more advanced in some ways than
is the common practice by national time and frequency laboratories for applying GPS signals to
PTTI work. The Ceodetic Survey of Canada’s positioning capabilities have benefitted greatly from
the application of GPS techniques [1], which include GPS Inferred Positioning System (GIPSY)
software developed at the Jet Propulsion Laboratory, with a capability for sub-nanosecond clock
synchronization [2], [3]. Currently, GPS techniques for time transfer between national time labo-
ratories have not exploited the more advanced global geodetic capabilities.

In national time laboratories, common practice has been to use single-channel /A code receivers
in the common-view mode where 13 minute tracks (about 40 per day) are taken on its regional
tracking schedule. The tracking schedule is issued for each region by the International Bureau of
Weights and Measures (BIPM), and with a delay of several weeks the common-view differences
are post-processed (with the measured ionospheric corrections, when available) using the precise
ephemerides determined for geodesy. One major refinement to this process is possible by using
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GPS receivers which can make comparisons with the GPS carrier phase, and use this information
for interlaboratory frequency comparisons. Geodetic receivers can do this, producing significantly
higher precision measurements than the usual timing receivers. Geodetic receiver networks also
track signals simultaneously from multiple satellites (up to 8) to obtain 10-20 times more data from
each station than is specified in the BIPM tracking schedule. Geodetic receivers track C/A code,
carrier phase, and P code on the L1 and L2 frequencies (when Anti-Spoofing, or AS, is off and
the P code is transmitted), measuring them all with respect to the receiver clock, locked to the
station’s frequency reference. lonospheric corrections are measured for all satellite tracks from the
difference in arrival time of the L1 and L2 signals, determined from L1 and L2 P-code measurements
(AS off) or from cross-correlation of the L1 and L2 signals (AS on). Tropospheric corrections are
also modelled for each station [2]. Daily satellite orbit solutions, based on these observations from
around the globe, determine the space coordinates of the GPS receivers at the level of about 3 cm
or 100 ps; and benefit from station frequency references derived from modern masers.

Despite remarkably good time residuals of well under a nanosecond (2], [3] reported using these
techniques, they have not yet been widely embraced by national time laboratories. Subnanosecond
timing precision might lead to improved short-term accuracy of interlaboratory frequency com-
parisons and facilitate the use of the next generation of primary frequency standards. Benefits
would also accrue for remote frequency calibrations of hydrogen masers (particularly free-running
hydrogen masers), or frequency calibrations of compact hydrogen masers, or calibrations of cryo-
genic superconducting and /or dielectric frequency standards, or perhaps even providing short-term
calibration commensurate with the 107!* 1000s-stability of the best crystal oscillators [5].

In Canada, the geodetic spatial reference system is the responsibility of the Geodetic Survey Division
(GSD) of the Federal Government's Department of Natural Resources (NR Can), and the time
reference is the responsibility of the Time and Frequency Standards Group of the National Research
Council of Canada (NRC). The two organizations have begun preliminary work on evaluating the
possibilities and benefits of collaboration. This paper will focus on the precise time and time
interval aspects, and possible PTTI applications.

The Global Geodetic GPS Network

The International Association of Geodesy formally established the International GPS Service for
Geodynamics (IGS) in 1993. It started operations in 1994, with over 40 participating agencies from
more than 20 countries. Over 50 continuously operating stations are now collecting and exchanging
data (mostly using Rogue GPS receivers), with many more planned. Of these stations, some use a
hydrogen maser frequency reference; and of these some take part in VLBI observations for geodesy
and time transfer. The (S data are archived in three Global Data Centres, and analyzed by seven
Analysis Centres which forward their results to the Global Data Centres for archiving and on-line
access.

The Geodetic Survey of Canada operates one of these Analysis Centres, and the data analyses
reported here are drawn from their routine processing [1]. The daily routine analysis is based on
the data from about 24 globally distributed GPS tracking stations (Figure 1). The data from each
station, sampled at 30 s intervals, are validated to monitor the receiver clock and tracking including
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cycle slip detection), code multipath and ionospheric activity levels, and to compute differential
satellite range corrections. One GPS receiver with a hydrogen maser frequency reference is used as
a master reference clock, and other stations’ clocks are reported with respect to this master clock.
GIPSY II software uses carrier phase and pseudo-range measurements to generate, from each day’s
data, precise GPS satellite ephemerides, satellite and station clock corrections, Earth orientation
parameters (EOP), station coordinate corrections and satellite orbit predictions for the next 24
hour period. The full solutions are then used for geodetic positioning, and for the station clock
intercomparisons.

GSD processes each day’s data independently, without overlaps (unlike other Analysis Centres),
using the previous day’s predictions as only the initial estimates for satellite orbits. Comparisons
of the precise orbits from different Analysis Centres show RMS differences of around 20 cm [4].
Station residuals, on 7.5 min observations, show RMS deviations typically under 1 m for range, 1
cm for phase and less than 300 ps between the receiver clocks of two stations with hydrogen maser
frequency standards. The repeatability of the daily averages for the station coordinates is typically
1 to 2 em. GSD uses AS range bias modelling which shows station and satellite dependences.

‘The small variations in mean space coordinates mainly reflect differentials in reception time, and
it cannot be expected that the time coordinate would be as stable on average, since common-mode
delays which affect all satellites (and which can largely cancel for the space coordinates) will be
included with the station clock in the solutions. The time variances of systematic errors in tropo-
spheric delay variations, uncorrected ionospheric delay variations, multipath pulling systematics,
temperature related variations of delay in antennas, cables and receivers; variations in receiver
timing due to amplitude variation of the 5 MHz reference, or the 5 MHz reference’s cable delay
variation all add to the variances of the two station clocks (particularly small for masers) filtered by
the whole adjustment process, and warrant careful study at better than the 300 ps level of precision
exhibited by the station clock residuals.

Another concern might be that the clock residuals could be deceptively low: that the fitting process
is so optimized that the effective bandwidth for clock variations is smaller than we believe. However,
in the work presented here, the effective bandwidth of the solutions every 7.5 minutes allows for
white phase noise on the receiver clocks of up to 1 ms. This allows the solution to cope with
receiver clock resets. The station clock solutions are normally more than 107 times smoother than
this, and show Allan deviations at 7.5 minutes as small as 3.7 x 10~'4. The broad bandwidth
for the station clocks is confirmed in that known clock anomalies are quickly reproduced in time
intercomparisons by this method. Independent clock and baseline comparisons between several
IGS stations are made by VLBI, and are reassuring [2], [3]. Other independent techniques such
as two-way time transfer for time synchronization and frequency calibration will also be used for
comparison. Techniques for measuring systematic time delay effects, and where possible correcting
their causes, are also planned.

GPS Station at NRC

For the GPS station at NRC, both ground level and rooftop antenna locations were evaluated for
multipath and radio interference, and the convenient rooftop location was found more suitable.
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The ground level site (the two-way time transfer antenna compound) would also require continuous
monitoring of the loop delay (1.2us). Three matched triax lines and three matched coax lines were
installed, cut to minimize phase perturbations (length a multiple of A/4 or 50 ns) for the 5 MHz
reference from the maser distribution amplifiers. The three lines permit individual cable delays to
be determined. Two Turborogue SNR-8000 receivers were installed to provide redundancy and a
capability for evaluating possible systematic effects. For the results presented here, one antenna
fed both receivers through a microwave splitter. When the receivers are fed from the same maser,
this zero baseline setup shows periods when the clock solution differences are well under 50 ps,
although occasional day-to-day variations of 100 ps have been observed. To monitor the receivers
clocks and to recover absolute timing, the 1 pps outputs of the two receivers are measured each
hour with respect to a 1 pps derived from the maser.

The receivers’ 5 MHz frequency reference is supplied by the NRC-built hydrogen maser H4, a
Jow-flux maser with a fluoroplast F-10 coated bulb, operated with cavity autotuning. Its average
drift rate is less than 3 x 1017 per day. The rest of the NRC ensemble consists of two other
masers, three NRC-built high-stability primary cesium clocks (oy(7) < x10=12/7/2 put to 7 = 10°
seconds) and two commercial cesium clocks (HP5071A). The other masers are H3: similar to H4,
but with a FEP-120 Teflon bulb coating, and an average drift rate of 3 x 10~ 'Y per day, and H1: a
free-running NRC-built maser which has heen operating since 1967. High-resolution (0.2 ps)phase
measurements between clocks of the ensemble are used in an algorithm for generating the ensemble
time scale, optimized for stability over several days. The stabilities of all the ensemble clocks are
monitored routinely. The Allan deviation attributed to H4 is typically less than 2 x 10~1% over
periods of 1-10 days. Thus time transfer, between NRC and other laboratories with similar masers,
could reliably measure time transfer instability of a few hundred ps over 24 hours or less; but for
investigating the longer term stability limit of GPS time transfer, even the best masers’ stability
will not suffice and comparisons with other techniques such as two-way time transfer will have to
be employed.

Operational Experience

The long-term behaviour of the two Turborogue receivers over the past year has given excellent
time residuals, as will be shown below. They have been integrated into the NRC time laboratory
operations with only minor problems. The receiver 1 pps outputs have exhibited two types reset,
which are somewhat inconvenient. The most common is the receiver software reset, where the
receiver software resets its time by n cycles of the analog-to-digital converter clock (48.885 ns at
the 20.456 MHz ADC clock frequency) - often by several microseconds - without affecting the
coherence of the 5 MHz to 20.456 MHz synthesis. These 1 pps resets present a processing problem
only, and when resolved do not affect the precise time and frequency intercomparisons. The rarer
type of power-down reset does affect the coherence of the ADC clock synthesis, altering the state of
the receiver’s synthesizer with respect to the station’s 1 PPS. Thus resets after a receiver lock-up
(c.g. lightning strike), or after cabling changes or following operator “finger trouble” need to be
measured carefully, with respect to the time laboratory’s UTC(k). Neither type of reset presents
any technical difficulty for a time laboratory, where differences between 1 pps signals are measured
and logged automatically.
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The receiver GPS data sampling rate is 30 s (/A pseudorange, C/A phase, and P2-P1 differential
delay, by cross-correlation with AS, or P1 and P2 pseudo-ranges and phases with AS off), and
the data is extracted regularly by GSD. GPS data from about 24 IGS sites were used in GIPSY
[1 processing of each 24 hour period, to determine precise GPS ephemerides, Earth orientation
parameters and daily station mean coordinates. Station coordinate solutions provide daily mean
positions in the ITRF (ITRF92). The daily solutions also provide, in 7.5 minute intervals, receiver
clock differences with respect to the reference station, and each station’s tropospheric corrections.
The receiver clock differences are evaluated allowing for a wide bandwidth white phase noise of
1 ms, and have no further smoothing. No data overlap is used from one day to the next, except
that the initial orbit estimates are extrapolated from the precise ephemerides of the previous day’s
solution. The independence of each day’s solution, and its clock intercomparisons, can be used
to simplify our preliminary analysis of the frequency stability of this powerful method of clock
intercomparisons.

Stability

Operationally, geodesy can tolerate occasional receiver clock resets (of the two kinds discussed
above) as well as receiver clock variations in frequency which are undesirable for PTTI stability
analysis. For our initial stability analyses, we select periods (of up to several weeks) that are largely
free from the unmistakable signatures of these perturbations, and apply the classical techniques of
stability analysis. There are other good techniques for examining the stability of the clock difference
solutions, such as observing the time residuals on closure checks from solutions over different groups
of stations [2] - but we prefer the standard method for quantifying and presenting the method’s
stability for frequency transfer.

Figures 2 through 6 show receiver clock differences between maser-equipped stations for 20 consec-
utive daily global solutions, starting at 1994-10-25 00:00 UTC. Figure 2 shows the clock difference
for this period along the shortest baseline (200 km), between the NRC time laboratory in Ottawa
and the Algonquin Park observatory. In Figure 2, the rapid change in frequency at the end of day
4, of 23 x 10714, is associated with a large temperature excursion in the Algonquin maser room,
which was fixed on day 7. The rapid response of the solution is noteworthy, and confirms the broad
bandwidth allowed by the solution.

Figure 3 shows the maser comparisons between NRC and Goldstone (CA). Figure 4 shows the
maser comaprisons between NRC and Madrid (Spain). These are long baselines (4x10? and 6 x 103
km), but the stations still have common view satellites in the global solutions. In Figure 5 is
plotted a maser intercomparison with a longer baseline (1.7 x 10*km) between NRC and Tidbinbilla
(Australia) which have no common view satellites. Figure 6 shows an intermediate case (10% km),

the difference between the Figures 3 and 4, a comparison between Goldstone and Madrid.

The performance is strikingly good. The daily solutions are not forced to smooth day-to-day maser
comparisons, and have to re-solve for the carrier phases from one day to the next. Nonetheless
on many days only small discontinuities can be seen between solutions. The largest discontinuities
are for the end of days 16 and 18, and are clearly associated with the NRC station bias. Within
each day’s solution, the maser comparisons are even more stable. For the smoothest comparison,
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Figure 3, the Allan deviation o,(7 = 450s) is 1.9 x 10713, and 3.7 x 1074 if the effects of the
discontinuities are removed from the analysis. Clearly the effects of systematic uncertainties will
be more important for real applications than this level of the solutions’ stability. One example of
such systematics can be seen in Figure 4, where there is a £107!3 short-term frequency variation.

Earlier Algonquin to NRC comparisons are shown in greater detail in Figure 7. The magnitude
of the time discontinuities between daily solutions are emphasized in the Figure, and can be used
to determine the RMS residual of the clock comparisons at each 00:00 UTC. In the absence of
any uncertainty in the solutions, one day’s solution should extrapolate (forward in time) to the
same clock difference as the next day’s solution (extrapolated backwards in time). Since the daily
solutions are independent, the time offset in the solutions should average to v/2 times the residual.
Thus the end-point residual can be determined from the RMS average time offset (divided by Vv2).
The estimate does not include the full long-term effects of time-dependent variation of the satellite
orbits, the station equipment and the atmosphere, which must be accounted for in any estimate
of the frequency-transfer stability, however it does account for these effects acting on successive
daily solutions, including the redetermination of the carrier phases. Figure 8 shows a histogram
of the time discontinuities between NRC’s maser and masers at five other stations (Algonquin,
Yellowknife, Goldstone, Madrid and Tidbinbilla) for the 20 day period shown in Figures 2-6. The
RMS residual is 880 ps, but appears to have outliers from a central peak, which has an RMS of
310 ps.

The zenith tropospheric correction solutions, which are smoothed for each site with a 33 ps/ vV hour
random-walk, for this 20-day period show an Allan deviation of oy(7 = 1day) = 1.2 x 1071 for
the NRC-Algonquin link and up to twice this for the longer baselines. For the results presented
here, these small corrections have been applied; for other methods it presents useful insight into
one term in the time transfer error budget.

The independence of each day’s processing can also be used to determine an Allan deviation from
each day’s average frequency: (2M — 1)~! Z,;Ail(}’,j_,,l — Y;)%. The results of this Allan deviation,
comparing the NRC maser to remote clocks via the geodetic network’s clock solution clearly shows
clock noise for some stations: For St. John’s (Newfoundland), using a Rb clock, oy(7 = lday) =
7.7 x 10713; for Penticton (BC), using a cesium clock, oy(T = 1day) = 3.6 x 10™!4; for Algonquin,
using a maser with a misbehaving maser room thermostat, oy(T = lday) = 3.8 x 10714, for the
remaining four stations equipped with masers, at Yellowknife oy(T = lday) = 1.1 x 10714; at
Tidbinbilla oy (7 = 1day) = 7.0 x 10'%; at Madrid o,(7 = 1day) = 5.0 x 107'5 and at Goldstone
oy(7 = 1day) = 4.9 x 10715,

These results are quite encouraging, but further work is required to study possible systematic time
and frequency biases present. The short-term stability of frequency transfer also warrants further
study. The results shown in the NRC-Madrid comparison (bottom graph in Figure 3) show a
residual double-hump structure, within each day’s solution, which is not likely due to the intrinsic
behaviour of the Madrid maser and could be associated with GPS satellite constellation geometry.
Clearly this behaviour could generate biases on hour-long frequency calibrations by GPS which
could be up to £107'3. The long-term statistics of the comparisons, including the time offsets
between daily solutions, need to be considered and compared with other high-accuracy methods
such as two-way time transfer. Post-processed frequency and time dissemination within Canada
will benefit if these questions can be addressed for periods of 10% to 104 seconds. One can imagine
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calibration services that provide traceable frequency calibrations for crystal oscillators at accuracy
levels of 10712 and better. If the longer termn accuracy (for time intervals longer than one day) can
also be established, the GPS geodetic-style time transfer might be helpful in comparing the next
generation of high-accuracy frequency standards [6], particularly on baselines where two-way time
transfer is more difficult. To establish the random component of the standard uncertainty associated
with this type of frequency transfer, we would like to apply the techniques we have developed for
standard power-law noise models [6]. These techniques can be applied to the continuous clock
solutions within the day, but require further development to be applied for longer time periods. The
frequency transfer capabilities of operational GPS systems, developed for geodesy, appears to be a
strong candidate both for interlaboratory frequency comparisons and for frequency dissemination
applications.
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Figure 1. Map showing locations of existing and planned GPS receiver stations of the International GPS Service
for Geodynamics. Stations mentioned in the text have double circles. The global GPS solutions whose timing results
are described in the text, use up to 24 stations - such as the set shown circled here.
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Figure 2. Maser clock differences between Algonquin and NRC (200 km baseline),
obtained from the global GPS solution. Each day is treated independently.
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Figure 3. Maser clock differences between Goldstone and NRC, obtained from the
global GPS solution. Some direct common view satellites exist for this 4x10° km baseline.
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Figure 4. Maser clock differences between Madrid and NRC, obtained from the global
GPS solution. Some direct common view satellites exist for this 6x10° km baseline.
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Figure 7. Daily global GPS solutions showing the Algonquin - NRC maser clock
differences, with the discontinuities emphasized by the “bars” at 00:00 each day.
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Figure 8. Histogram of daily solution discontinuities for the 20 days
of Figs.2-6, between NRC and five IGS stations using masers, scaled
by 1/V2 to reflect the residual at the ends of the daily solutions. The
open bars represent values included in the determination of the“rms”
value, and excluded from the “peak o” value.
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Solution clock difterences: residuals from linear fit (ns)
|
]
|
}
[
M
|

0 5 10 15 20
time (days)

Figure 5. Maser clock differences between Tidbinbilla and NRC, from the global GPS
solution. No common view satellites exist for this 1.7x10% km great circle baseline.
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Figure 6. Maser clock differences between Madrid and Goldstone, a 10* km baseline.
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Abstract

The CNES project of a European Complement to GPS [CE-GPS] is conceived to fullfill the
needs of Civil Aviation for a non—precise approach phase with GPS as sole navigation means. This
generafes two missions: a monitoring mission — alarm of failure —, and a navigation mission
— generating a GPS-like signal on board the geostationary satellites. The host satellites will be
the Inmarsat constellation. The CE-GPS missions lead to some time requirements, mainly the
accuracy of GPS time restitution and of monitoring clock synchronization.

To demonstrate that the requirements of the CE-GPS could be achieved, including the time
aspects, an experiment has been scheduled over the last two years, using a part of the Inmarsat I
F-2 payload and specially designed ground stations based on 10 channels GPS receivers. This paper
presents a review of the results obtained during the continental phase of the CE-GPS experiment
with two stations in France, along with some experimental results obtained during the transatlantic
phase (three stations in France, French Guyana, and South Africa). It describes the synchronization
of the monitoring clocks using the GPS Common-view or the C— to L-Band transponder of the
Inmarsat satellite, with an estimated accuracy better than 10 ns (1 o).

INTRODUCTION

The ‘Centre national d’études spatiales’ (CNES, France) is the French Space Agency. The
CNES project of a European Complement to GPS (CE-GPS in the following) is dedicated
to the needs of the Civil Aviation community to achieve the requirements of a non-precision
approach phase with GPS used as sole navigation means. Many functions have to be fullfilled
by such a system, for which the time requirements are reaching the state of the art of the
techniques used by the Time Metrology community. The whole CE-GPS project started more
than four years ago, and the experimental part more than two years ago.
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At this point of the CE-GPS project, all experimental stages have been performed, with a great
amount of collected data to be processed. The results presented in this paper concern only the
time aspects of the experiment, the calibrations of the ground stations and the synchronization
of the monitoring clocks during the continental and transatlantic phases. Both Common-view
GPS and Two-way time transfer through geostationary satellite have been used, the processing
of the data being carried out by the ‘Laboratoire primaire du temps et des fréquences’ (LPTE,
France). The results obtained are compared to the requirements of the CE-GPS project.

SHORT REMINDER OF THE CE-GPS PROJECT

The concept of the CE-GPS and the experimental system were presented at the EFTF 93f11.
The CNES project of a European Complement to GPS is mainly dedicated to the needs of
the Civil Aviation community. It can be considered as the first step of a French design for a
Global Navigation Satellite System (GNSS). The reference mission adopted by the CNES will:

- achieve the requirements of a non-precision approach phase.

- enable GPS to be used as sole navigation means.

The functions to be fullfiled by such a system are:

- a monitoring mission: alarm of a failure on a GPS satellite within 10 seconds.

- a navigation mission: to increase the GPS availability by climinating coverage gaps.

Following the proposals of satellite operators, it was agreed that the space segment would be
provided by the Inmarsat III geostationary satellites. Because one of the system specifications
s to minimize modifications on the existing GPS receivers, the signal transmitted by the
geostationary payload shall be similar to a GPS signal. In addition it has to carry specific
CE-GPS informations. This and other specifications have many consequences, among which
only the time aspects are described in this paper.

To prove the feasability of such a Complement to GPS, and to help estimating the performances
and the limits of an operational system, the CNES has organized an experiment of which main
objectives are:

e to confirm the ability of transmitting a GPS-like signal from a geostationary satellite.

e to demonstrate the feasability of synchronizing with the GPS time a virtual clock on board
the geostationary satellite.

e to demonstrate the capability of GPS receivers to process the CE-GPS signal.

e to evaluate the User Equivalent Range Error (UERE) [2] when using the geostationary
satellite.

e to synchronize the ground stations following the requirements.
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The space segment of the CE-GPS experiment, beside the GPS NAVSTAR constellation, is
the Inmarsat Il F2 geostationary satellite of which part of a transponder in the payload was
made available free of charge to the CNES for the duration of the experiment. The ground
segment is made of three specially designed ground stations based on 10 channels navigation
GPS receivers, whose development has been entrusted to the IN-SNEC (Caen, France), and
of a computer processing station for the collected data located at the CNES space center of
Toulouse (France).

The CE-GPS experimentation was divided into three stages: a first stage in May—-June 1993,
with two stations located at the IN~<SNEC (Caen, France) in parallel with the same clock, called
the “calibration phase”, a second stage from September to November 1993 with one station at
the LPTF (Paris, France) and another one at the CNES space center of Toulouse (France),
called the “continental phase”; a third stage from May to June 1994, with three stations located
at the CNES space centers of Toulouse (France), Kourou (French Guiana) and Hartebeeshoek
(South Africa), called the “transatlantic phase”. The acronyms used for these three stations
are TLS, KRU, and HBK, with obvious meanings.

TIME ASPECTS OF THE CE-GPS

The time requirements concerning the navigation mission to be fullfilled by the system are the
synchronization with respect to GPS satellites. The standard deviation of the time difference
between an event issued from the geostationary payload and an equivalent event issued from
any GPS satellite should be less or equal to 120 ns with Selective Availability (S.A.) on [2].
With S.A. off, these requirements drop to 20 ns. Concerning the monitoring mission, the time
requirements deal with the relative synchronization of the monitoring clocks, which should be
within 10 ns (1 s) in accuracy if they are in view of the same geostationary satellite, or within
15 ns (1 s) if not.

The description of the system architecture, of the ground stations, and the discussion about time
and frequency servo—control techniques, or orbitography aspects, have been made elsewhere
[1,3]. Only the experimental set-up and some of the calibration results are presented here.
The method for restituting the GPS time following the requirements, based on the statistical
behaviour of the S.A. noise, is described in a paper presented at the EFTF 94 [4], along with
some experimental results obtained with a four—channel time dedicated GPS receiver: over an
averaging period of 2 h 24 min, and with the simultaneous use of the four channels, it has
been demonstrated that the GPS time could be restituted on the ground with an accuracy of
14 ns (1 s). A possible method for achieving a clock synchronization is to use the results of
the GPS time restitution separately calculated in remote stations [1,4].

The time aspects of the CE-GPS presented in this paper are the synchronization of the ground
stations clocks, either by GPS Common-view or by Two-way satellite time transfer (TWSTT)
through the geostationary payload. The well known method for the synchronization of remote
atomic clocks is the GPS Common-View technique [5]. Because GPS time dedicated receivers
are included in the CE-GPS ground stations, it was decided to use the Common-View technique
with the BIPM schedule as the reference for clock synchronization, provided that a calibration
of the remote receivers is done, and that atmospheric measurements are made available. Until
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now, TWSTT was performed using Eutelsat or Intelsat telecommunication system, or domestic
satellites. When using MITREX Modems over short bases (800 km), an accuracy of 1.7 ns
(1 s) has been estimated, and directly compared to the equivalent GPS Common-view results
[6]. It was proposed to use the Inmarsat C— to L-Band transponder, and the spare C/A GPS
gold pn—codes [1,2].

EXPERIMENTAL SET-UP

The description of the ground stations will be limited to the basic equipments involved and
to the items and techniques related to the results presented in this paper. The complete
presentation of the stations of the CE-GPS experiment can be found clsewhere [1].

Inmarsat 11 F2 is located -15.5 E. The Sagnac effect for all links is easy to determine with an
uncertainty within 0.01 ns (1 s). All stations are identical in terms of a spatial link:

Antenna diameter C-Band: 0.6 m

Uplink frequency: 6428.475 MHz (C-Band)
Uplink S/C G/T: -14 dB/K

Antenna diameter L-Band: 1.2 m

Downlink frequency: 1533.475 MHz (L-Band)
Downlink on axis G/T: 1.3 dB/K

Maximum EIRP: 39.8 dBW

At the start of the experiment, no data were available concerning TWSTT performances when
using an [nmarsat transponder, C/A gold codes, and GPS receivers as Modem. The basic
sampling period of the data inside these GPS receivers is 0.6 s. It was decided to schedule
four sessions per day, each lasting 15 min, to allow statistical analysis on a sufficient amount of
data, and to detect any influence of atmospheric parameters on the performances. The sessions
took place at 1:15, 7:15, 13:15, and 19:15 TU.

Inside each ground station (figure 1) are implemented two SERCEL NR106, which are ten-
channel GPS navigation receivers. They are related, thanks to the switcher 1, either to a
common GPS antenna (L1 carrier), or to the receiving antenna of the Inmarsat signal (L-Band)
converted to L1 before the switcher. The GPS antenna is also connected to a GPS receiver
SERCEL NRT2, which is a 4 channels time dedicated receiver. The NRT2 is directly supplied
with the 1pps output of the Cesium clock of the station. This is the classical set-up for the
GPS Common-view technique.

Because the navigation receivers NR106 have no input for dating external events, like the 1 pps
from the Cesium clock, it was necessary to build up a so—called "GPS signals generator’, which
has two functions. It generates a sequence of C/A code synchronized with the 1 pps output of
the clock, which modulates a L1 carrier in order to be dated by the internal counter of both
NR106. This signal is denoted "1 pps L1-C/A. The C/A code chosen for this internal link for
all CE-GPS stations is numbered 33: it is a spare for the operational GPS, not to be used until
further notice. For refering any external signal to the Cesium clock of the station, the dating of
this internal 1 pps L1-C/A signal has to be done simultaneously with the dating of the external
signal. The other function of this "generator’ is to output the servo—controlled signal related to

156



the 1 pps of the clock to the transmitting antenna towards Inmarsat (C-Band carrier). This is
similar to the transmitting part of a Modem used for the TWSTT, like MITREX for instance.
The equivalent to the receiving part of a classical TWSTT Modem are the NR106 receivers.

There are opportunities for test links, short loop, and changes of the role of each NR106
receiver. There are other possible station configurations to be considered [1], but for the
time aspects of the CE-GPS, a stable configuration was chosen for the whole period of data
collection. The Cesium clocks monitoring the CE-GPS stations were a HP 5071 A option 1 at
the LPTF, a HP 5001 A option 4 at TLS and KRU, and an Oscilloquartz at HBK. All types
have proven to remain stable enough to evaluate properly the performances of the CE-GPS
stations.

Either the GPS or the C- to L-Band radiowave techniques need estimations of the atmospheric
delays. Models for tropospheric delays are working reasonnably well at the nanosecond level.
For ionospheric delays, ionospheric calibrators are needed. Ten channels codeless receivers (not
on figure 1) were used at all CE-GPS stations for measuring the ionospheric delays on the GPS
satellites signals. A polynomial mapping method was scheduled to be used to determine the
ionospheric delays in the direction of the Inmarsat geostationary satellite. But many problems
occured during the running of the jonospheric calibrators. Considering the small distance
between both stations involved in the continental phase ( 800 km), it was decided to use the
STANAG results as the ionospheric delays in the direction of GPS satellites, and a Bent model
for the C- and L-Band ionospheric delays in the direction of the Inmarsat satellite. Because
the lines of sight of the Inmarsat satellite from both TLS and LPTF stations were very close,
the difference of the C-Band ionospheric delays was negligible at the nanosecond level.

For the transatlantic phase, because the ionospheric calibrators have worked well only part of
the time, the LPTF proposed to compute the ionospheric delays as following:

e for cach 15 s sampled measurements in the direction of GPS satellites, a VTEC (vertical
total electronic content) is calculated.

e a mean value of these VTECs is estimated, and projected in the direction of the
geostationary satellite.

e for cach TWSTT 15 min session, a mean value of the jonospheric delays is computed.

o during the whole periods where TWSTT measurements have been made continuously an
average value of the ionospheric delays in the direction of the geostationary satellite is
computed, separately for the 4 daily sessions. Three periods of 5 to 7 days duration,
where the CE-GPS stations have worked continuously, have been identified during the
transatlantic phase of the experiment.

It was proposed to consider as an uncertainty on these values the highest standard deviation
of the computed average values, which was 5.1 ns (1 s). This is of course not a state of
the art value. It was also proposed to try to use some IGS ( International GPS Service for
geodynamics) post-processed data, but the results are not available yet.
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CALIBRATIONS

All internal delays of the ground stations were either measured (cables) or estimated (electronic
components) following the manufacturers data sheets with a good uncertainty. A short loop
performed during the calibration stage of the experiment, along with TWSTT sessions with
both stations connected to the same clock, have shown that the measured differential delays
were in good agreement with the estimated values, given the estimated global uncertainty.
One of the critical issues is the calibration of the ‘GPS signal generators’. Examining the
synchronization equations, it appears that the 1 pps signal group delay through each generator
must be monitored. Frequent calibration sessions were scheduled in all stations during the
whole experiment. A calibration consists roughly in measuring the time delay between the
arrivals into the NRT2 of two homologous 1 pps signals: a direct 1 pps signal from the Cesium
clock and the 1 pps L1-C/A signal supplied through the generator output. This procedure was
possible because the NRT2 have proven to remain quite stable all over the experiment.

The results of the successive calibrations during the continental phase are presented on figure
2. The calibrations at CNES station appear more stable than the LPTF station measurements.
Moreover the CNES station was switched off for a while on MJD 49266 (October 6): there
are obviously two sets of data before and after this MID, each scattered within 4 ns. On
the contrary the LPTF data are much more scattered within 25 ns. It has been shown by
the manufacturer of the stations that, owing to the components used for this experiment, the
signal generator could exhibit stepwise varying delays, each step being a multiple of 2.44 ns.
By processing in deferred time the dating of the 1 pps L1-C/A performed continuously by both
NR106 of cach station, those variations could be identified, summed and compared to the day
to day calibrations of figure 2. With the analysis of these records, some improvements could
be achieved, but a lot of discrepencies are remaining, mainly due to missing data. This is
why these discontinuities in the delays are disregarded. The average values of the calibration
sessions are adopted along with the relevant standard deviations as uncertainties, giving for the
signal generators delays:

- at TLS (continental phase): mean value = 1007.5 ns; standard deviation = 4.8 ns.
- at LPTF: mean value = 998.5 ns; standard deviation = 7.1 ns.

A similar behaviour of the signal generators was observed during the transatlantic phase of
the experiment (Figure 3). The generator of the HBK station, formerly located at the LPTE,
remained the most perturbated one, compared to the generator of the KRU station, which
has never been switched off during the whole experiment. The manufacturer of the stations
believes that the generator of the KRU station has reached the best achievable stability, with
the components used for the building of it. The average values of the calibration sessions were
adopted along with the relevant standard deviations as uncertainties, as for the continental
phase, giving for the signal generators delays:

6.3 ns.

- at TLS (transatlantic phase): mean value = 1009.4 ns; standard deviation
- at HBK: mean value = 986.1 ns; standard deviation = 7.6 ns.
- at KRU: mean value = 1025.8 ns; standard deviation = 1.4 ns.
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A calibration by transportation of two GPS receivers was organized during the continental
phase of the experiment, so that three round-trips were performed between the LPTF and
the TLS station. It has worked remarquably well, except for some local problems too long
to explain here, giving the usual uncertainty of 1.5 ns (1 s) on the differences between the
two time scales. An other control of the results was possible thanks to the operational GPS
Common-view link between the two stations involved, used continuously for the computation
of the TAF (‘Temps atomique fran cais’).

No temperature effect was noticeable on the sets of data.

CONTINENTAL EXPERIMENTAL PHASE

An analysis of the data by the Modified Allan deviation showed that white phase noise is
preponderant on each 15 min session over a period long enough to allow the computation of
an average value. The precision of one 0.6 s sampled CE-GPS observation is about 9 to 10 ns,
as can be deduced from the Modified Allan deviation. It could be compared to the MITREX
observations that are ten times better [6], but it remains consistent with the magnitude expected
when using C/A code along with standard discriminators on signals affected by a measured
C/No of about 40 dB(Hz).

On Figure 4 are presented the average values of the TWSTT 15 min sessions, compared to the
Common-view GPS daily averages between the GPS time receivers connected to the CE-GPS
stations. One can see that the TWSTT points are well distributed around the GPS curve,
even though they are scattered. It appears that many sessions have suffered from the above
mentionned stepwise varying delays compared to the average values of the generators delays.
This is a logical consequence of the choice to use an average of the calibration measurements.
The uncertainties of the generators delays are obviously the most degrading part for the accuracy
of this experiment of TWSTT through Inmarsat. We propose the following uncertainty budget
in nanoseconds (1 s):

Inmarsat transponder 0 [Global coverage]
Sagnac effect 0.0

Ionospheric delays 2.0 [Differential/Bent model]
Differential delays (LPTF-CNES) 6.2 [1ppsL1-C/A generator]
UTC(LPTF)-1 pps REF 0.5 [short line]
UTC(CNES)-1 pps REF 1.0 [long line]

Two-way accuracy 6.6 [Quadratic sum]

This accuracy is given for ecach session averaged result, and remain well below the upper limit
of the CE-GPS requirements (10 ns). It surely will drop to a more interesting value compared
to the MITREX results [6] if the behaviour of the generators could be withdrawn from the
measurements. The uncertainty of the comparison between GPS Common—view and TWSTT
can be estimated in nanoseconds (1 s) by:
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TWSTT (CE-GPS continental) 6.6
GPS Common-view [5] 3.4 [800 km baseline]
Uncertainty of the comparison 7.5

This uncertainty appears consistent with the data plotted on Figure 4.

TRANSATLANTIC EXPERIMENTAL PHASE

A statistical analysis of the transatlantic data showed that a white phase noise behaviour is
observed, as for the continental phase. Until now, no GPS Common-view data are available
to be compared to the TWSTT results, and a lot of TWSTT data are missing, due to local
problems in the equipments. On figures 5, 6 and 7 are plotted the TWSTT results on each link.
The regular behaviour of the two different types of atomic clocks used can yet be recognized.
In a very similar way as for the continental phase, we propose the following uncertainty budgets
in nanoseconds (1 s) for each link:

Ionospheric delays 5.1 [average computed from GPS measurements|

Equipment delays TLS - HBK HBK - KRU KRU - TLS
7.0 55 4.6

UTC(k)-1 pps REF 1.0 [two stations]
TWSTT accuracies 8.7 7.6 6.9

These accuracies are near the upper limit of the CE-GPS requirements (10 ns). One of the
possible tests of the consistency of the results, along with a check of the computation options,
is to calculate the deviation from the closure between the three stations. For this purpose,
daily independant TWSTT results have been built up, for two of the three TWSTT links, by
interpolation between two separated measurements sessions, centered on the date of the third
link result. The deviations from the closure are plotted on figure 8. Even if only few points
are available, there is obviously a bias between the three different sets of data. Again the
behaviour of the generators of the stations is suspected to be the most important part of this
bias. The results are scattered between — 8.0 ns and 15.3 ns. These values are consistent with
the estimated accuracies given above. But the weak number of computed values do not allow
us to realize a more complete statistical analysis.

If one could consider that the behaviour of the 1 pps L1-C/A generator in the KRU station
would be the regular behaviour of an operational CE-GPS ground station, and if the ionospheric
delays could be measured with a better uncertainty, by using the IGS post—processed data for
instance, one could estimate the following uncertainty budget:

lonospheric delays 2.0
Equipment delays 1.5
UTC(k)-1 pps REF 1.0 [two stations]
TWSTT accuracy 27
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This could be the best achievable accuracy of the method, with similar stations more than
10,000 km apart, as far as the global coverage of the satellite’s antenna is realized.

CONCLUSION

It has been demonstrated that the time requirements of the CE-GPS could be fullfilled with
ground stations comparable to those built up for the purpose of the experiment presented in
this paper, cither for a distance between the stations inferior to 1000 km, or for stations more
than 10,000 km apart. Even with the calibration problems related to the signal generators
as conceived for this experiment, the monitoring clock synchronization could be done by the
TWSTT technique through an Inmarsat geostationary satellite, with C/A gold codes and GPS
receivers, with an accuracy of 7 to 9 ns (1 s). The best achievable accuracy is estimated within
2.7 ns (1 s).

The software for computing the timing data from the pseudo-range measurements made by
the NR106, which are only GPS navigation receivers, is nearly completed. It will allow in the
future the computation of GPS Common-view data the same way as in GPS receivers dedicated
to time measurements, making the NRT2 receivers connected to the CE-GPS stations useless.
Because NR106 are 10 channels receivers, it will supply data for the restitution of GPS time
with the highest number of GPS satellites available simultaneously, reducing the averaging
period for a similarly reduced S.A. noise.

Beside TWSTT, other techniques are scheduled to be tested with signals transmitted by the
Inmarsat transponder. Among others, the servo-control could be the most interesting due to
its near real-time time transfer capability. In this case however the synchronization is less
accurate than the best achievable with post—processed data.
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Figure 2. Calibration of the generators at the LPTF (°) and at TLS *)
during the continental phase of the experiment,
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FOR THE TWO LASSO RANGING STATIONS
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Abstract

In order to achieve the accuracy of the LASSO time transfer between OCA, Grasse, France and
McDonald Observatory, Texas, USA, an intercalibration of the two Laser Ranging Stations was
made.

At the same stations, GPS receivers were set up and the GPS to Laser epoch differences were
also monitored.

In addition to the principle and the results of the measurements, the cause of the difficulties
met during the campaign will be described.

INTRODUCTION

After a successful LASSO Ranging Campaign by the two Lunar Laser Ranging (LLR) Stations,
University of Texas at Mc Donald and Observatoire de la Céte d’Azur in Grasse, which took
place from April 1992 to January 1993, an intercalibration trip for the participating stations
has been set up.

The principle of this intercalibration (Fig. 1) is to use a common vector on both sites, in order
to determine the emission delay difference.The common vector is a specially designed laser
ranging station, transportable and able to be set up close to each telescope. The range limit
of such a station is of a few kilometers on simple ground targets (corner cube).

CONFIGURATIONS

At each site two configurations were scheduled:
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e emission by the LLR local station and reception by both LLR local station and calibration
station (Fig.2).

e emission by the calibration station and reception by both stations (Fig. 3). These
configurations allow to write a set of redundant relations from which we can derive the
difference of the emission delays. This difference is called the LASSO calibration. For
the LASSO calibration to be valid, it is necessary that the delays of the calibration station
and the cables for the 5 MHz and the 1 Hz remain stable. A special design of the
calibration station allows to monitor any change in the internal delays and the cables
being considered as part of the equipment thereof. The same set of cables will be used
at every site.

Outside of the LASSO calibration, another calibration is needed in the Lasso synchronization
relations. It is the ranging calibration of each LLR Station.

This is routinely surveyed by the ranging teams and could be also determined from the two
way flight time of the laser beam of the calibration station.

CALIBRATION TRIP

The calibration started in April 1993 at LLR OCA Station. The transportation of the calibration
station was easy since a van had been purchased for that purpose. Setting the station near the
LLR telescope was quite easy, We only had to solve a Radio Frequency Interference, probably
caused by the iron shect cover of the dome of the LLR station. In June of the same year,
we moved the station to the LLR station at McDonald. The transportation of the calibration
station was done by air, from Nice to Houston, then by truck, from Houston to El Paso and
finally by car, from El Paso to the Observatory.

At the station our equipment had to be set up outside as the shelter of the LLR station
was already quite crowded. This occurred to be somewhat of a problem as the weather was
unusually bad (heavy rain and wind) for such an area as Texas at that time of the year. After
some hardware adjustments (laser, telescope focus) the calibration station was ready to work
in less than two days in what we would call an expected nominal mode. However, because we
did not have any oscilloscope that we could use, we were unable to control the level of the
discriminators and actually for some reason they were not set as they were for the calibration
at OCA.

We have to mention here that we encountered some problems, which are not unusual when
you carry material to different countries. The ATA Carnet, for example is not commonly used
in some areas as El Paso, and of course it can be of a risk to go through customs on dn official
Holiday.

CALIBRATION SESSIONS

e The LLR OCA station was designed with LASSO in mind, therefore outside of the Radio
Frequency Interference problem, no other difficulties appeared. The data files are very
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stable for successive and close together sessions, but not for day to day sessions with a
noise around 150 ps up to 300 ps (Fig. 4).

o The LLR McDonald station, in spite of some difficulties saved the LASSO experiment, as
it was the only other station ready and in position to make LASSO sessions at that time.

The station had been designed with only the goal of ranging and later on adapted for LASSO
observations.

Consequently we have encountered some limitations at McDonald station:

1. Processing the data in real time was impossible, as a preprocessing of the data at University
of Texas at Austin was absolutely necessary to make the files readable. This led to
the impossibility of scheduling any other session in case that something would fail. An
example is that we could not discover that a range gate had been adjusted in the wrong
way, rejecting the real data and recording the adjacent noise (Fig. 5).

2. The design of the equipment is such that the same interpolator is used for both the
emission and the reception. Ranging the Moon or satellites is very efficient in this way, as
any variation in the interpolator slope cancels. For LASSO the emission delay, relying on
a single path in the interpolator, may and actually does change from day to day (estimated
to up 5 ns). For calibration sessions, ranging on a close target is impossible, because the
dead time of the interpolator is far too large (Fig. 6). As the system is computer driven
in a synchronous mode, the LLR station is then also unable to record emissions from the
calibration station (Fig. 7).

Back to OCA LLR station we discovered that the calibration equipment delay had changed
during the trip, most likely during the hardware tuning at McDonald station and because we
did not have a oscilloscope, we could not readjust the constant fraction discriminator at the
ideal level. This adds an uncertainty of 1 ns. Taking into account the previous remarks, the
data files recorded at McDonald station have the same discrepancy than the ones of OCA. The
short term stability is rather good (1 to 3 hours) but the values drift from session to session.

The overall calibration is computed at 136,999 ps. It is obvious that this is meaningless due to
the long term unstability of a part of the Lunar Laser Ranging station equipment at McDonald,
which was not fully designed for LASSO experiment.

The estimated discrepancy could be up to +2.5 ns.

CONCLUSION

Considering what we have learned during this first intercalibration trip, we think that the
equipment as it is designed, could provide a value with an accuracy of a few hundreds
picoseconds (200 to 300 ps).

[t has to be noticed that the stations willing to participate in such campaigns have to be designed
for time transfer and need event timers reaching at least the same accuracy.
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With some changes, such as fast photodetectors, a new event timer and new discriminates, the
level of 30 to 10 picoseconds could be reached.
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Network Time Synchronization Servers
at the U. S. Naval Observatory

R. E. Schmidt
Directorate of Time
Time Scales Division

U. S. Naval Observatory
Washington, DC 20392

Abstract

Responding to an increased demand for reliable, accurate time on the Internet and Milnet, the
U.S. Naval Observatory Time Service has establiished the network time servers, tick.usno.navy.mil
and tock.usno.navy.mil The system clocks of these HP9000/747i industrial work stations are
synchronized to within a few tens of microseconds of USNO Master Clock 2 using VMEbus IRIG-B
interfaces. Redundant time code is available from a VMEbus GPS receiver.

UTC(USNO) is provided over the network via a number of protocols, inculding the Network
Time Protocol (NTP) [DARPA Network Working Group Report RFC-1305 |, the Daytime Protocol
[RFC-867], and the Time protocol [RFC-868]. Access to USNO network time services is presently
open and unrestricted.,

An overview of USNO time sevices and results of LAN and WAN time synchronization tests will
be presented.

In October, 1994, the Internet consisted of 3,804,000 hosts in 56,000 domains over 37,022
networks. This represents a growth rate in number of hosts of 01% over 12 monthsitl. A
number of networked time servers are providing time to this population voluntarily, using the
Network Time Protocol (NTP) and other protocols, but the top of the timing pyramid, the
domain of the stratum-1 servers, is sparsely populated. The current list of primary servers/2l
includes:

Time Synchronization Source
Region Alomic GPS WWV/DCF77 GOES Other

US West - 1 8 I

US Mountain - -

US Midwest
US East

Hawaii
Canada - R
Japan - 4
France - -
Germany - 1
Australia 1 - - - 1 Omega
United Kingdom - -
Netherlands
Switzerland - -
Norway 1 1

2

[
s O Lo
S

W=

——— D

1 Loran-C
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The two U.S. East servers with atomic clock links are new additions, the USNO network
time servers tick.usno.navy.mil and tock.usno.navy.mil. They are Hewlett—Packard HP9000/747i
industrial VME bus workstations. Each hosts a Datum bc63Svme synchronized generator, which
is fed from a Time Systems Technology Model 6460 IRIG-b generator receiving SMHz from
USNO Master Clock #2.

Redundant time is provided by a TrueTime GPS_VME board in one system, which feeds
IRIG-b to a TrueTime VME-SG synchronized generator in the second host. Network Time
Protocol (NTP) clock drivers were written for these interfaces.

Tick and tock operate as stratum-1 servers of the NTP network time protocolB®l.  Clients
exchange timestamp packets with the servers to measure delay, clock offset, and network and
operating system dispersion. NTP then corrects the local system clock via step offsets or,
more commonly, by slewing the UNIX system clock. The adjtime routine the value of the tick
increment to be added to the kernel time variable at each hardware timer interrupt.Frequency
and phase offsets of the local server UNIX system clocks from their synchronized generators
are measured by NTP at 64-second update intervals.

With this off—the-shelf hardware we keep the servers’ system clocks to within 100 microseconds
of UTC(USNO). (Other NTP hosts do better than this, but our goal is to synchronize UNIX
system clocks to tolerable levels, with a minimum of effort. NTP clients synchronize to a few
milliseconds of UTC(USNO), and long-distance clients to tens of milliseconds.

TESTING NTP TIME TRANSFERS

For the past six months we have synchronized to our servers a number of local hosts and one
distant source, an HP9000/425t located at the Naval Observatory Time Substation near Miami,
FL.To converse with the latter system from Washington, we must route packets through six or
seven intervening NASA sites. Pings take from 100 to 3400 ms, depending n the level of net
traffic. Yet we are able to do quite satisfactory system time synchronization, as the figures
demonstrate.

One measure of the success of network time synchronization is TDEYV, the “time domain stability
measure” as described by D. W. Allan et. al. at the 1994 Frequency Control Symposium 4l

o, = [1/6 < (A22)? >3 (1)

In the following “sigma-tau” diagrams, one is able to distinguish types of noise, decorrelation
timescales, and even diurnal modulation of workstation crystal clocksfS!.
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FUTURE WORK

The success of the USNO network time servers, which are now processing about 155,000 NTP
packets per month, establishes them in the ranks of the few stratum—1 servers.But clearly
Washington, DC-based servers are of limited usefulness nationally. The growing availability of
low~cost GPS receivers, and even integrated, standalone GPS/NTP servers, provides thepotential
for an ensemble of geographically dispersed time servers with sources of reliable and accurate
time traceable to UTC(USNO) via GPS. It would take only about a dozen GPS/NTP servers,
located on the ANSnet T3 backbone, to provide nationwide network time services that would
be dependable and accuratel®l, and a similar number for the Defense Information Systems
Network (DISN).

The USNO will upgrade its Internet link to a T1 line from its present 56kb connection in
December, 1994171, This should smooth some of the serious time warps seen by our WAN
clients. ISDN promises further potential for wide-area timing links. USNO plans to be active
in time synchronization via [SDN in 1995.

NETWORK TIME SERVICES

UTC(USNO) is provided over the network via a number of protocols,

1. RFC-1305 NETWORK TIME PROTOCOL
The USNO time servers are stratum 1 servers for the Network Time
Protocol (NTP) [DARPA Network Working Group Report RFC-1305].

2. TELNET ASCII TIME

The U.S. Naval Observatory Master Clock is accessible in low-precision
mode via telnet to one of the time Servers on port 13. The time server
will ping your system and estimate the network path delay. It will
then send Modified Julian Date, Day of Year, and UTC time as ASCII
strings followed by an on-time mark (*) which will be advanced by the
estimated network delay. The uncertainty in the network delay estimate
can reach hundreds of milliseconds, but is typically good to a few tens of
milliseconds.

3. RFC 868 TIME PROTOCOL
The “time” protocol [RFC-868] is supported on TCP and UDP port
37. This service returns a 32-bit binary number, in network byte order,
representing the number of seconds of time since 1 Jan. 1900 UT. The
“rdate” program uses TCP port 37 and is supported on our servers,

4. RFC 867 DAYTIME PROTOCOL
The ASCII “daytime” protocol is supported only on UDP port 13. The
TCP implementation has been replaced by the telnet ASCII time protocol
above,

177



REFERENCES:

[1] Lottor, Mark, [nternet Domain Survey, Oct. 1994

[2] Mills, D.L,, Information on NTP Time Servers and Radio Timecode Receivers, 3 Nov.

1994
on 3) specification, implementation, and analysis.

[3] Mills, D.L., Network time Protocol (Versi
RFC-1305, University of Delaware, March 1992,

DARPA Network Working Group Report
113 pp.

[4] Allan, D. W, Time—Domain Instability Measures in Time and Frequen
quency and Control Symposium, 1994.

cy and for Telecom-
munications, lecture notes, Fre
[5] DeYoung, J. A, private communication.

[6] ANSnet T3 Backbone Map, Advanced Network & Services

[7] Withington, F. N., private communication.

178



NTP Synchronization

USNO Local LAN

3000 -- e - e R
2000 -
1000 -
0
D
w
[\ ]
(]
k]
)
g Std. Dev = .00
3 Mean = .0007
£ o N = 6760.00
0 i) e
(2N Qs G
Network time offset (secs)
NTP Time Synchronization
Washington, DC - Miami, FL
Aug. - Nov. 1994
Std Dev = 01
Mean = - 001
N = 5492 00
: : : s ) ge) -0, 0 -
% % Y % % ) % ) %

Network time offset (secs)

179



Server Clock - UTC(USNO)

tick.usno.navy.mif

| |
] |
3 |
|
- / \
/ |
— fé Y T Y T T T T T v Ll T T Y J
-175 -125 -75 -25 25 75 125 175 225
System Clock offset {microseconds)
Server Clock - UTC(USNO)
tock.usno.navy.mil
1
|
1
1
j |
— ;
i
|
|
|
7 |
__1 i
|
|
|
|
| :
| |
| J
-175 -125 -75 -25 25 75 125

Local clock oftset (microseconds)

180

I



Offset (microseconds)
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Offset (milliseconds)

iog sigma-x (tau) (seconds)
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A STRUCTURED, EXPANDABLE APPROACH

David F. Wright
Radiocode Clocks Ltd.
Kernick Road
Penryn
Cornwall, TR10 9LY.
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Abstract

Radiocode Clocks Ltd. have developed a Turnkey Time and Frequency Generation and Dis-
tribution System strategy based upon a bus of three, “core” signals from which any Time code,
Pulse rate or Frequency can be produced. The heart of the system is a ruggedized 19 inch, 3U
Single Eurocard chassis constructed Jfrom machined 10mm aluminum alloy plate and designed
to meet stringent Military, Security and Telecommunications specifications. The chassis is fitted
with an advanced multilayer backplane with separate ground planes for analog and digital signals
ensuring no degradation of low noise frequency references in the proximity of high speed digital
pulse transmissions.

The system has been designed to be used in three possible configurations:

a) As a stand alone generation and distribution instrument.
b) As a primary distribution unit in a turnkey Time and Frequency system.

¢) As a secondary distribution unit at q remote location from the Turnkey Time and Frequency
System providing regeneration of core signals and correction for transmission delays.

When configured as a secondary distribution unit the system will continue to provide usable
outputs when one, two or even all three of the “core” signals are lost.

The instrument’s placement within a system as a possible single point of system failure has
required the development of very high reliability translator, synthesizer, phase locked loop and
distribution modules together with a comprehensive alarm and monitoring strategy.

INTRODUCTION

The requirements for sources of Precise Time and Frequency have grown substantially in
recent years, not just in the number of projects but also in their complexity. An increasing
number of users are specifying redundancy, high reliability, cxpandability and a plethora of
Time code, Pulse rate and Reference frequency outputs in their systems. In dual or triple
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redundant configurations the switching, monitoring and alarm management of such a myriad
of signals can become technically complex, commercially expensive and, in many cases, can
reduce system availability. This, coupled with the tightening of international standards with
regard to electromagnetic compatibility, electrical safety and product quality, has lead to the
development of a new strategy for Time and Frequency distribution.

SYSTEM ARCHITECTURE

Traditionally, when designing a turnkey distribution system, two or three master clocks, frequency
standards or time code generators are fitted with one of each required system output. In some
complex cases an atomic frequency standard will provide a stable reference frequency to a pair
of low noise quartz oscillators via individual frequency or phase locked loops. These oscillators
then produce one of each of the required frequency outputs which are fault detected and
switched to a frequency distribution unit, while a GPS or Off-air master clock synchronizes
two or three time code generators, ¢ach of which produces one of every required time or time

interval output. These in turn, are majority voted, fault detected and switched to a timing
buffer or distribution unit.

The addition of features such as secondary power supplies, alarms and output monitoring
quickly make the system difficult to use, very inflexible, costly to manufacture and support and
inefficient in terms of spares ranging.

Our solution to these problem has been to reduce the number of switched signals to an absolute
minimum and to use these “core” signals as references with which to generate the required
system outputs. Using conventional copper or fiber optic technology the minimum “core” signal
count is three, a 1 Pulse per second (1 PPS) epoch marker, a 10MHz reference frequency and
a proprietary format RS422 time message.

These “core” signals are generated by one or more Time and Frequency Standards such as GPS
or Off-Air receivers, free running atomic or quartz clocks or a combination of the above. The
“core” signals, plus alarm and status signals from the master time and frequency source are fed
to an intelligent monitor and changeover unit which will fault detect, majority vote and switch
between sources. This unit also acts as a system alarm manager. The selected “core” signals
are then fed to a high reliability, modular distribution chassis based upon a single Eurocard
format and fitted with dual power supplies, an alarm management module, an input/expansion
module and a backplane accommodating the “core” signals, power lines, alarm signals and
inter-module control signals.

Because there are also smaller applications, where a single distribution chassis is sufficient
and the use of an external source of time and frequency is not always necessary, 4 Tange of
“core” signal generation modules, which could obtain time from an external reference, has
been developed for the distribution system. These modules now include GPS, Loran, WWVB,
MSF and DCF receivers, together with free-running master time and frequency sources.

Historically, the distribution of low noise frequencies and digital signals has been undertaken
using two scparate chassis. As this approach was considered cumbersome, a single chassis

architecture was developed for the distribution of all time and frequency signals while maintaining

186



the quality of the outputs. This has been achieved by developing an advanced multilayer
backplane with high isolation and separate ground planes for analog and digital signals allowing
high speed pulse trains and low-noise frequencies to be processed in close proximity without
any significant degradation in signal quality.

High reliability modules have also been developed which accept the required signals from the
backplane and translate, synthesize and distribute virtually any Time and Frequency signal.
Most modules are 4E wide and provide five isolated outputs of each signal. The Input module
has been developed to provide expansion outputs of the “core” signals so that when the chassis
is fully populated, additional modules can be added by simple connection of further chassis
allowing virtually infinite expansion capabilities without having to modify or reconfigure all the
instruments in the system.

Another important design consideration was the provision of high stability, very low noise
reference frequencies within the distribution system.  Good long and medium term stability
can be achieved by using a Cesium standard or GPS-disciplined Rubidium atomic oscillator
but typical specification requirements of 1 x 10~!2 over 24 hours, 1 x 107! over 1 second, and
phase noise below 110 dBc/Hz at 1 Hz offset from carrier could only be achieved by the use
of a high quality ovenized quartz oscillator phase locked to the “core” 10 MHz signal.

Our standard PLL module uses a number of novel techniques to implement the well proven
second order phase locked loop that has the required characteristics. In the short term, up to
some tens of seconds, the phase locked loop’s ovenized oscillator frequency can be more stable
than the “core” signal; for this reason the phase locked loop is designed to have a time constant
of about one minute. For longer time periods the loop holds the oscillator in phase with the
10MHz reference. Time constants of that order can be realized using analog techniques but
when the requirement for “holdover” operation on loss of reference is considered the use of
digital control becomes mandatory. A microprocessor controlled loop provides sophisticated
solutions for all of the control problems but has inferior reliability performance. Worse still,
the processor generates a broad spectrum of noise signals which are unwelcome in a module
whose primary purpose is to provide high quality, low noise analog signal outputs.

The solution we have developed for this system is part analog, part digital proportional and
integral control. The control loop error signal is formed by direct phase comparison of the
10MHz “core” signal and the local ovenized oscillator in a circuit which is effective over more
than 320 degrees of phase, almost a whole cycle at 10MHz. The magnitude of the phase
difference provides the control signal for a low frequency voltage controlled oscillator which
clocks a 16 bit up/down counter. The sign of the phase difference determines the count
direction. The counter outputs connect to a 16 bit DAC which provides the integral part of
the loop control signal. When the phase difference has been driven to zero in a steady state
condition the up/down counter ceases to be clocked and no other clock signals are active in
the control system.

The integrator can set the ovenized oscillator control voltage anywhere in it’s entire range but
the largest proportional control contribution required has only a fraction of the value of the
control range. This signal is a fraction of the loop error signal already derived from the phase
detector; it is fed through an analog switch and summed with the signal from the DAC to form

187



the ovenized oscillator control voltage.

The proportional control is immediately active at a low level in response to a loop error; the
integral control works to drive the phase to zero in the longer term. If the “core” 10MHz
reference is lost then the integrator has the correct value to hold the oscillator at the last best
control value indefinitely. The digital parts of the circuit fit readily into programmable logic
and the controller adds no clock noise to the OCXO output.

Development of the Low Noise Phase Locked Loop Oscillator Module has provided us with a
new time and frequency distribution sub-system, the TFD8000. This is now considered not only
a product but a new strategy providing a structured, expandable approach to turnkey system
design which has already proved cost-effective, reliable and easy to maintain in applications
within the Defense, Security and Telecommunications Industries.
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High Resolution Time Interval Counter {

Victor S. Zhang, Dick D. Davis, Michael A. Lombardji
Time and Frequency Division
National Institute of Standards & Technology
325 Broadway, Boulder, CO 80303

Abstract

In recent years, we have developed two types of high resolution, multi-channel time interval
counters. In the NIST two-way time transfer MODEM application, the counter is designed for
operating primarily in the interrupt—driven mode, with 3 start channels and 3 stop channels. The
intended start and stop signals are 1 PPS, although other frequencies can also be applied to start
and stop the count. The time interval counters used in the NIST Frequency Measurement and
Analysis System are implemented with 7 start channels and 7 stop channels. Four of the 7 start
channels are devoted to the frequencies of 1 MHz, S MHz or 10 MHz, while triggering signals to
all other start and stop channels can range from 1 PPS to 100 kHz. Time interval interpolation
plays a key role in achieving the high resolution time interval measurements for both counters.
With a 10 MHz time base, both counters demonstrate a single-shot resolution of better than 40
ps, and a stability of better than 5 x 10712 (0,(7) after self test of 1000 seconds). The maximum
rate of time interval measurements (with no dead time) is 1.0 kHz for the counter used in the
MODEM application and is 2.0 kHz for the counter used in the Frequency Measurement and
Analysis System. The counters are implemented as plug—in units for an AT-compatible personal
computer. This configuration provides an efficient way of using a computer not only to control and
operate the counters, but also to store and process measured data.

Introduction

Time interval measurements are essential not only to the analysis of a time scale or a frequency
standard, but also to the synchronization of time scales at remote locations. Many of these
measurements require a time interval counter with better than 100 ps resolution. The technology
advancement in electronics and in personal computers makes it possible to have such high
resolution time interval counters at fairly low costs.

Two types of high resolution, multi—channel time interval counters have been developed at
NIST in recent years. One of them is used in the NIST spread spectrum two-way time transfer
MODEMI! (MODEM counter); the other one operates in the NIST Frequency Measurement
and Analysis Systemi2l (FMAS counter). Both counters are designed to make time interval
measurements on more than one pair of start/stop signals input from different channels. The
measurements are taken at rates ranging from 1 Hz to a maximum of 100 kHz. Instead of
having a microprocessor for each counter, the counters are implemented as plug—in units for an
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AT-compatible personal computer. The counters are controlled by software. This configuration
provides an efficient way of using a computer not only to control and operate the counters,
but also to process and store data. Although the two counters are designed for a specific
application, the software can be easily re-programmed so that the counters can perform as a
universal time interval counter, or for customized applications. To obtain accurate and stable
measurements, a stable referencefrequency of either 1 MHz, 5 MHz or 10 MHz is required for
both counters. The estimated cost of parts for either a MODEM counter or a FMAS counter
is around $500.

The MODEM counter and the FMAS counter are different in some respects; the FMAS counter
offers more capability in terms of simultancous time interval measurements. However, they
have one thing in common. Both use time interval interpolation to achieve the high resolution
time interval measurements. This paper presents a discussion of the time interval interpolation
technique, and a description of each counter’s operation and performance.

Time Interval Interpolation

Every digital time interval counter uses an oscillator (counter clock) to provide a time base for
the time interval measurement. The time interval between start-count and stop—count signals
At is measured by the counter as an integer multiple of the time base period; that is,

At =NT | (1)

where N is the number of clock periods recorded by the digital counter in the interval and T is
the period of the counter clock or the time base of the time interval measurement. In general,
NT is only an approximation (the main portion) of At, because the start—count and stop—count
signals are not in phase with the counter clock, as illustrated in Figure 1. Because both &ty, 6to
are less than T, they can not be measured directly by the digital counter. Therefore, the
resolution of the digital counter measurement is dictated by the frequency of the time base. The
resolution can be improved by increasing the frequency f = 1/T of the counter clock. However,
this approach puts greater demands on the electronic devices and makes implementation more
difficult.

Both the MODEM counter and the FMAS counter estimate the time intervals 8t,, 8ta to achieve
the high resolution time interval measurement. The estimations of 6t;, 6t are accomplished
by two interpolators. The interpolator scales 6t, or 6t into a magnified time interval and then
estimates the interval with the time base T.

A block diagram of a simplified start-count interpolator is depicted in Figure 2. The interpolator
consists of two integrators, a delay cell, a voltage comparator, and a digital counter. Both
integrators are charged with a constant current Irer. The delay cell introduces a delay 6t +7,
where T = 100 ns and 6t; < 100 ns for the 10 MHz time base used in the counters. The
function of the integrators and the delay cell is to scale 6t; into a larger time interval. The
digital counter, together with the 10 MHz time base, is used to estimate the scaled 6t;. The
arrival of the start—count signal turns on the charging current /ggr to Integrator A. At this
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time, the digital counter begins to count the periods of the 10 MHz time base. Integrator A is
charged in the period of §t, + T and the charging current Irgr is then switched to Integrator
B. The voltage Ug developed on Integrator A is held as a reference voltage for the comparator
during the course of Integrator B being charged. When Vi > Upg, the comparator blocks the
connection between the 10 MHz clock and the digital counter. Figure 3 shows a timing diagram
of the start—count interpolator, where (/4 and Cp(C4 < Cp) are the ramping capacitances used
in Integrator A and Integrator B, and K = (Ca/CB) is the scaling factor of the interpolator.

Because the 10 MHz time base is connected to the digital counter during the magnified time
interval

K-(6ty+T)=K -T+K -6t . (2)

the number of 10 MHz pulses recorded by the digital counter during that interval, Ny, is
linearly proportional to the time interval of 6t,. The relationship between 6t; and N, can be
expressed by the linear equation

6{1:A‘st+B, (3)

where the slope A and the intercept B are determined through the interpolator calibration.
During the calibration, the minimum Ny and the maximum N,, are obtained by slewing the
phase of a test signal with respect to the 10 MHz time base to simulate the different values of
6t;. Because the minimum N, corresponds to §t; = 0 and the maximum N, corresponds to
6ty =T, the slope and intercept of the interpolation are

A= T B— min[Ny| - T . (@)

max[Ny] — min[Ny]’ max[Ny] — min[Ny)]

Therefore,

Nst - min[Nst]

Sy =A-Ny+B= : T 5
1 t+ max[Ny| — min[Ny] )
This result is illustrated in Figure 4. Because
} Cp .
K= ((T +1) = max[Ny] — min[N,] | ©)
A

the resolution of the interpolation is given by T/K. With T = 100 ns, ('4 = 150 pE, Cp = 0.47
u1IF the resolution is

T  100x107°
S 11 3134
Ca

=32 x10712 (7)
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The function of the stop—count interpolator is the same as that of the start—count interpolator.
It is applied to estimate the interval of T — 6t;. Because of this, the main digital counter
takes one more 10 MHz pulse after the arrival of stop—count signal. By combining the main
digital counter measurement NT and measurements of the two interpolators together, the time
interval counter presents the measurement as

NyT B N, T
max[Ny] — min[Ny]  max[Ng] - min[Ny,]

At=NT + (8)

where N, is the digital counter measurement of the stop—count interpolator.

The time interval interpolation has a side—effect of reducing the maximum sample rate of the
time interval measurements. Assume that both start-count and stop-count interpolators have
the same scaling factor so that max[N,] = max[Ny] = max[Ngp]. Because it takes max[N] - T
to complete an interpolation, the time interval measurements can be made only at a rate
< 1/{max[N] - T) in order to avoid dead time.

The MODEM time interval counter

The NIST spread spectrum two-way time transfer MODEM is developed for synchronizing
remote time scales through geostationary satellites. The accuracy of the two-way time transfer
is expected to achieve sub—nanoseconds. This requires a high resolution time interval counter
for the measurements. The MODEM counter is designed with two functions, and it is installed
in an AT-compatible personal computer. The interface of the MODEM counter is used to
link the transmit (TX) and receive (RX) of the MODEM to the computer which controls
the operation of the MODEM and the counter. The time interval counter portion of the
MODEM counter is configured to measure the 1 PPS from TX, RX, and local time scale. The
characteristics of the MODEM counter are similar to that of the FMAS counter in terms of
the time interval measurement, except that the MODEM counter has only three input channels

and a maximum sample rate of 1.0 kHz.

The FMAS time interval counter

The Frequency Measurement and Analysis System (FMAS) is a new frequency calibration and
characterization tool developed at NIST in the past year. It is designed to be used at calibration
laboratories or other institutions to perform on-site high-level frequency calibrations traceable
to NIST. All the frequency measurements are made by the FMAS counter in terms of the
phase differences between the oscillators being calibrated and their corresponding reference
frequency sourcel3l . Table 1 lists the FMAS specifications which
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Table 1.
Number of measurement channels 5
Input frequencies accepted by system:
Start-count channel (with Frequency Divider) 1, 5, and 10 MHz
Other Start—ount channel and Stop-count channel < 100 kHz
Primary Oscillator Frequency 1, 5,10 MHz
Single Shot Measurement Resolution < 40 ps

are relevant to the FMAS counter. A block diagram of the simplificd FMAS counter in a
typical FMAS application is given in Figure 5.

The FMAS counter offers 7 start—count channels and 7 stop—count channels for connection to
the secondary oscillators. Four of the 7 start—count channels are designed for oscillators with
1,5, or 10 MHz output frequencies. A frequency divider is used on cach of these 4 channels
to divide the 1, 5, 10 MHz input down to 1, 5, or 10 kHz. The time interval measurement
can be started with any of the start-count channels and stopped with any of the stop—count
channels by the control of start—count channel select and stop—count channel select. The time
interval between the start-count and stop-count signals is measured by the main counter and
the two interpolators with a 10 MHz time base. The 10 MHz time base VCXO is locked to
a primary oscillator of 1, 5, 10 MHz. Because it takes approximately 0.4 ms for the FMAS
counter’s interpolators to complete a time interval interpolation, the FMAS counter is able to
make the time interval measurements of a single pair of start—count and stop-count signals
at the rate of 2.0 kHz with no dead time. The maximum time interval of the main counter
is about 429 s. Besides resolution, stability is another important characteristic of the counter.
Figure 6 and Figure 7 show a typical result of the FMAS counter stability through self test
measurements. Resolution of the time interval measurement should not be confused with the
absolute accuracy of the time interval measurement. The accuracy of a time interval counter
is influenced by many factors including the resolution. Our test results have shown both the
MODEM counter and the FMAS counter have an accuracy estimated to be in the range of
200 ps to 300 ps, when used with a high quality primary oscillator.

According to the FMAS specification, the counter is configured to provide up to 5 of the 7
start—count channels for the secondary oscillators. The phase of a 1, 5, 10 MHz input signal
can be shifted by integer multiples of 10 us with respect to the time base. The phases of all
the secondary oscillators can also be shifted with respect to the phase of the time base by
multiples of 100 ns. The phase shift is necessary in order to avoid the underflow or overflow
measurements caused by the fast drift of the secondary oscillator. One of the direct (without
the divider) start—count channels and one of the stop—count channels are connected to the 500
kHz output of the 10 MHz time base for the diagnostic purposes. Because all the secondary
oscillators arc calibrated with respect to the primary oscillator, and because the 10 MHz time
base is locked on the primary oscillator, all the time interval measurements are stopped by the
10 kHz signal derived from the 10 MHz time base. The counter’s operation and measurements
are fully controlled by the FMAS software. Up to 5 secondary oscillators can be calibrated
simultancously.
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Summary

Time interval measurement is critical in the field of time and frequency standards. By combining
today’s technologies in electronics and personal computers, we have developed two types of high
resolution time interval counter at low cost. Both counters have demonstrated a sufficiently
high stability performance. Although the counters are designed for their specific applications,
they can be readily to be modified for other applications.
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Abstract

This paper documents an investigation into reports which have indicated that exposure to VHF
and UHF band radiation has adverse effects on the frequency stability of HP cesium beam frequency
standards. Tests carried out on the basis of these reports show that sources of VHF and UHF
radiation such as two-way hand held police communications devices do cause reproducible adverse
effects. This investigation examines reproducible effects and explores possible causes.

I. INTRODUCTION

The need for a reliable frequency standard is common for both Department of Defense and
industrial applications. The Hewlett-Packard 5061A and 5061B Cesium Beam Frequency
Standards have widespread use fulfilling the need for these frequency standards.

The DoD Timing Operations Division of the U.S. Naval Observatory (USNO) undertakes the
delivery and installation of cesium beam frequency standards on select Navy vessels. During
some of these installations, the installed clock was observed to jump unexpectedly. On occasion,
the alarm lamp would illuminate. After searching for a possible cause for these events, it was
noted that these fluctuations could be correlated with instances where personnel had used hand
held transceivers in the proximity of the clock. The suspicion that electromagnetic radiation may
be responsible for a change in the performance of the Hewlett—Packard frequency standards
led to the decision to embark upon a more thorough investigation of this phenomenon.

II. PRIMARY EFFECTS OF VHF AND UHF BAND RADIA-
TION

The first task undertaken in the course of this research was to ascertain if radio frequency (RF)
radiation had a noticeable and reproducible effect on the frequency stability of the HP cesium
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beam frequency standards. Since the hand held tranceivers were the suspected interfering
devices, an experiment was formulated to imitate this situation.

[n order to evaluate the effect on frequency stability, it was desired to see how the time interval
between the clock and a known stable reference varied when RF radiation was introduced. An
HP 5061B was obtained and placed in the test configuration shown in Figure 1. The 5 MHz
output of this clock was compared with a 5 MHz signal derived from the USNO Master Clock
(USNO MC). The time interval between these two signals was measured with an HP 5370B
time interval counter (which utilized a reference frequency also derived from the USNO MC)
and recorded on a desktop computer. This test setup is shown in Figure 3.

A two watt hand held UHF radio, operating on a frequency of 462.575 MHZ, was obtained.
This radio is of the type often used for job site communication. After obtaining the natural rate
of the clock, the UHF radio was placed five feet from the front of the clock and keyed. The
time interval between the clock under examination and the USNO MC was recorded several
times per second by the data acquisition system (DAS). The collected time interval data clearly
showed that the rate of the clock accelerated dramatically from the normal rate when the UHF
radiation was applied, and returned to its normal rate after the radiation ceased. This response
of the 5061B is shown in Figure 2. The time offset that had been acquired while the RF
was present remained. Repeated tests of varying lengths were conducted and produced similar
results.

In order to ensure that the data collected was indicative of the effect of the RF on the clock,
not on the counter, the effect of the RF cnergy on the counter’s measurements had to be
recorded. The start and stop inputs to the counter were fed with different lengths of cable
connected to the USNO derived 5 MHz source. The different lengths of cable provided a
stable, fixed time interval (TI) to measure. The TI data output of the counter was recorded for
five minutes to record any natural fluctuations. Then the UHF radio was placed in contact with
the counter and keyed as the computer continued to record the time interval measurements.
After ten minutes, the radio was turned off and the counter was observed for five more minutes.
Fluctuations in the TI data were seen while the RF was present, but they were well below the
levels of fluctuation seen when recording the time interval between the clock and the reference
frequency. The counter did not acquire a permanent offset from the Master Clock as the HP
frequency standard had. In order to minimize the effect of the RF on the accuracy of the
counter’s measurements, precautions were taken to keep the counter on a grounded surface
at least ten feet away from the radiation source and shielded from direct RF exposure by the
metal cases of other equipment. Care was also taken to keep the coaxial connections short
and away from the source of radiation.

The above experiment was repeated with the VHF radios used by the USNO Police, operating
on a frequency of 140.3MHz, and similar results were observed. Unfortunately, it was only
possible to borrow these radios for a short length of time.
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III. FREQUENCY AND POWER DEPENDENCE

Having established that the HP 5001B cesium standard was sensitive to RF radiation, it was of
interest to explore the dependence of this effect on the frequency and power of the RF energy.
A Fluke 6080 RF signal generator was used as the source of RF energy. The output of the
signal generator was fed to a straight wire antenna one foot five inches in length, placed two
feet in front of the clock under examination. The DAS program was modified to perform the
following procedure. First, the clock was monitored for a length of time with the RF output
silenced. Then, the program activated the signal generator and set the frequency to the first
frequency of interest. After monitoring the clock for a specified period of time, the program
changed the frequency of the signal generator to the next frequency of interest. When all
the selected frequencies had been monitored, the signal generator output was silenced and the
clock was monitored for a specified period of time. The power of the signal was left constant
throughout the sweep. All program parameters were entered by the user, making this a very
flexible DAS. This experiment setup is shown in Figure 4.

In order to know the real RF strength that was incident upon the clock for any frequency, the
frequency response of the antenna needed to be calculated. A matched straight antenna was
fabricated and was placed two feet away, parallel to the transmitting antenna. The receiving
antenna was connected to an HP 8562 spectrum analyzer. The magnitude of the signal at this
antenna was recorded as the signal generator was swept across the frequency band of interest.
The matched nature of these antennas allows correction to be made for the characteristics of
the antenna. The frequency response plot is shown in Figure 5.

[t was found that the clock exhibited sharply accelerated rates around two particular frequencies
(Figure 1). The first was at 128 MHz, and the second was around 150MHz.

IV. INVESTIGATION OF POSSIBLE CAUSES

The investigation now turned to isolating areas within the clock that are sensitive to RF
radiation. The general strategy was to observe the signals at various points within the clock
both under normal conditions and while the clock was exposed to RF radiation. The nature of
some of these signals made observation on an analog oscilloscope difficult, neccesitating the use
of a digital oscilloscope (HP 54504). In order to isolate stages of the control feedback loop,
the links between subassemblies were removed as required. The test points of interest could
then be observed both before and during radiation. Particular care was taken to discriminate
between those effects that were caused by the RF radiation and those that were caused by the
modification of the feedback circuits. Such discrimination was made casy by the fact that the
RF source could be turned on and off at will.

The following sections describe the effects noted at several points within the clock and the

causes that they tend to imply.

A DC Control Voltage and Synthesized Frequency.
The DC control voltage took on a very large negative value when the UHF radio was
placed near the clock. When the UHF radio was at a distance of two feet, the control
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voltage was measured at approximately -300mV. The output from the external Synth jack
did not appear to be affected even when the radio was in very close proximity to the
clock. The Fluke signal generator was used to trigger the scope in order to determine if
there was a phase shift in the synthesizer test point signal when the RF was applied. No
such phase shift was observed, even after the clock’s alarm light was illuminated.

A7 AC Amplifier Assembly and A8 Phase Detector Assembly.

The AC error signal at test point J6 on the A7 AC amplifier module was seen to produce
a large sinusoidal wave form of greater than 1.9 V peak-to-peak when the handheld radio
was keyed nearby. The 274 Hz monitor point J2 normally showed a sinusoidal wave form
which became mixed with an irregular sawtooth wave form with many transients when
the radio was keyed.

The error signal available at test point J1 on the A8 phase detector assembly jumped to a
peak voltage of nearly 3 V when the RF was applied. When the link between point J4 on
the A7 assembly and J3 on the A8 assembly was removed, the A8 module showed much
less response to RF, even when the handheld radio was placed nearly in direct contact.

An A7 assembly identical to that in the clock was obtained. The output from this unit,
which was powered by two DC power supplies, was observed. The unit showed a very
strong response to RF energy. When RF was applied, a sinusoidal signal of approximately
137 Hz was obtained at test point J6. The unit drew a large amount of current when RF
was applied. The current peaked when a +20 dBm signal from the straight wire antenna
was placed one inch away, reaching nearly 3 amps. Even at a distance of three feet, a
current of 0.5 amps was still drawn from the power supplies.

> Cesium Beam Tube.

Proceeding one more step backwards in the control loop, the signal output of the cesium
beam tube was examined. When radio frequency radiation from the signal generator was
applied to the clock, a sinusoidal component with the same frequency as the RF source
was seen at the output. This output signal was very noisy as viewed on the oscilloscope.
With the oscilloscope set to repetitive mode, a wave form that was much more clearly
defined was built up. At 200 MHz, the output RF voltage was about 63 mV peak-to—peak.
At 150 MHz, the maximum voltage was seen at 150 mV peak-to-peak. There was no
apparent change in the RF voltage when the Al assembly was removed from the feedback
loop. There was also no apparent change in RF voltage when the link between the A3
Frequency Multiplier and the A4 Harmonic Generator was removed.

From these observations, it scems reasonable to conclude that the RF radiation is being
introduced to the feedback loop through the cesium tube assembly. It is quite possible
that the high-voltage power supplies provide the means by which incoming RF radiation
is transported into the cesium beam tube. While there is capacitative coupling to ground,
it is in parallel with an inductance formed by the transformer. The combined reactance of
these elements may form an oscillator at certain radio frequencies. At the frequencies of
resonance, these capacitors would offer no protection against the transport of RF energy.
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V. POSSIBLE MODIFICATIONS TO EXISTING 5061 CLOCKS

To prevent radio frequency pickup in the cesium beam tube, it might be possible to place an
RF choke coil in series with the DC outputs of the high-voltage supply modules. This will
substantially increase the resistance seen by RF signals, and may decrease the RF component
introduced into the tube. A high-voltage low-value capacitor placed after the choke coil would
act to short any RF signal to ground while leaving the DC current unaffected. This modification
would not affect the DC rectification circuit.

A more extensive modification would be to replace the transformer with a semiconductor—based
voltage multiplication circuit, eliminating the inductive effect of the transformer coils. This
may be a superior solution from and RF rejection standpoint.

It is probably not a practical option to filter the RF from the output of the cesium beam
tube. In order to reject RF after the tube, an RF shunt capacitor could be run to ground.
Unfortunately, this could affect the operation of the clock by introducing a phase shift in the
signal. A more reasonable approach might be to use parallel narrow-band bandpass filters to
allow only the desired signals to pass. The most reasonable way to protect the A7 AC against
RF pickup and amplification may be through the addition of extra shielding.
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Abstract

The International Standard (SI) second of the atomic clock was calibrated to match the
Ephemeris Time (ET) second in a mutual four year effort between the National Physical Laboratory
(NPL) and the United States Naval Observatory (USNQ). The ephemeris time is “clocked” by
observing the elapsed time it takes the Moon to cross two positions (usually occultation of stars
relative to a position on Earth) and dividing that time span into the predicted seconds according to
the lunar equations of motion. The last revision of the equations of motion was the Improved Lunar
Ephemeris (ILE), which was based on E. W. Brown’s lunar theory. Brown classically derived the
lunar equations from a purely Newtonian gravity with no relativistic compensations. However, ET is
very theory dependent and is affected by relativity, which was not included in the ILE. To investigate
the relativistic effects, a new, noninertial metric Jor a gravitated, translationally accelerated and
rotating reference frame has three sets of contributions, namely (1) Earth’s velocity, (2) the static
solar gravity field and (3) the centripetal acceleration from Earth’s orbit. This last term can be
characterized as a pseudogravitational acceleration. This metric predicts a time dilation calculated
to be -0.787481 seconds in one year. The effect of this dilation would make the ET timescale
run slower than had been originally determined. Interestingly, this value is within 2 percent of
the average leap second insertion rate, which is the result of the divergence between International
Atomic Time (TAI) and Earth’s rotational time called Universal Time (UT or UT1). Because the
predictions themselves are significant, regardless of the comparison to TAI and UT, the authors will
be rederiving the lunar ephemeris model in the manner of Brown with the relativistic time dilation
effects from the new metric to determine a revised, relativistic ephemeris timescale that could be
used to determine UT free of leap second adjustments.
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Introduction

Time is measured by counting cycles or fractions of cycles of any physical repeatable phe-
nomenon. The oldest method is based on the rotation of the Earth to define the timescale
called Universal Time (UT or UT1 to be more specific). The actual solar day varies by the
angles sunlight strikes the Earth as it moves in its inclined elliptical orbit. Through mathematics,
the concept of a mean solar day can be established in terms of the sidereal day that Earth
takes to rotate 27 radians. As the Earth’s rate of rotation was discovered to vary somewhat,
a more precise time standard was developed by monitoring the motion of the heavenly bodies
and comparing them to the theory of motion for that body. Similar to hands of a clock passing
the numbered positions on the clockface, the observed position or ephemeris of a heavenly
body against the stellar background determines the timescale, called Ephemeris Time (ET).
Unfortunately, ET is very theory dependent. The actual Ephemeris Time of an event was

determined well after it occurred due to postprocessing of the observations.

In the mid 1950s, precise atomic frequency standards were developed for ultrastable, long term
operation. The atomic vibrations would be monitored so that the number of elapsed cycles
could provide the conversion to establish an atomic clock. The primary atomic timescale is
currently the International Atomic Time (TAI). The length of the atomic SI second was defined
by Markowitz et al. (1958) by an observationally determined value of the ET second obtained
from the Improved Lunar Ephemeris (ILE). However, a timing problem surfaced when it was
scen that UT ran at a different rate than TAIL Based on conversations with personnel at the
US Naval Observatory (USNO) into the derivation of the ILE, it was determined that relativity
effects were not incorporated into Brown’s lunar theory. Preliminary relativity calculations
have yielded a time dilation effect in the lunar ephemeris with a value that is within 2% of
the observed divergence between UT and TAL Work is ongoing to rederive a relativistic lunar
ephemeris and obtain a relativistic ET timescale, which will be compared to the TAI and UT
timescales.

Development of the Ephemeris and Atomic Timescales

The International Atomic Time (TAI) scale is based on the rate of time defined by the Systéme
International (SI) second. Since 1967, the SI second has been the standard unit of time in all
timescales. The calibration study that utilized the ILE to define the SI second averaged the
cycles tabulated over 4 years from the cesium standard and compared them to the length of
the ET second.lll So, the SI second matches an ephemeris second very closely and provides
continuity between the ET and TAI timescales. (2]

The ILE is a classically derived lunar ephemeris, which is based on E. W. Brown’s classical lunar
theory as derived from Newtonian gravitation. Brown’s original theory as documented in his
memoirs!345.671 was finished before general relativity was published in 1916. General relativity
theories prior to 1950 using standard spherically symmetric metrics for a single mass produce
relativistic corrections well below the level of precision of the empirical corrections applied to
the ILE.I81 Therefore, relativistic corrections to the ILE were not considered necessary.

The very first version of ET was defined by Clemence, who used Newcomb’s classical theory
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for the Tables of the Sun from 1896. Since Einstein published his special and general relativity
theories in 1904 and 1916, respectively, it is obvious that ET had no intentional relativistic
corrections incorporated in the first ET timescale. From the observational results of Spencer
Jones (1939),11 Clemence derived the fluctuation factor A = ET - UT to convert UT to a
time measure defined by Newcomb’s tables. 191 Because the year was so long, which then took
months after an event to determine ET, the Moon’s orbit was the best object to study because
it had the shortest period. The best lunar theory available was Brown’s methodical derivation.
But, Brown had to adopt an empirical term from other sources to get better agreement between
his lunar theory and the lunar observations used to get the constants of integration for his
theory. Clemence determined the correction to Brown’s lunar theory so that the independent
time variable in the lunar theory would be the same as that in Newcomb's Table of the Sun.[11]
Following Clemence’s computations published in 1948, the International Astronomical Union
agreed to remove Brown’s empirical term and to rescale Brown’s lunar theory by correcting
the mean longitude, L, with the following equation:

, 1
AL = —872" = 26.74"T — 11.22"T? = ALy + AnT + EAhT2 (1)

where T is measured in Julian centuries from 1900 January 0 at Greenwich Mean Noon.

The equation to correct the mean longitude of the Moon can be considered a correction to
the mean motion rate of i by a value of An = —22.44" /ey?. This modification to the mean
longitude agreed with the observations of Spencer Jones (1939). Brown’s lunar theory with this
correction to the mean longitude and a minor aberration correction term made up the ILE
used to compute ET. Recently, Markowitz reported(12] that the SI second and the ILE second
were still consistent to a part in 10'°, which effectively establishes that the SI and ET seconds
are equivalent.

Evidence of Timescale Problem

There has been considerable cvidence of timescale inconsistencies between UT and ET
Ephemeris timescales based solely on the orbital periods of the planets appeared to run
faster than UT. Data from Spencer Jones showed that the lunar orbital secular accelera-
tion was 5.22"/cy? = An,,  and the apparent secular acceleration of the solar orbit was
1.23"/cy> = Ang,. Spencer Jones attributed the cause to tidal friction slowing down
Earth’s rotational rate.M31 It also appears that Clemence computed the secular acceleration of
Earth’s rotation, w, using the secular orbital acceleration of the Moon and Mercury to get
Aldotn = —-11.22"/cy®. Munk (1963) computed the secular acceleration of Earth’s rotation
from Spencer Jones’ numbers with the following formula for the “weighted discrepancy dif-
ference,” in which any dependence to a variable Earth rotation was removed.[14] The attempt
here was to extract the contribution due to any lunar errors in the timing problem from other
sources.  So, the weighted discrepancy difference (WDD) is the weighted difference of the
secular orbital accelerations between the Moon and Sun that has not been accommodated in
the lunar ephemeris used for defining the lunar ET,
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WDD(t) = / / [hMom(t) - (EM> f)Su“(t,)} dt dt which implies that (2)

n

Suu

d? . Mrtoon o 9 2 qq: . 2 2
az—W[)[)(t) = [”Moo..(’) - (—"N:_—> ”su.,(")] = 5.22" /ey? — 13.37(1.23" /cy?) = —11.22"/cy (3)
Based on Clemence’s results, WDD(t) could be computed by using Mercury instead of the
Sun. Munk assumed that WDD is due to the secular acceleration of Earth’s rotation, which
will affect values of the independent variable t. He ruled out the alternative option, which is
Tpercury Mitercury = TsunMsuw because these secular orbital accelerations are empirical and have no
explanation from classical gravitation theory. Lambeck did basically the same thing as Munk
using solar, Mercury and Venus data.19151617 Using Spencer Jones” work plus three other
sources, Lambeck concluded18]

flSuln — hMCPCUfY — thnuN (4)

nSuu nMcrcury an.u.«

Again, Lambeck reached the same result as Munk and stated that the empirically derived
acceleration has to be caused by a secular deceleration in Earth’s rotation as the only plausible
mechanism under classical theory.

All of these authors would get the same value for what is interpreted as the secular acceleration
of Earth’s rotation, —11.22"/cy?. Notice this is exactly the value for the quadratic term in the
equation used to correct Brown’s lunar theory for the ILE. This value corresponds to a corrected
secular acceleration in the Moon’s mean longitude of —22.44"/cy?. A very recent observation
using lunar laser ranging gives —26.0" +1.0"/ey? for the Moon’s secular acceleration.19]

When a divergence occurs between two time standards, either the first standard is running
slower than the second or the second standard is running faster than the first. All of the authors
mentioned in the previous section have identified that there is a timing problem between a
timescale based on Earth’s rotation and ephemeris time. One option is that ET is running a bit
too fast, which could be caused by not including sufficient relativity corrections to lengthen the
time unit interval appropriately in the orbital equations of motion. The original ET standard
used Earth’s orbit to measure one year, which was then divided into ephemeris seconds based
on the classically derived theory of the Sun. If the ephemeris second interval were a bit
smaller than the proper second interval in a relativistic theory, the ET standard would predict
that Earth would complete one entire orbit before Earth actually traveled 27 radians of mean
anomaly. Let M represent the observed mean anomaly and T, the orbital period of the Earth.
Then, AM =M —nT. AsT = 2n/n, then AM = M —27. This discrepancy is often interpreted
as a secular acceleration, AM = %h‘T? If AM is caused by an annual, fixed timing error, AT,
then one may write AM = nAT. The correction between the secular acceleration, and the
timing error is given by

n 24T
= = constant (5)

n_ T2
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Munk and others have attributed the source of the problem to tidal friction that slows down
the Earth’s rate of rotation, which then makes the UT timescale run slower, whereas the above
ratios suggest that the timing problem is attributed to ET running slightly fast. If the computed
ET is running faster than the actual ET, AM will be negative. This is confirmed when inserting
the negative value of 7.

There has been a general divergence between UT and TAI timescales over the past 30 years.
Since the epoch for both UT and TA] is 0 hour of 1958 January 1, UT (as modeled by Universal
Coordinate Time UTC as based on the S| second) has trailed behind TAI by 29 seconds.[20]
The leap seconds inserted into the UTC timescale, which closely follows UT, are plotted in
Figure 1. Leap seconds are inserted at midnight of either December 31 or June 30, depending
when it is decided that an update is needed.
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Looking at Figure 1, there is a periodic variation in the overall trend as UT and TAI steadily
diverge. Fluctuations in the Earth’s rotation over timescales of less than a few years are
dominated by atmospheric effects,[21.22,231 which affect the atmospheric angular momentum and
Earth’s moment of inertia and rotation, The average leap second insertion- rates for three
recent intervals show the effect of the granularity in the data caused by the periodic behavior
of the atmosphere and the constraint of inserting leap seconds on the approved dates of June
30 and December 31. The three slopes can also be used to determine the excess length of a
mean solar day in terms of SI seconds,

Average Length of Mean Solar Day in SI Seconds
1992-1958 86400.00214
1993-1958 86400.00216
1994-1958 806400.00218

Subtracting 24 hours of seconds from the average length of day and then inverting gives the

213



average leap second insertion rate in days as shown in the table below:

Average Leap Second Insertion Rate

1958-1992 466.6667 day/sec
1958-1993 463.0357 day/sec
1958-1994 459.6551 day/sec

The intent of the cesium clock calibration experiment in 1958 was to calibrate the SI second
so that is would be as close as possible to the ET second. It is obvious from the figure that
the rates of UT and TAI do not match.

Relativity Effects on Time Standards

Relativity theory has shown that velocity and accelerations affect time, which classical physics
does not predict. Relativity requires that a distinction between proper time and coordinate time
be made. Proper time is the time kept by an ideal clock attached to the observer, much like a
wristwatch tells the observer his time. Coordinate time is equivalent to the instantaneous readout
of the master time standard, wherever it may be located, and the output time is communicated
instantaneously to the observer at his coordinate position. Any moving, accelerated observer
will have a slower proper time than if he was stationary and not gravitated. The Earth is not
only rotating, so that an observer on its surface experiences tangential rotational velocity and
centripetal acceleration, but it also has orbital dynamics that give Earth, as well as an observer
on its surface, additional velocity, centripetal acceleration and gravitational acceleration from
the Sun.

For the observer on Earth’s geoid (surface where the sum of rotational centripetal acceleration
and local gravity from Earth is a constant), a timescale can be defined by Earth’s rate of
rotation (e.g. UT). This standard does suffer from periodic variations in the atmospheric
angular momentum due to expanding and contracting air masses. In general, the rotational
time standard is fairly consistent and usable for timekeeping over the long term. Because Earth
experiences orbital dynamics and solar gravity, UT slows down (experiences the time dilations
that lengthen the second interval compared to operating at a stationary, nongravitated location
where no relativity effects exist). Therefore, UT is a proper timescale that has the same time
" dilations as any fixed place on Earth. So, UT is actually a noninertial time standard, because
Earth’s reference frame is accelerated.

Ephemeris Time is determined by an Earth observer viewing the position of a heavenly body,
like the Moon, and comparing it to a classically predicted orbital position. Postprocessing of
the equations of motion will produce a value of the time, a time tag, for the observed position,
which is used to define the timescale for ET. With no relativistic perturbations included, the
predicted positions are appropriate only for a stationary, gravity-free observer. This is the
only location where proper and coordinate times are equivalent which constitutes what we call
inertial time. Such a time interval derived by only classical physics is as short as possible.

The equations of motion should be in terms of the observer’s own reference frame, which
requires that the problem be treated relativistically. Classical equations of motion have no
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relativistic time dilations so that the observer’s reference frame is interpreted as being stationary
and nongravitated. The classical equations of motion establish an inertial time standard.
However, the Earth bound observer experiences orbital velocities and associated accelerations
that constitute a noninertial reference frame and a noninertial time standard. So, the observers’
own proper time rate is slower than classical physics predicts. The time tags given to the
observed angular position of a heavenly body is essentially equivalent to Earth’s proper time,
namely UT. Since ephemeris time was defined with equations of motion that assumed the
observer would be stationary and nongravitated, the ET time intervals are a bit short. This
would explain why ET would run faster than UT over the long term.

Atomic time standards are defined to operate on Earth’s geoid. The atomic clocks are at
the same location as the observer on Earth’s surface, so that an atomic clock experiences the
same relativity effects as a clock in Universal Time.[24] However, atomic clocks were carefully
calibrated to match the rate of the ET timescale, which assumed an unaccelerated, stationary
frame for the observer. Thus, TAI and ET do not have the same common rate as the UT
timescale. Neither TAI, ET nor UT operate in an inertial reference frame. If the complete
relativity compensations were included in the lunar ephemeris, then the relationships between
these three time rates should be closer.

Noninertial Relativistic Metric and New Time Dilation Effects

Since the Earth and Moon define noninertial systems orbiting each other, then the choice
of a relativistic metric must accommodate all relativistic terms for a noninertial dynamical
system. Just as measurements taken in noninertial reference frames require that extra classical
terms (e.g. centripetal and Coriolis forces) must be taken into account when transforming to
inertial frames, then relativistic measurements taken in a noninertial frame must have extra
correction terms that would not be found in an inertial frame. Many metrics, such as the
Schwarzschild metric, assume the massive object is stationary or nonrotating or inertial. The
Nelson metric is an exact, noninertial metric appropriate for a nongravitationally accelerated,
rotating reference frame.1251 Deines has extended the exact Nelson metric for nongravitationally
accelerated frames to include Newtonijan gravity. The inclusion of the Newtonian gravity with
the nongravitational accelerations should encompass all significant relativistic terms to second
order, since the post-Newtonian approximation from general relativity has the Newtonian
gravity as the only second order contribution. The noninertial relativistic contributions are the
velocity factor from special relativity, the Newtonian gravitational term from the second order
post-Newtonian approximation from general relativity, and a new nongravitational potential
contribution that can be treated in general relativity as an effective pseudogravitational factor
to account for the centripetal acceleration. The new metric is defined below:

o e ) Tifi=y
1. = .
9o = —(3x A); (7)
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is equivalent to 469.0343 days per leap second. This prediction is within 2% of the average
time between leap seconds accumulated between 1994 and 1958. It is also within 0.5% of the
observed average time between leap seconds if the average was taken between 1992 and 1958.
These preliminary computations indicate that a relativistic lunar ephemeris timescale may well
be close to UT.

Also, very preliminary calculations applied to the lunar ephemeris have been made with the
time dilation equation. When the total relativistic contributions as calculated to second order
are not accommodated in the lunar ephemeris, an apparent secular acceleration in the lunar

orbit of —25.66"/cy? is predicted, which is about 1.3% of the observed value.

Conclusion

As discussed already in this paper, astronomers and geophysicists have, for many years, identified
a timescale divergence between Universal Time (UT) and Ephemeris Time (ET). This problem
has carried over to the observed divergence between UT and International Atomic Time (TAI),
which the latter timescale has a rate defined by the current SI second that was calibrated
carefully to the ET second. Previous scientific opinions are that UT is slowing down due to
tidal friction. An equally plausible option is that ET had been running slightly faster than UT.
The lack of a physical cause has kept this option from serious consideration until now.

An in—depth study of the historical development of our current timescales reveals that the
equations of motion that defined the former standard of Ephemeris Time did not include
any relativity compensations.  Since ET is based on the length of the yearly orbit that was
subsequently divided into ET scconds as prescribed by those equations of motion, the ET
timescale could be running slightly faster than Earth’s proper time standard. Without the
relativistic time dilation effects that would “stretch” the ET second slightly, there will be slightly
more seconds marked off per year than there should be. In that case, time predictions based on
a complete revolution will be ahead compared to when the heavenly body will actually complete
an orbit. Studies have shown the planets all lag behind the ET predictions with equal ratios of
mean motion rate divided by mcan motion. Classical gravitational theory can not explain the
existence of these empirical ratios. However, relativity seems to be a possible source of this
phenomena.

Because the Earth and Moon are not sufficiently inertial, a relativistic metric that deals
with a generalized noninertial reference frame has been developed. Deines has extended
the noninertial Nelson metric with Newtonian gravity to satisfy the requirement for modeling
4 noninertial system in gravity. In noninertial reference frames, three sets of relativistic
contributions occur: velocity, gravitational and nongravitational terms. Preliminary research
indicates the new relativistic metric will give an updated, theoretical expression for the lunar
mean motion and, thereby, a new effect on the lunar timescale to be used for ET. A new time
dilation equation has been derived from this new metric and has been used to estimate the time
dilation effects of Earth’s proper time compared to an inertial coordinate time. Assuming UT
typifies Earth’s proper time and assuming TAI with the SI second establishes Earth’s coordinate
time, then the time dilation equation predicts that UT should trail behind TAI by 7787481
seconds per year, which is within 2% of the observed divergence between UT and TAIL Also,
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where A is the time-dependent translational, nongravitated acceleration of the observer’s
frame relative to a nongravitated inertjal frame, & is the Newtonian gravitational potential
independently existing in the neighborhood of the observer, & is the time—dependent angular
velocity vector of the observer’s spatial frame rotating relative to the inertial frame, and £ is
the range vector of the accelerated observer’s origin from the inertial frame.

Using the fact that the Nelson metric preserves flat space-time, Deines has rigorously de-
rived a new time dilation equation for a rotating reference frame that is accelerated both
nongravitationally and gravitationally.

- 2
Ax R @2 %
dr = <1+ - +p—2) —(CQ)dt ©)
with V being the time-dependent velocity of the observer’s frame relative to the inertial frame.
If proper time 7 is associated with UT as Earth’s proper time and coordinate time t is considered
as TAI with its SI second, then the square root term is the time dilation factor between the
UT and TAI seconds.

To estimate the expected time dilation of Earth in its orbit around the Sun, integrate the
time dilation equation over one year by the following process. Assume the inertial frame is
sufficiently far from the Sun as to experience no gravitational red shift with its ideal master
clock (e.g. fixed somewhere on the celestial sphere). Draw the displacement vector R from
the inertial frame to the barycenter located at the Sun and continue on to the Earth-Moon
barycenter. Since the first leg of this vector sum is fixed and assumed sufficiently stationary,
the problem now reduces by a transformation to evaluating the time dilation equation from
the Sun to Earth. Expand the radical in powers of ¢2 and retain only the first order terms.
Assume Earth’s orbit is a perfect ellipse. Substitute the Newtonian potential with the classical
representation of the reduced mass divided by the new R vector. Derive the expression for the
centripetal acceleration due to the elliptical orbit and substitute directly for the dot product
term. Give V2 its value for elliptical orbits. Obtain the differential form of Kepler’s equation
to express dt as a function of dE where E is the eccentric anomaly.

Collect terms as a function of E and integrate over 27 radians for one anomalistic year (i.e.
perigee to perigee or 365.259635 days) to get the effective rate difference between proper and
coordinate time as given below:

_ i fe® g _ _VHE o
T—t = “ i /0 (o+ecosE)dE—-—FoE,0 = —0.778748084 (10)

seconds per anomalistic year

The result from this integration is that UT will trail TAI by .7787481 seconds in one year, which
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very preliminary computations using this time dilation equation indicate that the total relativity
effects when ignored can produce an apparent lunar acceleration of —26.66"/cy?, which is
within 1.3% of the current observed value of the lunar secular acceleration in mean longitude.

Our future research work will generate a relativistic lunar ephemeris by following Brown’s
methodical development and using the new noninertial metric. The ongoing project will compare
the original ephemeris timescale to a relativistic one. It is expected that the comparison will
match the comparison between UT and TAL One outcome of this effort may be the precise
determination of a UT timescale by an appropriate conversion factor applied to an atomic
timescale based on the SI second. This could allow an ultraprecise definition of a new UT
timescale free of any leap second insertions.

This rescarch effort is funded by the Office of Naval Reseearch contract N00014-94-1-1021.
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Abstract

A stability analyzer for testing NASA Deep Space Network installations during flight radio
science experiments is described. The stability analyzer provides realtime measurements of signal
properties of general experimental interest: power, phase, and amplitude spectra; Allan deviation;
and time series of amplitude, phase shift, and differential phase shift. Input ports are provided
for up to four 100 MHz frequency standards and eight baseband analog (>100 kHz bandwidth)
signals. Test results indicate the following upper bounds to noise floors when operating on 100 MHz
signals: —145 dBc/Hz for phase noise spectrum further than 200 Hz from carrier, 2.5 x 10~ !°
(7 =1 second) and 1.5 x 10717 (7 =1000 seconds) for Allan deviation, and 1 x 104 degrees for
I-second averages of phase deviation. Four copies of the stability analyzer have been produced,
plus one transportable unit for use at non-NASA observatories.

Introduction

The Deep Space Network (DSN) is called upon to attain high levels of frequency stability for
scientific purposes. For instance, the upcoming Cassini mission to Saturn will use the DSN
to attempt detection of gravitational radiation, and to observe properties of Saturn’s rings,
atmosphere, and satellites(1],

These and related investigations[2l measure small perturbations on a radio signal passing
between the earth and a distant spacecraft. The Cassini applications are fairly typical, requiring
frequency stability of a few parts in 10'® (Allan deviation for sampling time 7 =100 to 10,000 s)
and single-sided phase noise around —60 dBc/Hz (1 to 10 kHz offset from an 8.4 GHz carrier).

It is challenging to achieve such stabilities in the operational environment faced by the DSN.
That environment includes months-long periods of duty; spatially distributed, outdoor, and
moving equipment; and competition for observing time. We have found that stability failures
can remain hidden in the bulk of DSN activities, only to surface when the scientific experiment
is undertaken. This is troublesome because most mission experiments cannot be repeated.
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Therefore the DSN has, in the past, tested its systems using instrumentation suitable for use
by specially trained personnel. This approach was expensive, however, and the time to analyze
data has often allowed additional diagnostic evidence to disappear, necessitating repeated tests.

We developed a stability analyzer to enable operations personnel to rapidly measure stability in
various ways, in order to lower costs and reduce response time. The particular measurements
made are: power, phase, and amplitude spectra; Allan deviation; and time series of amplitude,
phase shift, and differential phase shift. Our analyzer provides inputs for up to four 100
MHz frequency standards and eight baseband analog (>100 kHz bandwidth) signals, with the
possibility of cxpanding to accept digital inputs over a local area network. Four copies of
the stability analyzer have been produced, plus one transportable unit for use at non-NASA
observatorics. '

Instrument Overview

The DSN stability analyzer has two major components: 1) the RF and Analog Assembly, and
2) the Controller Assembly, as depicted in Figure 1.

The RF and Analog Assembly provides the conditioning and conversion of the input analog
signals into a signal the controller can analyze. The equipment is installed in two parts: the
100 MHz Interface Assembly and an RF Cabinet Assembly.

The 100 MHz Interface assembly resides as close as possible to the DSN primary frequency
standards, usually hydrogen masers (H-masers). Intentionally, this location is isolated from
routine personnel access, as well as from as many environmental influences as possible. The
assembly receives four 100 MHz inputs, which are compared in pairs. The comparison (described
further below) results in a 100 kHz signal that is sent over a fiber—optic interface to the RF
cabinet. The RF assembly resides in a convenient location for access by test personnel. Tt
provides reference frequency synthesis and distribution, switching among the possible input
sources, signal conditioning in the form of amplification, and optional downconversion with
detection of zero crossings.

The Controller Assembly resides next to the RF assembly, and provides an operator interface
for selection of the test type and hardware configuration, and for presentation of results. The
Controller also controls details of switches and instrumentation, acquires data by means of
analog-to—digital (A-D) converters and a time interval counter, and analyzes the data acquired.
Originally, the RF assembly was housed in one rack and the controller equipment was housed
in a second rack. These cabinets have since been bolted together to form a double cabinet,
and components of each have been swapped to improve ergonomics for the operator. See
Figure 2 for a photograph of the double cabinet.
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Analog Electronics Design

100 MHz Interface Assembly

This assembly selects the pair of 100 MHz signals to be analyzed, and converts the selected
signals into a form that can be transported to the low frequency equipment. Figure 3 shows a
block diagram.

Output from the 100 MHz assembly is sent on fiber optics to the low frequency equipment
to prevent ground loop currents that could induce spurious signals or noise into signals being
measured, or could contaminate the frequency standard’s outputs. The 100 MHz Interface
has four 100 MHz input ports. Two input ports are connected to H-Maser outputs, and
one other port is normally used for comparing the station’s coherent reference generator 100
MHz output against the H-masers. The 100 MHz signals are selected for measurement using
RF relays followed by high reverse isolation amplifiers cascaded with output matrix switches.
The combined isolation of both sets of switches and 60 dB reverse isolation of the amplifiers
provides more than 150 dB crosstalk isolation between signals.

Switch control commands are sent over fiber optics to the 100 MHz Interface using commercial
modems and digital [/O boards to address switch decoders that operate the switches.

The selected pair of inputs are frequency multiplied by 99 and 100 respectively with phase-locked
cavity multipliers. The multiplier outputs at 9.9 GHz and 10.0 GHz are mixed to generate 100
MHz. The result is frequency translated to 100 kHz in an offset frequency generator, and sent
on a fiber-optic link to the low frequency assembly.

The frequency conversion process yields a single 100 kHz carrier with a phase spectrum
containing the relative stability of the 100 MHz inputs, with a 40 dB margin above what would
be obtained from direct mixing of one input with the other input, offset by 100 kHz. Amplitude
information is lost. Frequency translation to 100 kHz is necessary for the A-D converter, and
allows the signal to be transported to the low frequency assembly over low~cost multimode
fiber optics.

Low Frequency Interface Assembly

This assembly contains switches that select among baseband receiver signals and the 100 kHz
signal from the 100 MHz assembly. The selected signals are routed to measurement ports of
the computer system. Figure 4 shows a block diagram.

Baseband signals are selected by matrix switches and sent to programmable attenuators that
set levels into the interface amplifiers. Another matrix switch outputs the selected signals to
the desired output ports. The frequency translated 100 MHz maser—pair signal is input to
the low frequency assembly on multimode fiber. The fiber—optic receiver output is + 15 kHz
bandpass filtered to eliminate aliasing of spectral components, then routed to the output matrix
switches. One output of the matrix switch feeds a zero crossing detector for 1-second phase
measurements. The zero crossing detector generates a 1 PPS output that is routed over fiber
optics to the frequency counter. The other outputs of the matrix switch are sent on coax
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488 bus is used to communicate with two frequency synthesizers and a time interval counter.
(One synthesizer supplies the local oscillator for the last downconversion to 1 Hz as shown
in Figure 4, while another supplies the sample clock for A-D conversion.) The VME chassis
contains a Skybolt 8116-V vector processor and an Analogic DVX 2503 16-bit, 400 kHz A-D
converter.

The Skybolt computer is delivered with its own Unix-based operating system, which allows the
execution of one user program. We have written the one user program to provide custom
real-time multitasking and digital signal processing. The program is designed to accomodate
one test at a time, in the form of an execution script including the digital signal processing,
along with some small Skybolt system tasks. The code is written in C and Fortran.

The software on the Sun runs with the Unix operating system using a Motif-style window
manager environment. Custom screens allow operators to use the stability analyzer with only
occasional reference to an instruction manual. Unique test script files are compiled at run-time
to control test tasks, which are started in the Sun and executed in the Skybolt. The scripts
are written in a custom language, similar to Structured Query Language (SQL), including
higher-level operations such as Define, DoWhile, If, etc. The Sun code is written in C, some
of which is computer generated by programming tools and utilities, mainly Builder Xcessory,
Lex, and Yacc.

The signal processing software supports tests for Allan deviation of phase and differential phase,
time series of phase and amplitude, and spectra of signal, phase, and amplitude. Each of 17
distinct tests can be selected by the operator with a single mouse click on the display. The test
configuration parameters (input source, sample rate, averaging time, etc.) are automatically
loaded from editable configuration files, and can also be modified at the display by the operator.

The sample clock for A-D conversion comes from a Hewlett Packard 3325A synthesizer, referred
to 10 MHz from the Reference Frequency Distribution Assembly. Although the A-D converter
can handle 400 kHz, the limit of the current implementation is 230 kHz. Nevertheless, this
rate is adequate to handle two of the widest baseband signals (bandwidth 45 kHz) from the
Deep Space Network Radio Science open-loop receiver. The frequency span of spectra can
vary from 50% of the sample rate down to an arbitrarily small band about the carrier.

Digital Signal Processing (DSP) Algorithms

Vectorized Processing

The signal processing routines run on a single-board computer, the 40 MHz Skybolt, containing
an Intel 1860, a floating—point vector processor with its own high-speed data cache. To achieve
the best computational throughput on this processor, we avoided recursive operations, such as
phase-locked loops and recursive digital filters, in favor of sequential, nonrecursive operations
on large arrays, such as element-by—clement vector arithmetic, inner products, finite—impulse—
response (FIR) digital filters, and the fast Fourier transform (FFT), all of which are supported
by Sky Computer’s vector library and compiler. Throughputs of 25-30 million floating-point
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cable to A-D converters in the VME Assembly for other measurements of signal, phase, and
amplitude. A digital I/O assembly receives RS232 switch commands from the computer to
address the switch decoders that actuate the matrix switches and set attenuation values.

Zero Crossing Detector

The stability analyzer employs two methods for phase detection: one method using software
processing of A-D samples, and another using a time interval counters). For the second
method, we use a new design of zero crossing detector that has reduced time jitter compared
to previous designsMl. In operation, the zero crossing detector heterodynes the signal to 1 Hz,
then processes the 1 Hz output to produce 1 Hz rate, 30 microsecond—wide pulses that are
sent over fiber optics to the time interval counter.

Time Interval Counter

A HP 5334B Counter is modified to accept inputs from the rear panel, and to accept the
fiber—optic signal from the zero crossing detector and a 10 PPS signal from the reference
distribution assembly.

Reference Frequency Distribution

This assembly distributes a high—stability 10 MHz station reference to the frequency synthesizers
and the time interval counter, and also generates a 10 pulse per second signal used by the time
interval counter for phase detection.

Environmental Concerns

The stability analyzer has been designed to minimize influence of the environment on mea-
surements. The most environmentally sensitive equipment is placed in the frequency standards
room where ambient temperature stability is better than + 0.1°C. All signals between the 100
MHz assembly and the stability analyzer racks are connected through fiber optics to eliminate
groundloops that could induce powerline spurious into measured output. The analog electronics
of the 100 MHz and low frequency assemblies are temperature stabilized with a thermoelectric
control system that reduces room temperature variations by a factor of 20. Magnetic shields
around the electronics attenuate magnetic fields by more than 20 dB, thereby minimizing pickup
of AC powerline harmonics.

Controller and Software Design

The Controller Assembly consists of a Sun Microsystem Sparc 2 general purpose computing
system, with an attached VME computer chassis. The Sparc 2 performs 