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displacement than we can measure from the pointing output. The motor command networks directing eye movements may receive more information from the vestibularly-derived spatial map than the motor command networks for pointing movements. Alternatively, vestibular input to both systems may be identical but the motor command networks for pointing may not produce as accurate an output as those for eye movements.

Our data provide a measure of an individual's ability to point to a remembered target location using only vestibular cues. These data can be contrasted with similar data derived from subjects whose eye-head coordination and internal spatial map have been perturbed, for example, by wearing minimizing lenses. In addition, these data can be compared to data collected from astronauts exposed to the microgravity environment of space.
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ABSTRACT

Future spacecraft power systems must be capable of supplying power to various loads. This delivery of power may necessitate the use of high-voltage, high-power dc distribution systems to transmit power from the source to the loads. Using state-of-the-art power conditioning electronics such as dc-dc converters, complex series and parallel configurations may be required at the interface between the source and the distribution system and between the loads and the distribution system.

This research will use state-variables to model and simulate a dc spacecraft power system. Each component of the dc power system will be treated as a multiport network, and a state model will be written with the port voltages as the inputs. The state model of a component will be solved independently from the other components using its state transition matrix.

A state-space averaging method is developed first in general for any dc-dc switching converter, and then demonstrated in detail for the particular case of the boost power stage. General equations for both steady-state (dc) and dynamic effects (ac) are obtained, from which important transfer functions are derived and applied to a special case of the boost power stage.
INTRODUCTION

The basic dc-dc level conversion function of switching converters is achieved by repetitive switching between two linear networks consisting of ideally lossless storage elements, inductances and capacitances. In practice, this function may be obtained by use of transistors and diodes that operate as synchronous switches. On the assumption that the circuit operates in the continuous conduction mode in which the instantaneous inductor current does not fall to zero at any point in the cycle, there are only two different states of the circuit. Each state can be represented by a linear circuit model or by a corresponding set of state-space equations.

\[\begin{align*}
\text{Interval } T_d \\
\dot{x} &= A_1x + B_1v_s \\
y_1 &= c_1x \\
\text{Interval } T_{d'} \\
\dot{x} &= A_2x + B_2v_s \\
y_2 &= c_2x
\end{align*}\]

Fig. 1. Network for formulating \( A_1 \) and \( B_1 \).

Fig. 2. Network for formulating \( A_1' \) and \( B_1' \).

The interval \( T_d \) denotes the interval when the switch is in the on state and \( T_{d'} \) denotes the interval when the switch is in the off state. The state model is
formulated for a boost circuit assuming the circuit operates in the continuous conduction mode. The $A$ and $B$ matrices for each of the two linear networks are given along with the network model that was used to obtain the $A$ and $B$ matrices.

**SIMULATION**

In the analysis of a system by the state-space approach, the system is characterized by a set of first-order differential or difference equations [1]. The dc-dc converter can be described by a set of state-space equations. These state-space equations have the following form:

$$\dot{x} = Ax + Bv$$

where $x$ is a vector of state-variables, $v$ is a vector of inputs, and $A$ and $B$ are matrices. The state-variables, $x$, are associated with the capacitor voltage and the inductor current. The solution for $x$ is given by

$$x(t) = \Phi(t)x(0) + \int_0^t \Phi(t-\tau)Bv(\tau)d\tau$$

where $\Phi(t)$ is the state transition matrix and $x(0)$ is a vector containing initial values for the state variables. This solution for $x(t)$ is valid if the matrices $A$ and $B$ are constant.

The dc-dc converter is a switching converter and is modeled by two different linear networks (Figures 1 and 2). Therefore, the matrices $A$ and $B$ are not constant over the interval $[0, T]$. The limits of integration must be changed to an interval over which $A$ and $B$ are constant. Also, $v$ will contain entries that are unknown functions of time. All of these conditions will make the convolution integral very difficult to evaluate.

To evaluate the convolution integral it was assumed that the inputs, $v$, were constant or clamped over the interval of the integration. Therefore a recursive relationship for $x$ can be developed if the appropriate interval, $T$, is selected for matrices $A$ and $B$ to be constant.

$$x(k+1) = \Phi(T)x(k) + \Theta(T)Bv(k)$$

In this equation, $x(k+1)$ and $x(k)$ are the values of the state vector at $t=(k+1)T$ and $t=kT$, respectively; $v(k)$ is the value of the voltage at $t=kT$. The variable $T$ is referred to as the time step, and it must be selected such that $A$ and $B$ are constant and the inputs, $v$, does not change appreciably.
over the interval \([0, T]\). The variable \(\Phi(T)\) is the state transition matrix, which is calculated using the following power series;

\[
\Theta(T) = IT + \frac{AT^2}{2!} + \frac{A^2T^3}{3!} + \frac{A^3T^4}{4!} + \ldots
\]

The variables \(\Phi(T)\) and \(\Theta(T)\) are related by the following equation;

\[
\Phi(T) = A\Theta(T) + I
\]

**Simulation 1**

The \(\Phi(T)\) and \(\Theta(T)\) are calculated for each time step. A set of these matrices is required for each linear network model of the boost circuit. The solution of \(x(k+1)\) is a function of \(x(k)\) and \(u(k)\), and the \(\Phi(T)\) and \(\Theta(T)\) for that particular linear network. The calculation of \(x(k+1)\) requires one vector addition and two multiplications of a matrix and a vector. This simulation procedure requires two different sets of matrices to be maintained, one set for each linear network. The simulation procedure is summarized in the flowchart of Figure 3.

An example dc power system is simulated using the state variable approach. This system consists of a dc power source connected to a boost network with a resistive-inductive load. The results of this simulation are given in Figure 4.
Fig. 4. Output voltage for Simulation 1.

Simulation 2

The objective is to replace the state-space description of the two linear circuits by a single state-space description that represents the approximate behavior of the circuit across the period:

\[ T_s = T_d + T_d' \]

To represent the approximate behavior of the circuit across the period, \( T_s \), the following averaging method was used. The average was taken by summing the equations for the intervals of \( T_d \) and \( T_d' \) and multiplying each set of equations by \( d \) and \( d' \) respectively. The following linear continuous systems results:

\[
\begin{align*}
\dot{x} &= (dA_1 + d'A_2) x + (db_1 + d'b_2) v_s \\
y &= (dc_1 + d'c_2) x
\end{align*}
\]

This model is the basic average model that is the starting model for all other derivations.
The model represented is an averaged model over a single period $T_s$. If the duty ratio $d$ is assumed to be constant from cycle to cycle, the $d = D$ (the steady-state dc duty ratio). Then the averaged model becomes;

$$ \dot{x} = Ax + Bv_s $$
$$ y = Cx $$

where

$$ A = (DA_1 + D'A_2) $$
$$ B = (DB_1 + D'B_2) $$
$$ c = (DC_1 + D'C_2) $$

The averaged model is a linear system. Therefore, superposition holds can be applied.

The $\Phi(T)$ and $\Theta(T)$ are calculated for each time step, $T_s$. One set of matrices is required for the averaged linear model of the boost circuit. The solution of $x(k+1)$ is still a function of $x(k)$ and $u(k)$, and $\Phi(T)$ and $\Theta(T)$. The calculation of $x(k+1)$ requires one vector addition and two multiplications of a matrix and a vector. The simulation procedure is summarized in the flowchart of Figure 5.

An example dc power system is simulated using the state variable approach. This system consists of a dc power source connected to a boost network with a resistive-inductive load. The results of this simulation are given in Figure 6.
CONCLUSION

Two different simulation methods are presented. The method in Simulation 1 is a more traditional approach that relies on the modeling of each mode of operation of the dc-dc power converter. This is an effective method of modeling and has been used by several of authors [2,3,4]. However, for a large power system the number of models needed to describe the different modes of a variety of switching converters could become very large [1]. The modeling method presented in Simulation 2 tries to produce a single model of a switching converter. This method of modeling is done by producing a weighted average of the different linear models. Anytime an average is taken some distortion in time will occur because averaging is a form of high pass filtering. The comparison of the two different modeling methods in Figure 7 does show time distortion but the voltage magnitudes appear to be basically the same. More work in developing the theory and many more simulations must be done but the average method does appear to have some merit.
Fig. 7. Output voltage for Simulation 1 and 2.
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