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Abstract
A new analytical bleed boundary condition is used to compute flowfields for a strong oblique shock wave/boundary layer interaction with a baseline and three bleed rates at a freestream Mach number of 2.47 with an 8 deg shock generator. The computational results are compared to experimental Pitot pressure profiles and wall static pressures through the interaction region. An algebraic turbulence model is employed for the bleed and baseline cases, and a one equation model is also used for the baseline case where the boundary layer is separated.

Nomenclature

\[ H_i \] incompressible shape factor, \( \delta_i^*/\theta_i \)

\[ u_e \] boundary layer edge velocity

\[ \delta_i \] boundary layer thickness

\[ \delta_i^* \] displacement thickness, \( \int_0^\delta (1 - \frac{u}{u_e}) \, dy \)

\[ \theta_i \] momentum thickness, \( \int_0^\delta \frac{u}{u_e} (1 - \frac{u}{u_e}) \, dy \)

Introduction
The boundary layer flow in supersonic inlets is typically bled off to avoid adverse shock-boundary layer interactions and subsequent total pressure losses in the subsonic diffuser. Currently, bleed flow rates are determined from empirical flow coefficients which are measured in wind tunnels for various Mach numbers, boundary layer profiles, and bleed plates. These coefficients are dependent on local Mach number, pressure ratio, hole or slot geometry, and bleed hole length to diameter ratio, \( (L/D) \), etc. Because of scale effects, these data may not be readily scalable to full scale. It is the purpose of this paper to use a newly developed analytical bleed model boundary condition and compare CFD predictions to experimental data representative of shock wave/boundary layer interactions with boundary layer bleed in supersonic inlets.

New Bleed Modeling Approach
The new analytic bleed model is based on conservation of mass, momentum and energy for flow through a single hole or slot and empirical relations. The approach permits the local sonic flow coefficient to vary with local flow conditions, hole or slot geometry, and orientation. In this paper the bleed holes are 90 deg with short \( L/D \). The bleed duct is modeled like a pitot inlet with a detached normal shock when the boundary layer edge is supersonic. The flowfield is examined during the solution process to provide the surface static pressure and edge total conditions. The specified plenum pressure is then used to calculate the pressure drop across the bleed plate. The model along with a specified porosity provides the momentum flux through the computational bleed surface. The analytical bleed model has been coded as a boundary condition to compute the bleed momentum as a function of the local flowfield and plenum pressure. When the local wall pressure is less than the plenum pressure, outflow is computed as will be discussed below. The new boundary condition is similar to using a table look-up for the sonic flow coefficient and has the added feature that continuous edge Mach numbers and plenum pressure ratios can be used. The analytical model has predicted flow coefficients for 90, 40, or 20 degree holes or narrow slots and is designed for arbitrary angles, and is fully described by Harloff and Smith\(^1\).
Numerical CFD Code

The NPARC\textsuperscript{2} 2-D version 1.1b code was used to compute the flowfield and was modified for the new bleed boundary condition. The code solves the full Navier-Stokes equations in strong conservation form. Closure was obtained by applying the Baldwin-Lomax\textsuperscript{3} turbulence model, which was not modified (in this paper) to account for bleed for the cases considered. In addition, the Baldwin-Barth\textsuperscript{4} turbulence model was employed in NPARC 2-D version 2.0 for the baseline no holes case. The grid was generated using IC\textsuperscript{5} and hyperbolic stretching was used at the walls and in the axial direction. A schematic of the test configuration is shown in Fig. 1. The shock generator angle was 8 deg and the inviscid oblique shock impingement point was set to impinge on the middle of the bleed plate. The grid density was 300 in the X direction and 200 in the Y direction and 150 axial points in the bleed region, see Fig. 2. In the boundary layer flow in front of the bleed region the y+ for the first grid point from the walls was about 2. The upstream boundary layer and freestream conditions were specified at the inflow boundary, no slip was assumed on the shock generator and the wind tunnel walls, slip was assumed on the upper boundary in front of and behind the shock generator, and the new analytical boundary condition was applied along the entire lower wall. For the baseline no holes case, the no slip boundary condition was applied in the "bleed" region. The plenum to freestream total pressure ratios specified include: 0.12, 0.10, and .001 for zero, half choked, and choked bleed respectively.

Comparison with Test Data

The test data of Willis, Davis, and Hingst\textsuperscript{6} has been modeled. CFD predictions are compared to experimental data for Mach 2.47 freestream with an 8 degree shock generator angle for no holes baseline, holes with zero net bleed, half choked, and choked bleed holes. "Choked bleed holes" refers to sonic flow condition within the holes with maximum flow rate. Half choked refers to half the choked mass flow rate. The bleed region contains 8 rows of holes of 0.635 cm (0.25 in) diameter. The hole spacing longitudinally and laterally between centers is 2 diameters. The total bleed area is 31.67 cm\textsuperscript{2} (4.9087 in\textsuperscript{2}) with 100 holes and the bleed area is 9.525 cm (3.75 in) long by 15.875 cm (6.25 in) wide for a porosity is 0.208. Aerodynamic fences were positioned, in the flow direction, 8.89 cm (3.5 in) from the bleed plate centerline to help insure 2-dimensionality of the flow. The bleed region axial location is 0.0 cm and length is 9.52 cm (3.75 in).

Static Pressure

The wall static pressures for the 4 cases considered are compared with experimental data in Fig. 3. As indicated by the data, the pressure rise for the shock wave/boundary layer interaction is strong enough to separate the boundary layer for the no bleed hole baseline case (open circles). The CFD predicted pressure rise is about the same as the experimental values downstream of 4 cm. However, upstream of this point the experimental data indicates the presence of much larger separated boundary layer flow region than predicted by CFD. This result is expected as the algebraic Baldwin-Lomax turbulence model usually predicts boundary layer separation late. The experimental pressure rise starting at 20 cm is thought to be due to shock waves from the leading edge of the fences. The CFD predicted pressure drop at 28 cm is probably due to the expansion from the upper boundary condition change at the end of the shock generator, i.e. from no slip to slip. The one equation Baldwin-Barth turbulence model was employed to determine if it is better able to predict the separated boundary layer flow. With this model the predicted boundary layer separation moved only slightly upstream by about 0.7 cm compared to the Baldwin-Lomax turbulence model; both models underpredict the extent of the separated boundary layer. Both models predict similar wall static pressure levels further downstream. The Baldwin-Lomax model was used for all of the other cases. For the zero bleed case (solid circles), with the bleed plate installed and zero net bleed, the experimental boundary layer separation moved forward of the no hole baseline case, and the downstream (of the bleed plate) pressure plateau is lower than the baseline case. For the half-choked case, the test data (open squares) indicates that the boundary layer separation moved downstream compared to the baseline case as expected. The CFD half-choked predictions are coincident with the CFD zero bleed up to about 4 cm. The pressure difference across the bleed plate is not large enough, upstream of the oblique shock impingement, to bleed much of the boundary layer. The wall static pressures indicate that the bleed flow is recirculating and blowing for the zero bleed case, e.g. higher pressures in front of the shock impingement and lower pressures behind it compared to the no hole baseline case. For
the choked case, the CFD pressure rise curve agrees closely with the experimental data; however, the predictions underpredict the maximum pressure on the aft portion of the bleed plate. In the computation the bleed is removed through a continuous porous surface whereas the pressure measurements are made on solid surfaces and it is not clear that the (porous) CFD values are directly comparable to experimental values on the bleed plate.

Boundary Layer Shape Factor

The CFD computed boundary layer incompressible shape factors, $H_i$ at the 14 rake locations for each of the 5 case are illustrated in Fig. 4. Values around 1.28 indicate a well-developed turbulent boundary layer profile with a 1/7 power law velocity profile. The upstream $H_i$ values for all the bleed cases is about 1.28 with the Baldwin-Lomax turbulence model; for the baseline case with the Baldwin-Barth turbulence model $H_i$ is lower at 1.26. The rapid rise in $H_i$ is similar for all cases, except the choked bleed case, to about 2.2 at 3 cm from the bleed region leading edge. Thereafter, $H_i$ decrease rapidly with increasing distance and at 23 cm the shape factors are about 1.43 for all the cases, except the choked bleed case which has a shape factor of 1.33. The peak $H_i$ for the choked bleed is 1.58. Thus, from the $H_i$ analysis, all the cases computed, except the choked bleed case, indicate separated boundary layer in the shock wave/boundary layer interaction region.

Pitot Pressures

Fourteen rakes were used in the experiment; the rake locations are: -9.8, -8.2, -4.7, -2.2, 0.4, 2.9, 5.5, 8.0, 11.5, 13.1, 15.6, 18.2, 20.7 cm respectively. The CFD and experimental Pitot pressure profiles are compared in Figs. 5-9 for the baseline-no holes, zero bleed, half choked bleed and choked bleed cases respectively. The vertical dashed lines in the Pitot figures are the inviscid levels which vary depending if the rakes are upstream, between the incident and reflected, or downstream of the reflected shock. The test data and CFD Pitot values are normalized between zero and the inviscid values at each rake location. As expected good agreement between the CFD and experimental Pitot pressure profiles, for rakes 1 to 3, is observed upstream of the shock-boundary layer interaction for the baseline case shown in Fig. 5 and for all the other cases. The sharp discontinuity in Pitot pressure at about -2 cm is where the inviscid oblique shock crosses rake no. 4. The experimental data indicates boundary layer separation at rakes 5-11 whereas the CFD does not. Consequently, downstream of the interaction, at rake 15, the CFD overpredicts the Pitot pressures and underpredicts the boundary layer thickness. The Baldwin-Barth turbulence model was employed to evaluate its capability in this type of flowfield, see Fig. 6. The details are different, but the behavior is similar to the Baldwin-Lomax model. Both turbulence models underpredicted the vertical extent of the boundary layer flow separation. In addition to the no holes baseline case, a zero bleed case was also investigated. The bleed plenum pressure/freestream total pressure was specified and the model then determined local bleed from the local flowfield. Comparing the baseline pitot pressure profiles, Fig. 5, with the no bleed case, Fig. 7, shows that experimental pitot profiles differ for rakes 5 to 8. The CFD profiles of Fig. 5 and 7 are similar to each other. When the bleed flow was increased to half choked, the experimental data indicates that the boundary layer separation was still present, see Fig. 8. The the CFD Pitot pressure predictions are qualitatively similar to the baseline case discussed above. The experimental Pitot pressures shown in Fig. 9 for the choked bleed case do not indicate boundary layer separation and the CFD predictions are in better agreement with the test data for rakes 12-14 than the previous comparisons.

Mach Number Contours

The computed Mach number contours in the shock wave/boundary layer interaction region are illustrated in Figs. 10-14. The shock from the shock generator is captured quite well as the upstream grid is aligned with the shock. The Mach number contour for the no hole baseline case is presented in Fig. 10. At the oblique shock impingement point the upstream boundary layer thickens as indicated by the rapid growth in the subsonic layer. A small region of reverse flow is underneath the shock reflection point. The Mach number contours for the Baldwin-Barth turbulence model is shown in Fig. 11 where the main difference is the slight forward propagation of the foot of the reflected oblique shock and a slightly larger separation area behind the foot of the reflected shock wave. For the zero bleed case the plenum pressure was set to 0.12 of freestream total pressure and flow was allowed to flow in or out of the bleed plenum depending on the local pressure gradient across the bleed plate. The velocity vectors shown in Fig. 12, which are greatly exag-
jump across the incident oblique shock. The maximum Mach number of the flow at the bleed plate for the zero bleed case is 0.0068. The flow adjacent to the bleed plate appears to be slightly unsteady. This is not expected for flow within a separated boundary layer. A small amount of reverse flow is also predicted to occur for the half choke case when the plenum pressure decreases to 0.1 of freestream total pressure, see Fig. 13. The bleed velocity vectors are not uniform for this case. The vector scale used in Fig. 13 is 32 for the half choked case. When the bleed flow is choked, the velocity vectors in the forward part of the bleed zone are uniform as the density is uniform (the bleed boundary condition is cast in terms of momentum), see Fig. 14. Downstream of the reflected oblique shock the density increases and the velocity decreases in proportion to the density increase. Note that the vector scale for this bleed rate is 8 when comparing the vectors with those of the other bleed rates. Both the half and full choke cases indicate that an oblique shock forms at the end of the bleed plate due to change in the flow direction at this point. Similarly, the choked bleed case illustrates the flow expansion at the leading edge of the bleed region due to the boundary layer flow being turned into the bleed plate.

Conclusions

An analytical model for boundary layer bleed holes and slots has been implemented into a CFD code. The CFD wall static predictions indicate reasonably good agreement with experiment downstream of the interaction and indicate an underprediction in the separated boundary layer for the lower bleed rates considered. The CFD Pitot pressures compare favorably with test data upstream of the bleed region and reasonably well downstream of the interaction. Further studies are needed to improve the capability of turbulence models in the regions of shock wave boundary layer interaction with boundary layer separation. Additional studies are also needed to test the new analytical boundary condition in flows without boundary layer separation.
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Fig. 1 - Geometry.

\[ x_{lc} = -31.52 \text{cm} \]
\[ y_{lc} = 21.47 \text{cm} \]

\[ \alpha = 8^\circ \]

\[ M_0 = 2.47 \]

Bleed Region
Fig. 2 – Grid and boundary conditions.
Fig. 3 - Centerline wall static pressure vs. distance.
Fig. 4 - Incompressible shape factor vs. x through interaction.
Fig. 5 – Pitot profiles for no bleed holes, open symbols - experiment, solid symbols - CFD, Baldwin–Lomax turbulence model.
Fig. 6 – Pitot profiles for no bleed holes, open symbols – experiment, solid symbols – CFD, Baldwin–Barth turbulence model.
Fig. 7 – Pitot profiles for holes zero bleed, open symbols – experiment, solid symbols – CFD, Baldwin–Lomax turbulence model.
Fig. 8 – Pitot profiles for half choked holes, open symbols – experiment, solid symbols – CFD, Baldwin–Lomax turbulence model.
Fig. 9 - Pitot profiles for choked holes, open symbols – experiment, solid symbols – CFD, Baldwin–Lomax turbulence model.
Fig. 10 Mach contours for no bleed holes, Baldwin–Lomax turbulence model.
Fig. 11 Mach contours for no bleed holes, Baldwin-Barth turbulence model.
Fig. 12 Mach contours for zero bleed, Baldwin–Lomax turbulence model.
Fig. 13 Mach contours for half-choked holes, Baldwin–Lomax turbulence model.
Fig. 14 Mach contours for choked holes, Baldwin-Lomax turbulence model.
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