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ABSTRACT

Heat pipes are highly reliable and efficient energy transport devices, which are being
considered for many terrestrial and space power thermal-management applications, such as
high—performance aeronautics and space nuclear and solar dynamic power systems. In this
work, a two—dimensional Heat Pipe Transient Analysis Model, "HPTAM", was developed
to simulate the transient operation of fully—thawed heat pipes and the startup of heat pipes
from a frozen state. The model incorporates: (a) sublimation and resolidification of
working fluid; (b) melting and freezing of the working fluid in the porous wick; (c)
evaporation of thawed working fluid and condensation as a thin liquid film on a frozen
substrate; (d) free—molecule, transition and continuum vapor flow regimes, using the
Dusty Gas Model; (e) liquid flow and heat transfer in the porous wick; and (f) thermal and
hydrodynamic couplings of phases at their respective interfaces. HPTAM predicts the
radius of curvature of the liquid meniscus at the liquid—vapor interface and the radial
location of the working fluid level (liquid or solid) in the wick. It also includes the
transverse momentum jump condition (capillary relationship of Pascal) at the liquid—vapor
interface and geometrically relates the radius of curvature of the liquid meniscus to the
volume fraction of vapor in the wick. The present model predicts the capillary limit and
partial liquid recess (dryout) in the evaporator wick, and incorporates a liquid pooling
submodel, which simulates accumulation of the excess liquid in the vapor core at the

condenser end.

HPTAM can handle both rectangular and cylindrical geometries. The model divides the
heat pipe into three transverse regions: wall, wick, and vapor regions, and solves the
complete form of governing equations in these regions. The heat pipe wick can be a wire—
screened mesh, an isotropic porous medium such as a powder or a bed of spheres, or an
open annulus separated from the vapor core by a thin sheet (with small holes to provide
capillary forces). HPTAM incorporates several working fluids such as lithium, sodium,
potassium and water, as well as various wall materials (tungsten, niobtum, zirconium,
stainless—steel, copper and carbon). Evaporation, condensation, sublimation and
resolidification rates are calculated using the kinetic theory relationship with an
accommodation coefficient of unity. To predict the flow of liquid in the porous wick of the
heat pipe, HPTAM uses the Brinkman—Forchheimer—extended Darcy model. This model
was successfully benchmarked against experimental data for natural convection of molten
gallium in a porous bed of glass beads. Also, HPTAM handles the phase—change of
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working fluid in the wick using a modified fixed—grid homogeneous enthalpy method. The
technique employs a mushy—cell temperature range as small as 2x10-8 K (limited by
machine accuracy only), without requiring under—relaxation of the temperatures and
generating numerical instabilities. Instead of using the harmonic mean discretization
scheme (HMDS) of Patankar, a simple method, based on the frozen volume fraction, was
developed to calculate the heat fluxes at the boundaries of the mushy cell. This method
improved the accuracy of the solution and reduced the oscillations in temperature time
histories (usually encountered when the HMDS is used) by one-to-two orders of
magnitude.

Because of the physical complexity of the problem, advanced numerical methods were
considered. Two segregated solution techniques, one based on the non—iterative Pressure
Implicit Splitting Operator (PISO), and the other based on the SIMPLEC segregated
iterative technique, were developed and tested for their stability and effectiveness in
reducing the CPU time while maintaining the accuracy of results. Various linear—system
solvers were also examined to determine which one was most efficient for solving the
problem at hand. Based on the results of these examinations, the segregated solution
technique using the SIMPLEC procedure was selected for HPTAM. To solve the five—
point linear Poisson equations resulting from the discretization of the mass balance
equations, a direct solution routine using Gaussian elimination was developed. The banded
version of the solver allowed significant decreases in computation time and memory storage
requirement. The iterative Strongly Implicit Solver was chosen to solve the five—point
linear equations resulting from the discretization of the energy and momentum balance

equations.

The development of this comprehensive model was guided by continuous benchmarking of
the model predictions with available experimental and numerical results. The accuracy of
the physical and numerical schemes for modeling heat and mass transfers in the wick was
verified using various benchmark problems, namely: (a) natural convection of liquid in a
square cavity; (b) natural convection of molten gallium in a porous bed of glass beads; (c)
one—-dimensional pure conduction solidification problem; (d) two-dimensional pure
conduction problem of freezing in a corner; and (e) the freezing of tin in a rectangular
cavity in the presence of natural convection. Numerical results of the frozen startup of a
radiatively—cooled water heat pipe are presented, which demonstrate the soudness of the
physical model and numerical approach used in HPTAM. The results illustrate the

importance of the sublimation and recondensation processes during the first period of the
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transient and the combined effects of phase—change and liquid hydrodynamics in the wick
during the startup of the low—temperature heat pipe. The startup is characterized by partial
recess of liquid in the evaporator wick after the capillary limit has been reached. After
enough working fluid was melted by resolidification and condensation in the adiabatic and
condenser sections of the heat pipe, resaturation of the wick was established before
complete dryout of the evaporator occurred, leading to a successful startup. Also, the heat
pipe model was validated using transient experimental data of a fully—thawed water heat
pipe constructed at the Institute for Space and Nuclear Power Studies. The calculated
steady—state vapor and wall axial temperature profiles and the transient power throughput
and vapor temperature were in good agreement with measurements. Results illustrated the
importance of the hydrodynamic coupling of the vapor and liquid phases and showed the
appearance during the heatup transient (disappearance during cooldown) of a pool of
excess liquid at the condenser end. Finally, the effects of input power and initial liquid
inventory in the water heat pipe on the wet point and liquid pooling, and on the vapor and

liquid pressure and temperature distributions were investigated in details.
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NOMENCLATURE

English

a cubic lattice parameter (m)

a radius of pipe (m)

a. accommodation coefficient

A cross—sectional area (m?2)

b distance between nearest neighbors in lattice (m)
bg  molar volume (m3/mole)

C inertia coefficient, Equations (2), (A-3)
Cp,  specific heat (J/kg K)

C,  heat capacity at constant volume (J/kg.K)
d wire diameter of screen (m)

D diffusion coefficient (W/m2.K)

D pipe diameter (m)

D deformation rates tensor

E external acceleration (m/s2)

Fraa  wall view factor

g gravity acceleration, g=9.81 m/s2

Gr  Grashof number, Gr=gBpL3(Ty-T¢)/ vi.2
h enthalpy (J/kg)

hg,  latent heat of vaporization (J/kg)

hREF  reference enthalpy of liquid phase (J/kg)
H height of the cavity (m)

Hg,s latent heat of fusion (J/kg)

H!  convective heat transfer coefficient (W/m2.K)
k Boltzmann constant, k=1.3804 x 10-23 J/K
k thermal conductivity (W/m.K)

K permeability of wick (m?)

Kn  Knudsen number (Kn = A/D)

L effective pipe length (m)

L mesh size of screen, L=1/N (m)

L width of the cavity (m)

m molecular mass (kg)

X1X



molecular weight (kg/mole)

evaporation/condensation/sublimation/resolidification mass flux (kg/m2.s)

2} 8 2

water jacket mass flow rate (kg/s)
molecular density (molecules/m3)

screen mesh number, N=1/L (1/inch)

Z Z =

5]

Avogadro number, N,= 6.0225 x 1023 molecules/mole
Nyirse axial location of first identifiable liquid film

Niast axial location of last cell bearing a liquid film

Nmush axial location of first interfacial mushy cell

N, number of axial numerical cells

P pressure (Pa)

P critical pressure (Pa)

Pr Prandtl number, Pr=v{ /0oy

g mean filter velocity in wick (m/s)
Q

conduction heat flux (W/m?)

r radial coordinate
R radius (m)
R radius of curvature of screen wire (m)

Ra  Rayleigh number, Ra=Pr Gr

Rc  radius of curvature of interfacial liquid meniscus (m)
R,  universal gas constant, Ry= kN, = 8.314 J/mol.K
R; radial location of numerical cell interface (m)

Rinc radius of liquid—/ solid—vapor interface (m)

R,  wick effective pore radius (m)

Ry radius of screen wick surface (m)

R, initial radius of solid—vapor interface (m)

St Stefan number, St =C,8(Tgys-Tc)/Hyys

t time (s)

t thickness of one screen layer, t=2d+m (m)

T temperature (K)

T.  critical temperature (K)

Te  cold wall temperature (K)

Trys  fluid fusion temperature (K)

Ty  hot wall temperature (K)

Tint  temperature of liquid- / solid-vapor interface (K)

Tin' water jacket inlet temperature (K)

XX



T,  initial liquid temperature (K)

To* dimensionless liquid superheat, Ty =k, (T, — Ty, )/[ks(Tgs = Tc)]
Trer reference temperature for evaluating enthalpy of liquid phase (K)
Ts, ambient temperature (K)

T*  dimensionless temperature, T*=kT/e

u, v radial and axial front locations (m)

1-3 velocity field

vy,  average molecular speed (m/s)

V,int radial velocity of displacement of LV interface (m/s)
Vol  wick cell volume (m3)

Vol, wick cell volume when Rjp=Ryk (m3)

Vol, volume of phase o in interfacial wick cell (m3)

V,  volume of hemispherical pores at wick surface (m?3)
V*  dimensionless axial velocity, V¥=Lgq,/ v

w width of the screen openings (m)

X coordinate along the width of the cavity (m)

z axial coordinate (m)

z coordinate along the height of the cavity (m)

Z; axial location of numerical cell interface (m)

Greek

o thermal diffusivity, o=k/(pC,) (m%/s)

Qp  vapor pore volume fraction in wick at liquid—vapor interface
B normalized clearance of screen, f=n/(2d)

Bp  liquid thermal expansion coefficient (1/K)

Br  liquid isothermal compressibility factor (1/Pa)

Y ratio of specific heat capacities

Y volume fraction of frozen fluid in wick voids

I convection-diffusion enthalpy flux (W/m?2)

o solid crust thickness (m)

8T  half width of mushy region (K)

AR; radial size of numerical cell (m)

At discretization time step (s)

Ax  discretization mesh size (m)

AZ; axial size of numerical cell (m)

XXi



€ volume porosity (void fraction) of wick
£ energy potential parameter (J)
€ local volume porosity, Equation (4.70)
€9 Wall emissivity
¢ figure of merit of working fluid, {=p (hyv-hp)o / p (W/m?2)
n screen interlayer clearance (m)
0 geometrical angle, Figure A-la
9 dimensionless temperature, O=(T-T¢c)/(T,-Tc)
0.  dimensionless temperature, 8; =(T -Tc)/(Ty-Te)
A molecular mean free path (m), Equation (B-1)
dynamic viscosity (kg/m.s)
He  cosine of contact angle of liquid meniscus at liquid—vapor interface, t.=Ry/R.
\% kinematic viscosity, v=/p (m?%/s)
density (kg/m3)
ps  close—packed solid phase density (kg/m3)
o surface tension of liquid (N/m)
(o] effective molecular diameter (m)

Ond Stefan—-Boltzmann constant, 6=5.67x10-8 W / m2.K4

T dimensionless time, T = ogt/L.2
T exponential period (s)
o} viscous dissipation

¢  dimensionless temperature, O =(T - T )/ (Ty-Thys)
Q) wire diameter—to—mesh size ratio, w=d/L

*  Kkinetic theory collision integral

Subscript / Superscript

a adiabatic region
c condenser region
e evaporator region

eff  effective property of wick
equ equilibrium

f working fluid

fus  fusion

i radial number of wick cell

int  liquid-/ solid— vapor interface

XXii



] axial cell number

L liquid phase of fluid

m porous matrix

n temporal discretization number
0 wall outer surface

p pore

r radial component

S frozen (solid) phase of fluid
sat  saturation

v vapor phase, liquid inner surface
\% vapor phase of fluid

v0  vapor phase, at beginning of evaporator
w wall region
W outer wall surface
wk  porous wick
z axial component

best estimate at new time

' correction
Operators
div  divergence of vector
0 partial derivative
A Laplacien of vector

q vector

Il  norm of vector

vV gradient of scalar

¥V gradient of vector operator

scalar product of vector

XXiii






1. INTRODUCTION

Heat pipes can transport relatively large amounts of energy over a significant distance with
a small temperature drop between the heat source and the heat sink. Since heat pipes have
no moving parts and operate passively in vacuum and in microgravity environments, they
are highly reliable and efficient energy transport devices and are being considered for many
terrestrial and space power thermal-management applications, such as high—performance

aeronautics and space nuclear and solar dynamic power systems.

Water and alkali metal heat pipes are currently being considered for passive cooling of
commercial nuclear reactors after shutdown. They are also being developed for solar
dynamics, nuclear space power systems and space platforms such as the space station
Freedom, either as the primary transport sub—system of for radiative heat rejection.
Nuclear space power systems may employ thermoelectric elements, thermionic elements,
closed Brayton cycle, or Free Piston Stirling Engines (the latter are being considered for a
lunar outpost), to convert thermal power to electrical power. Heat pipes operating at
temperatures in excess of 700 K employ liquid—metal working fluids while those operating

at lower temperature may employ non-liquid metal fluids such as water or ammonia.

In the temperature range of 300-500 K, water provides the best alternative for a working
fluid. Water heat pipes have been used in numerous terrestrial and space applications, such
as solar water heaters, cooling of molds during casting of aluminum and plastics, and

cooling of electronic components on board satellites.

Between 500 K and 700 K, there does not exist, to date, any working fluid with attractive
properties. Mercury has suitable vapor pressure and high figure of merit in this

temperature range, unfortunately, it is highly toxic and its use is not recommended.

In the temperature range of 700-1600 K, candidate heat pipe working fluids of interest for
high—performance space power applications are the alkali metals, potassium, sodium, and
lithium. Examples of these applications include heat transport from the reactor to the power
converter, heating and cooling of electrodes in thermionic converters, and heat rejection.
Additional uses of high temperature heat pipes are cooling of radiation shield,
electromagnetic pumps, control drums and drive motors, and thermal conditioning of

liquid—metal pumped loops during the startup and shutdown of power systems (Merrigan



1985). These potential applications have received the most attention in recent years with
the onset of advanced space power programs such as the SP-100 (Cox et al. 1991) and
Dynamic Isotope Power Subsystem (DIPS) studies (Dix 1991). An advantage of using
sodium or potassium working fluids in the temperature range 700-1100 K is their relatively
low melting temperature (98 °C and 64 °C, respectively), which is favorable for space
applications. The NaK-78 alloy has a melting temperature well below that of sodium and
potassium (-10 ©C), which is the reason why this particular working fluid was selected as
the primary coolant for all Russian (Romachka and Topaz) and American (SNAP-10A)
nuclear power systems launched in space since the late 1950's. At very high temperatures
(above 1200 K), lithium is a good choice as a heat pipe working fluid because of its high
latent heat of vaporization and high surface tension. Also, because of the very low vapor
pressure of this fluid, lithium heat pipes can operate at a much higher temperature than
potassium and sodium heat pipes without overpressurization of the container.

One of the concerns with the utilization of heat pipes in space and in some terrestrial
applications is understanding their transient behavior during startup from a frozen state.
The startup of high—temperature heat pipes from the frozen state has been extensively and
experimentally investigated (Deverall et al. 1970; Ivanovskii et al. 1982; Jang et al. 1990a;
Faghri et al. 1991; Jang 1995), and successful startup of such heat pipes is consistently
achieved. However, experiments on the startup of low—temperature heat pipes are rare.
Heat pipes using high vapor pressure working fluids (such as water and ammonia)
typically exhibit a uniform temperature startup, whereas those using fluids with low vapor
pressures (such as liquid metals, sodium, potassium and lithium) exhibit a frontal startup.
Deverall et al. (1970) successfully started a water heat pipe from a frozen state. Because of
the relatively high vapor pressure of water, even near the melting temperature, choked
and/or supersonic vapor flows were not encountered during the startup. Experimental

results showed that the heat pipe became immediately active where the ice was melted.

Previous investigations of the frozen startup of heat pipes generally assume uniform
distribution of the working fluid in the wick. Such assumption is found to be invalid
experimentally for low—temperature heat pipes. Redistribution of frozen working fluid in
low—temperature heat pipes occurs during startup due to sublimation and resolidification of
vapor (Kuramae 1992; and Ochterbeck and Peterson 1993). Such processes may prevent
successful re—startup of the heat pipe during cyclic operation. The vapor resolidifies in the
cooler parts of the heat pipe and cannot return back to the evaporator. Eventually, the wick

might completely dryout in the evaporator. In cases of low-temperature heat pipes with



large evaporator-to—condenser length ratio, complete blockage of the vapor channel was

observed, due to resolidification of working fluid (Ochterbeck and Peterson 1993).

The startup characteristics of low—temperature and high—temperature heat pipes from a
frozen state differ significantly due to differences in the vapor pressure of the working fluid
near the melting point. In low—temperature heat pipes, although the vapor pressure is large
enough so that the startup difficulties associated with the viscous and sonic limits are
avoided, significant migration of the working fluid from the evaporator to the colder
regions in the heat pipe occurs. Once the solid working fluid is melted in the evaporator,
dryout may occur due to immediate vaporization of the fluid. In the case of high~
temperature working fluids, the vapor flow in the heat pipe remains in the free—molecule
regime for temperatures well above the melting temperature. This has the beneficial effect
of minimizing the transport of the solid working fluid to the condenser by sublimation /
resolidification. The large thermal conductivity of liquid-metal working fluids also allows
melting of the working fluid in adiabatic and condenser sections by conduction, before

large scale evaporation of the liquid occurs.

Attempts have been made to fill the heat pipe with noncondensible gas to make it start more
readily. A significant decrease in startup time was noted by Ivanovskii et al. (1982) for
increasing amounts of noncondensible gas loading in sodium heat pipes. The effect of
noncondensible gas on the startup of a water heat pipe was also investigated by Ochterbeck
and Peterson (1993). The gas—vapor interface, observed visually, was found to be quite
sharp. In the region containing the gas, resolidification and condensation of water vapor
did not occur. A frontal startup, characteristic of high—temperature and gas—loaded heat

pipes, was observed in the gas—loaded water heat pipe.

The wide interest in heat pipes has stimulated the development of numerous steady—state
and transient models. Because the transient operation of heat pipes and the startup of heat
pipes from a frozen state involve several highly non-linear and tightly coupled heat and
mass transfer processes in the vapor, wick and wall regions, mathematical modeling of
these problems is quite complex. An analytical solution is unattainable, and except when
simplifying assumptions are made, the numerical solution could be tedious and require
large computation time. The following section reviews the previous and major heat pipe
modeling efforts, which included a variety of simplifying assumptions in the governing

equations, and a spectrum of numerical techniques to solve these equations.



1.1. SUMMARY ON HEAT PIPE MODELING

Heat pipe models can be classified into four categories: (a) models which simulate the
vapor flow region only; (b) models which simulate vapor, wick and wall regions but
ignore the liquid flow in the wick and the momentum coupling at the liquid-vapor (L-V)
interface; (c) liquid/vapor counter—current flow models which neglect the momentum
coupling at the L-V interface; (d) models which have the capability to predict the radius of
curvature of the liquid meniscus at the L-V interface in order to insure proper
hydrodynamic coupling of the liquid and vapor phases. Only a few models, however,
attempted to simulate the non—continuum vapor flow regimes occurring in high—
temperature heat pipes operating in the low temperature range, and the change of phase of
the working fluid in the wick during the startup of heat pipe from a frozen state. Table 1.1
summarizes the capabilities and important characteristics of major heat pipe models

developed after the year 1987.

In an attempt to describe the operation of heat pipe, Bowman (1987), Bowman and
Hitchcock (1988), Klein and Catton (1987) and Issacci et al. (1988, 1990 and 1991) have
developed two—dimensional transient models of vapor flow, which decoupled the vapor

from the liquid—wick and wall regions, except for a simplified interfacial energy balance.

Bowman and Hitchcock (1988) studied the vapor flow in the laminar and turbulent
regimes. The emphasis was placed on studying highly compressible vapor flow situations,
including subsonic and supersonic flow fields with shock waves and flow reversal.
Bowman and Hitchcock solved the full unsteady compressible, Reynolds—averaged
turbulent Navier—Stokes equations in cylindrical coordinates, using the Explicit
MacCormack finite difference method. In their calculations, they had to use very small
time steps in order to avoid numerical instabilities. Bowman and Hitchcock (1988)
experimentally investigated vapor flow dynamics using isothermal air injection and suction
at the walls of a porous pipe made from polyethylene beads. Based on this work, Bowman
(1987) established functional relationships of the friction coefficient for a simple, steady
one—dimensional model for highly compressible and sonic vapor flows.

Researchers at the University of California Los Angeles (Klein and Catton 1987; Issacci et
al. 1988, 1990 and 1991) also studied the heat pipe vapor dynamics, using a two—

dimensional approach. Originally, they solved the two—dimensional, laminar compressible
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Navier-Stokes equations using the SIMPLER algorithm. This method, however, was
limited to low—compressibility flows. Issacci et al. (1991) showed that a centered—
difference scheme, when used with non-linear filtering, yielded a second-order, stable
solution and captured shocks without oscillations. This non-linear filtering technique was
used to analyze the startup vapor dynamics of a sodium heat pipe with a high heat input
flux. The startup transient involved multiple wave reflections from the line of symmetry in
the evaporator section. It is not clear, however, how this code could model free—molecule

and/or transition flow conditions without any special treatment.

Although the vapor flow models of Bowman and Hitchcock (1988) and Issacci et al.
(1988, 1990 and 1991) have provided valuable information on the vapor flow dynamics,
they are of limited use for the design and transient analysis of heat pipes, because of the

thermal and hydrodynamic decouplings of the vapor from the wick region.

Traditionally, the second category regroups heat pipe models that have been developed for
design purposes. These models pay attention to only these phenomena that influence the
performance of heat pipes. The experimental investigations of Ivanovsky et al. (1982) and
Tilton et al. (1986) suggested that during steady—state or slow transients, heat pipe
operation can be described solely by vapor dynamics and energy balance in the various heat
pipe regions. Following these observations, Tilton et al. (1986), Faghri and Chen (1989)
and Cao and Faghri (1990) at Wright State University solved the two—dimensional heat
conduction equations in the wall and liquid—wick regions, which were thermally coupled to

either a one— or two—dimensional vapor flow model.

In their two-dimensional steady-state model, Faghri and Chen (1989) assumed
thermodynamic equilibrium at the L-V interface (the interfacial temperature is equal to the
vapor saturation temperature) and evaluated the evaporation/condensation rates from the
energy balance at the interface. With this model, Faghri and Chen evaluated the effects of
axial conduction, vapor compressibility and viscous dissipation on the operation of water
and sodium heat pipes. Cao and Faghri (1990) extended Faghri and Chen's model to
perform transient calculations. They used the SIMPLE method, and incorporated the effect
of vapor compressibility by treating the vapor pressure as a dependent variable and directly

applying the state equation to obtain the density while iterating.

Jang (1988), Jang et al. (1990a) and Cao and Faghri (1993a, 1993b and 1992) also
modeled the startup of heat pipes from a frozen state. Jang (1988) developed a pure—

conduction transient model for rectangular heat pipe cooled leading edges, and compared its



predictions with Camarda's (1977) experimental results. Evaporation and condensation
rates were evaluated from the kinetic theory to account for the thermal resistance at the L-V
interface. Different startup periods were considered, including free-molecule and
continuum vapor flow conditions. During the first period, Jang (1988) obtained the vapor
temperature by equating the evaporative heat input to the sonic limited heat transport.
When continuum flow is established along the heat pipe, one-dimensional steady
compressible equations were used in the vapor core. Later, Jang et al. (1990a) improved
the model by solving the one—dimensional transient compressible flow equations for the
continuum vapor flow, and developed a model for the frontal startup of circular heat pipes
from a frozen state. The phase change of the working fluid was modeled by using the
fixed—grid heat capacity method. Jang and co—workers used the transition temperature at a
Knudsen number of 0.01 to characterize the axial location of the free—molecule flow front,
and assumed no heat or mass transfers at the boundaries of the rarefied vapor zone.
Unfortunately, these assumptions do not allow the vapor to accumulate progressively in the

heat pipe core, so that the vapor flow would never reach the continuum regime.

Cao and Faghri (1993a) improved the model of Jang et al. (1990a) by using a rarefied self-
diffusion vapor model to simulate the early startup period of high—temperature heat pipes.
After the melting front has reached the vapor—wick interface, evaporation and condensation
rates were calculated using a modification of the kinetic theory of gases. Cao and Faghri
(1993b) extended the model by using a two—region description of the vapor core. The
continuum vapor flow region was modeled using the two—dimensional compressible
Navier-Stokes equations, while the rarefied vapor flow region was simulated by a self-
diffusion model, the two vapor regions being coupled with appropriate boundary
conditions at the axial front defined by the transition temperature. Based on the results of
their model, Cao and Faghri (1992) developed an approximate flat—front analytical solution
for the startup of high—temperature heat pipes, and proposed a frozen—startup operation
limit which indicated the possibility of dryout in the evaporator. This limit was obtained by
comparing the rate of increase of the mass of liquid in the wick (due to axial propagation of
the melting front) with the rate of loss of the working fluid by resolidification of vapor on
the frozen substrate. The two rates were found to be similar for a number of heat pipes,
indicating that resolidification of working fluid is a potential factor for failure of the startup

of high—temperature heat pipes also.

Some of the above models have focused on the modeling of free—-molecule flow regimes in

the vapor and have provided valuable information concerning the startup of high-
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temperature heat pipes. Unfortunately, all of these models treated the wick as a pure
conducting medium, assumed a uniform distribution of the working fluid, and neglected
liquid flow, hydrodynamic coupling between the liquid and vapor phases, and solid—vapor
mass transfers. Therefore, these models are not capable of predicting the operation limits
of the heat pipe, such as capillary, entrainment, dryout of the wick, and the redistribution
of working fluid by sublimation and resolidification during the startup of heat pipes. Tilton
(1987) and Cao and Faghri (1990) recognized that the hydrodynamics of both the liquid

and vapor phases must be modeled in order to predict these operation limits.

Investigators of the third heat pipe model category have included modeling of the liquid

flow and treated the vapor flow as compressible.

In their models, Costello et al. (1988) and Peery and Best (1987) treated the liquid and
vapor flows in the heat pipe as one—dimensional and compressible flow problems, and
evaluated the evaporation and condensation rates at the L-V interface using modified forms
of the kinetic theory relationship. The evaporator end of the heat pipe contained a porous
node to store excess liquid fluid, while the excess liquid in the condenser end was assumed
to exist in slug form. At the condenser end, the liquid pressure in the wick was assumed to
be equal to the vapor pressure in the core. Costello et al. (1988), on contract for Los
Alamos National Laboratory, developed a heat pipe model to predict the transient behavior
of liquid-metal heat pipes during startup from the frozen state and operational shutdowns.
The friction factor was a function of the Knudsen number to simulate free-molecule and
transition flow conditions occurring during startup at low temperature. At each axial
location, the liquid and vapor pressure difference was tested against the maximum capillary
pressure head. If the pressure difference exceeded the capillary pressure, the node was
flagged as being dried out. Although their model is quite comprehensive, Costello and co—
workers did not report any calculation results. It is believed that the temporal discretization
scheme associated with the KACHINA algorithm limited the time step for calculations.
Peery and Best (1987) developed a model to simulate the transient operation of a
rectangular water heat pipe tested at Texas A&M University. Even so Peery and Best used
oversimplifying assumptions, their model suffered from numerical instability, and the
authors could only report calculations of small transients (up to 2 seconds). Extremely
small time steps (10-4 s) were required to solve iteratively for the coupled energy and
kinetic theory equations. This constraint on the time step was previously reported by
Subbotin when using his model for predicting evaporation / condensation rates. In

conclusion, Costello et al. and Peery and Best did not succeed. The numerical instabilities
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encountered by these authors are attributed to the numerical methods they used, which were
not suitable to handle the complexity of the problem, particularly the coupling with the
kinetic theory relationship.

Later, Faghri and Buchko (1991) extended the capability of their two—dimensional steady-
state model (Faghri and Chen 1989) by including the effect of liquid flow in the wick.
They used the steady Darcy—extended flow equations for a saturated and isotropic porous

medium, but computed the pressure profiles along the heat pipe independently.

Unfortunately, all the investigators mentioned above ignored the hydrodynamic coupling at
the L-V interface. Such decoupling of the liquid and vapor momentum equations can result
in erroneous liquid and vapor flow rates and pressures. This uncertainty is attributed to the
fact that neither of these models satisfy the local interfacial force balance at the L-V
interface. As pointed out by Hall and Doster (1989), it is necessary to accurately model the
capillary phenomena along the entire length of the heat pipe and thus, adequately satisfy the
local capillary relationship of Pascal. Setting the liquid and vapor pressures equal at an
assumed axial location and computing the phasic pressure distributions independently does
not allow the capillary pressure difference to adjust to system parameters. Consequently,
models using this approach could not accurately calculate the vapor and liquid flow rates
and pressures during a transient, and were not capable of predicting the capillary and

dryout operation limits.

The fourth category regroups the heat pipe models that use a geometric approach for
modeling the radius of curvature of the liquid meniscus. Ransom and Chow (1987), Hall
and co—workers (1988-1994) and Seo and El-Genk (1989) incorporated liquid flow and
thermal expansion, hydrodynamically coupled the liquid and vapor phases, and predicted
the vapor volume distribution in the wick. They used the capillary relationship of Pascal to
relate the phasic pressures. The pore radius, R), is fixed by the geometry of the wick, and
the radius of curvature of the liquid meniscus at the L-V interface, R, is related to the
amount of vapor in the wick. The maximum pressure difference occurs when R, is equal
to the pore radius; in this case, the volume of vapor in the wick forms a hemisphere of
radius R, in each pore of the wick surface. These geometrical considerations allow to
express the vapor void fraction in the wick in terms of R, the wick surface porosity, and
the diameter of the vapor core.
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The Advanced Thermal Hydraulic Energy Network Analyser (ATHENA) heat pipe model
of Ransom and Chow (1987) is a modification of the reactor transient code RELAP-5 (a
general purpose thermal hydraulic transient simulation code for two-fluid, two—phase
stratified flow systems). In this model, the two—fluid heat pipe formulation is obtained
from the one—dimensional area—averaged phasic momentum equations by retaining distinct
phasic pressures. Results reported by Ransom and Chow suggest the soundness of their
model and the stability of the iterative semi—implicit numerical scheme used. However, to
minimize the number of changes to the original solution scheme of RELAP-5, the phasic
pressure difference was evaluated explicitly, which led to severe time step restrictions,
much less than the Courant-Friedrichs-Lewy (CFL) limit, and resulted in large
computational time for each run. The authors pointed out that in the case of liquid
flooding, the diphasic interface is flat and the pressure difference between the phases is
equal to zero, while this pressure difference is equal to a maximum corresponding to R, =
R, when the vapor volume fraction exceeds the volume of a hemisphere of radius R times
the number of pores available at the surface of the wick. These specifications define the
variation of the interphase pressure difference in terms of the vapor volume fraction in the
heat pipe. However, only the relationship corresponding to normal conditions was

considered in the model, so that wick flooding or dryout conditions were not modeled.

Hall (1988) and Hall and co-workers (1990-1994) developed the THROHPUT (Thermal
Hydraulic Response Of Heat Pipes Under Transients) code to model the transient behavior
of a circular lithium heat pipe during startup from a frozen state and operational shutdowns.
Their model predicted the solid, liquid and vapor volume fractions along the heat pipe, so
that liquid pooling and recess were modeled. The THROHPUT code predicts the
evaporation, condensation and resolidification rates using the kinetic theory equation
proposed by Collier (1981). However, the two—dimensional conservation equations were
averaged over the radial direction, yielding a one—dimensional axial model. The important
radial effects and interphase transfer terms were treated in separate lumped submodels.
Melting and freezing processes were modeled with a discontinuous heat flux at the liquid—
solid boundaries. Hall and co-workers assumed that the phases existed in radial layers in
order to simplify the radial submodel. Four specific configurations were considered: cold
state (all solid), startup or melting (wall-liquid-solid), normal operation (all liquid), and
shutdown or freezing (wall-solid-liquid). The governing equations were discretized on a
staggered grid and linearized using an implicit Taylor series expansion about the old time
step. Because the model of Hall is basically one—dimensional, it was possible to solve the

linearized coupled finite-difference equations directly, using specialized block—diagonal
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matrix inversion methods. Hall and Doster (1988) attempted to simulate a Los Alamos
experiment (Merrigan et al. 1986) of the frozen startup of a 4 m-long lithium heat pipe. In
order to simulate the first 50 seconds of the thaw transient the authors needed 5 hours of
CPU time on a VAX 11/750. In further developments, Hall and Doster (1989, 1990) used
the Dusty Gas Model of Cunningham and Williams to treat free-molecule and transition
flow regimes as well as continuum flow regime in the vapor core. Also, they incorporated
an axial melt front submodel in THROHPUT. Hall (1988) and Hall and Doster (1989,
1990) showed that using multiple passes (updating the Jacobian at each pass) to update the
highly nonlinear equations (particularly the gas mixture state equation and the capillary
pressure relationship) reduced the linearization errors, which had limited the time step size.
With this new numerical approach, a 2-hour—long transient was simulated using
approximately 24 hours of CPU time on a VAX 8600.

In some stages of the THROHPUT calculations, it was found that there was not enough
total vapor pressure to support the capillary pressure difference. In early versions of the
code, this was viewed as a shortcoming, and Hall forced the liquid pressure equal to zero
to prevent any negative liquid pressure in the wick. However, when adjacent liquid nodes
showed the same condition, there was no pressure difference between them, resulting in no
axial liquid flow. To remedy this problem, Hall and Doster (1989, 1990) assumed that
some of the capillary pressure was directed axially when there was a difference in liquid
volume fraction between two nodes. This treatment caused their model to predict dryout of
the evaporator when this did not occur experimentally for the same conditions. In an
attempt to resolve this problem and reproduce the experimental results, Hall and co-
workers (Hall 1988; and Hall and Doster 1990) varied the values of the evaporation and
condensation accommodation coefficients used in the calculation. The code could satisfy
each of several experimental criteria separately by adjusting these coefficients, but no pair
of coefficients could meet all of the requirements simultaneously. In a recent paper, Hall et
al. (1994) performed in-depth literature reviews of experimental measurements of
evaporation / condensation accommodation coefficients and of the possibility of tension in
the liquid phase. They found that values of the accommodation coefficients close to unity
could be measured for both liquid—metal and non-liquid metal working fluids when care
was taken in the experiments to avoid surface contamination, the presence of non-
condensable gas, and other forms of experimental errors. Furthermore, Hall et al. (1994)
found several references which described the effect of tension in the liquid (that is, the
possibility of negative liquid pressure) and validated its physical existence. In the later
version of the THROHPUT code, Hall et al. (1994) allowed negative liquid pressure in the
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wick and used unity accommodation coefficients to calculate the evaporation, condensation
and resolidification rates. With these modifications, the model results were greatly
improved and agreed reasonably well with the experimental data of Merigan et al. (1986)

for the frozen startup of a lithium heat pipe.

Seo and El-Genk (1989) at the University of New Mexico developed a transient model for
simulating the operation of fully—thawed liquid-metal heat pipes. They assumed the liquid
flow in the wick region to be two—dimensional, transient, incompressible and laminar.
However, a quasi-steady state, compressible one-dimensional approximation was used to
simulate the vapor flow. Seo and El-Genk used the laminar two—dimensional Navier—
Stokes equations and retained only these terms that could be discretized using the axial
variables of the vapor. While the authors recognized the limitations of such an approach,
their goal was to design a fast running heat pipe code for incorporation in the Space
Nuclear Power System Analysis Model (SNPSAM), of SP-100 space nuclear power
system (Seo 1988). Seo and El-Genk used the geometric Pascal relationship to explicitly
satisfy the interfacial local force balance, and the capillary limit was detected when the
effective radius of curvature of the liquid meniscus in the wick became equal to the
geometrical pore radius. The equations were discretized implicitly using a conventional
finite difference method, and an iterative solution scheme was used to resolve the interfacial
couplings. To verify the model predictions, results were compared with the experimental
data of Merrigan et al. (1986) for a 4 m-long cylindrical lithium heat pipe. During normal
operation, a high—frequency RF coil heated the evaporator section, while the condenser
section was cooled radiatively. After shutdown, both the evaporator and condenser
sections were radiatively cooled. The model prediction of the wall temperature distribution
after shutdown before the working fluid reached its freezing point agreed well with the
experimental results, except at the end of the condenser region. It was found
experimentally that during normal operation, excess working fluid pooled into the vapor
core and filled approximately the last S0 cm of the condenser, causing higher measured
temperatures at this end of the heat pipe. It is not clear how pooling effects were treated in
the model.

Although Ransom and Chow (1987) and Seo and El-Genk (1989) incorporated the effects
of liquid flow, interfacial hydrodynamic coupling and thermal expansion, their models
lacked the capability of predicting liquid pooling at the end of the condenser. Also, these
investigators did not model the phase—change of working fluid in the wick during the

startup from a frozen state, nor the free-molecule and transition vapor flow regimes.
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THROHPUT (Hall and co-workers 1988-1994) is one of the most comprehensive heat
pipe models to date. It is the only model with provisions for predicting liquid recess,
partial dryout and resaturation of wick, and pooling of excess liquid in the vapor core.
However, THROHPUT has certain drawbacks. Because this model is basically one-
dimensional, it does not deal with freezing and melting of the working fluid
mechanistically, hence, its predictions during startup and shutdown transients are only
approximate. Furthermore, because heat transfer through the metallic matrix of the wick
was not modeled separately, THROHPUT cannot be used to predict the startup of low—

temperature heat pipes from a frozen state.

In conclusion, to the best of our knowledge, there has not been a detailed, accurate and
efficient transient analysis model for the startup of heat pipes from a frozen state. Some of
the processes characteristics of the startup of heat pipes from a frozen state, such as the
redistribution of working fluid by sublimation and resolidification, liquid flow and liquid
recess in the wick, partial dryout and resaturation of wick, and pooling of excess liquid,
have not been considered or been seriously investigated by the scientific community.
Furthermore, due to the complexity and nonlinearity of the thaw process of a heat pipe, an
analytical solution is unattainable and the numerical solution could be rather involved and
CPU time consuming. For example, Jang et al. (1990a) modeled the phase—change of the
working fluid using the fixed—grid heat capacity method. Because this method is only
applicable to a special case of the general form of the energy equation, it is prone to
numerical instabilities and inaccurately calculates the melting front location and the
temperature profiles in the solid and liquid regions. Cao and Faghri (1993a, 1993b) used a
fixed—grid temperature transforming method to predict the freezing and melting of working
fluid in the wick (Cao and Faghri 1990b). Their numerical scheme, however, required
strong under—relaxation of the temperature and a large computation time when the mushy
cell temperature range (6T) was small. Also, because of the sharp thermal conductivity

jump at the liquid—solid interface, their model predicted wiggly temperature time histories.

1.2. OBJECTIVES

The objectives of this work are to develop and validate a two—dimensional, transient heat
pipe model, and to devise a stable and efficient solution technique for simulating the
transient operation of liquid—metal and non-liquid metal heat pipes. The model must be
capable of simulating the startup of wick—type heat pipes from fully—thawed or frozen

conditions. The heat pipe wick could be an annular wire—screened mesh, or an isotropic
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porous medium such as a powder or a bed of spheres. In addition to simulating the melting
and/or freezing processes of the working fluid, the model must include liquid flow in the
porous wick and hydrodynamic coupling of the liquid and vapor phases in order to predict
the operation limits of the heat pipe, such as capillary limit and liquid recess (dryout) in the
evaporator wick, and the pooling of excess liquid in the vapor core. Of special interest is to
quantify the importance of sublimation and resolidification processes during the startup of
low—temperature heat pipes from a frozen state. These processes can cause significant
redistribution of the working fluid in the wick and the occurrence of early dryout of the

evaporator wick.

Because of the physical complexity of the problem, an advanced numerical method is
required. Another objective of this work is to develop a stable, accurate and efficient
solution technique in terms of computation time. Also, efficient linear-system solvers must
be devised to solve the five—point linear equations resulting from the discretization of the
energy, mass and momentum balance equations. These solvers must be optimized in terms

of computation time and memory storage requirement.

The last (but not least) objective is to verify the soundness and accuracy of the physical and
numerical schemes using available analytical and experimental data. Of particular
importance are the validations of the freeze—and-thaw model and of the modeling of heat
and mass transfers in the porous wick. Finally, the heat pipe model will be validated using
transient experimental data of a fully—thawed water heat pipe constructed at the Institute for
Space and Nuclear Power Studies (El-Genk and Huang 1993).

The statement of objectives is followed by a quick description of the following chapters.

The physical models and the governing equations of the problem in HPTAM are described
in Chapter 3. HPTAM can handle both rectangular (symmetric and non-symmetric slabs)
and cylindrical geometries. The model divides the heat pipe into three transverse regions:
wall, liquid/wick, and vapor regions, and solves the complete form of governing equations
in these regions, together with the mass, momentum (capillary relationship of Pascal) and
energy jump conditions at the liquid-vapor (L-V) interface. The calculated quantities are
the wall temperature, temperatures in the solid, liquid and vapor phases, pressures and
mass fluxes in the liquid and vapor phases, the radius of curvature of the liquid meniscus at
the L~V interface, and the radial location of the working fluid level (liquid or solid) in the
wick. To predict the flow of liquid in the porous wick of the heat pipe, HPTAM uses the
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Brinkman-Forchheimer—extended Darcy flow model (Section 3.1), while the volume-
averaged homogeneous enthalpy model is used to model the heat transfer. Evaporation,
condensation, sublimation and resolidification rates are calculated in terms of interfacial
pressures and temperatures from the kinetic theory relationship with an accommodation
coefficient of unity. HPTAM incorporates several working fluids such as lithium, sodium,
potassium and water, as well as various wall materials (tungsten, niobium, zirconium,

stainless—steel and copper).

The model handles the phase—change of working fluid in the wick using a modified fixed—
grid homogeneous enthalpy method, as described in Section 3.2. The technique employs a
mushy—cell temperature range as small as 2x10-8 K (limited by machine accuracy only),
without requiring under-relaxation of the temperatures and generating numerical
instabilities. The simple method, based on the frozen fraction, developed to calculate the
heat fluxes at the boundaries of the mushy cell, improves accuracy and reduces oscillations
in temperature time histories by one—to—two orders of magnitude. Section 3.3 describes
the liquid pooling submodel, which simulates accumulation of the excess liquid in the
vapor core at the condenser end due to thermal expansion of the liquid during heatup.

When modeling the transient operation of low—temperature heat pipes, the vapor is always
in the continuum flow regime. In such case, HPTAM solves the two—dimensional Navier—
Stokes flow equations in the vapor and obtains the vapor temperature from the saturation
state. However, when dealing with high—temperature heat pipes operating at low
temperatures, free—molecule and transition vapor flow regimes may occur in the heat pipe.
Therefore, HPTAM uses the 1-D Dusty Gas Model in the vapor to model the transient
“operation of liquid-metal heat pipes (Section 3.4).

Because of the physical complexity of the problem, advanced numerical methods are
required. Chapter 4 compares several different segregated solution techniques, one based
on the non-iterative Pressure Implicit Splitting Operator (PISO) of Issa (1986), another of
the SIMPLEC segregated iterative type, in terms of their effectiveness in reducing the CPU
time while maintaining the accuracy of results. Also, various linear—system solvers are

tested to determine which one is most efficient.
The development of this comprehensive model has been guided by continuous

benchmarking of the model predictions with available experimental and numerical results.

The accuracy of the physical and numerical schemes for modeling heat and mass transfers

18



in the wick is checked in Chapter 5, using various benchmark problems, namely the
problems of natural convection of liquid in a square cavity (Section 5.1), natural convection
of molten gallium in a porous bed of glass beads (Section 5.2), the one—-dimensional pure
conduction solidification problem (Section 5.3), the two—dimensional pure conduction
problem of freezing in a corner (Section 5.4), and the freezing of tin in a rectangular cavity

in the presence of natural convection (Section 5.5).

Numerical results of the frozen startup of a radiatively—cooled water heat pipe are presented
in Chapter 6. These results demonstrate the soudness of the physical model and numerical
approach used in HPTAM, and illustrate the effects of resolidification and sublimation, and
combined phase—change and liquid hydrodynamics in the wick on the startup of low—

temperature heat pipes.

In Chapter 7, the heat pipe model is validated using transient experimental data of a fully—
thawed water heat pipe constructed at the Institute for Space and Nuclear Power Studies
(EI-Genk and Huang 1993). Results illustrate the effect of the hydrodynamic coupling of
the vapor and liquid phases and the appearance during the heatup transient (disappearance
during cooldown) of a pool of excess liquid at the condenser end. The effects of input
power and initial liquid inventory on the location of the wet point and liquid pooling
effects, and on the vapor and liquid pressure and temperature distributions are illustrated in
Chapter 8.

Chapter 9 presents steady—state results of a lithium heat pipe operating at a temperature
level of 1250 K and a power throughput of 6.5 kWt. Results show that high evaporation
and condensation rates can generate significant recovery of vapor pressure and non—

negligible viscous dissipation rates in the vapor space.

Finally, summary and conclusions of this study are presented in Chapter 10, along with

some recommendations for future numerical and experimental work (Chapter 11).

The next chapter reviews important background information on the startup of heat pipes
from a frozen state, the transient operation of fully—thawed heat pipes and operation limits,
and discusses in detail the previous heat pipe modeling efforts and related experimental

work.
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2. BACKGROUND

Heat pipes are highly reliable and efficient energy transport devices. They have no moving
parts and can operate passively under vacuum and zero—gravity environments. Heat pipes
can transport relatively large amounts of thermal energy over a significant distance with a
small temperature drop between the heat source and the heat sink. Energy transport is
achieved by means of the evaporation of a liquid working fluid at the heat source
(evaporator section) and condensation of the vapor produced at the heat sink (condenser
section). Capillary forces developed in a porous structure (or wick) return the liquid

condensate back to the evaporator section.

Thermosyphons are the ancestor of heat pipes and have been used for the first time by
Perkins in 1897. They are wickless heat pipes which rely on gravitational pull to return the
liquid from the condenser to the evaporator. In 1942 Gaugler invented a heat pipe that
worked in a similar manner to Perkin's device, but with a wick structure. In 1963, Grover
and co—workers at the Los Alamos Scientific Laboratory began serious research on heat

pipes. Since 1963, research on heat pipes has grown steadily all over the world.

The next section describes the principle of heat pipe operation in more details.
Considerations for selection of the working fluid for a given temperature range of operation
are given, based on the fluid properties and operation limits of the heat pipe. Section 2.2
describes the startup from a frozen state of low—temperature and high—temperature heat
pipes. Finally, Sections 2.3 and 2.4 review in details the previous heat pipe modeling and

experimental efforts.
2.1. PRINCIPLE OF HEAT PIPE OPERATION AND LIMITS

Figure 2.1 shows a schematic of a conventional circular heat pipe. The heat pipe consists
of a metallic pipe or tube, which serves as a container, closed at both ends. The liquid
phase of the working fluid is confined to a thin capillary structure, a homogeneous porous
medium or a wire-screened wick. The center of the pipe is occupied by the vapor phase of
the working fluid. The heated portion of the heat pipe is called the "evaporator,” and the
cooled section, usually located at the opposite end of the heat pipe, is called the

“condenser”. The evaporator and condenser can be separated by a thermally insulated
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FIGURE 2.1. Ilustration and Principle of Operation of a Conventional Heat Pipe.

("adiabatic") section. Heat added to the evaporator section is conducted radially through
the pipe wall and the wick, and evaporates the liquid. The vapor pressure in the evaporator
of the heat pipe is higher than that in the condenser, forcing the vapor to flow from the
evaporator to the condenser, where it condenses. The liquid condensate returns to the
evaporator by capillary effect. The radius of curvature of the liquid meniscus in the wick
structure of the evaporator is lower than that in the condenser. This difference in these radii
creates the capillary force that returns the liquid from the condenser to the evaporator

through the wick structure.

Heat pipes can operate over a broad range of temperatures, by selecting appropriate
working fluids. The best choices of wick geometry and working fluid are that which
maximize the various operation limits of the heat pipe over the temperature range of
interest, and minimize the mass of the system. This last criteria is of particular importance
for space applications, because of today's prohibitive launch cost of space systems per unit
of mass. The heat pipe operation limits are: the viscous limit, the sonic limit, the capillary

limit, the entrainment limit, and the boiling limit. These limits are illustrated in Figure 2.2.
The viscous limit arises at low temperature with working fluids of very low vapor

pressure. Such fluids are usually frozen at room temperature, for example lithium and

sodium. The viscous limit occurs when the vapor pressure of the working fluid is too low
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to counter the pressure losses in the vapor along the heat pipe. The sonic limit arises when
the vapor velocity reaches the sonic velocity at the exit of the evaporator section. In such
case, the maximum (sonic limited) power throughput transported by the vapor is
proportional to the vapor cross-sectional flow area and to the vapor pressure of the fluid,
and is inversely proportional to the square root of the vapor temperature. When the vapor
flow is maximum, or choked, changes in the condenser heat rejection rate cannot be
transmitted upstream to the evaporator section. This means that further reduction in the
condenser temperature or pressure will not increase the vapor flow rate, but will cause the
vapor velocity to become supersonic in the condenser section, often exhibiting pressure
recovery in the form of a shock front. Therefore, sonic limited heat pipes are characterized

by very large axial temperature gradients.

entrainment
limit

5
=
2 N
o
£ wicking or
= capillary limit
= boiling
o limit
Q

viscous

limit
-
heat pipe temperature
FIGURE 2.2. Operation Limits of a Heat Pipe.
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Clearly, both the viscous and sonic limits are strong increasing functions of the vapor
temperature, and can be enhanced by increasing the vapor flow area or reducing the vapor
velocity. Therefore, an adequate working fluid is one which has a suitable vapor pressure
level over the operation temperature range of interest. Too low a vapor pressure would
cause the heat pipe to be viscous or sonic limited. Figure 2.3 shows the vapor pressure of
a number of working fluids as a function of temperature. In the 800 K-1000 K
temperature range, for example, the vapor pressure of potassium varies between 7 and 80
kPa, while that of sodium ranges between 1 and 18 kPa; the vapor pressure of lithium is
below 100 Pa in this temperature range. While the choice of potassium will result in a 20
kWt sonic limit in a pipe with a diameter of 3 cm, the sonic limit for sodium will be 4 kWt
while that for lithium will be as low as 400 Wt (at the lower end of the temperature range,
800 K).

When selecting the working fluid, care must also be taken that the vapor pressure of the
fluid is not too high (that is, less than a few bars). Too high a vapor pressure would cause
the heat pipe to be limited by the boiling limit in the wick, or to be blocked by the approach
of the critical point, and could cause mechanical rupture of the heat pipe container. In the
800 K-~1000 K temperature range, the vapor pressure of potassium and sodium is less than
1 bar (105 Pa), and boiling limit and mechanical resistance of the container are not a
concern at this low pressure level. As an illustration, a 0.3-mm thick nickel tube of radius

2 cm could withstand a radial pressure differential of 10 bars.

The capillary (or wicking) operation limit of the heat pipe arises when the maximum
capillary pressure capability of the porous wick cannot overcome the combined liquid and
vapor pressure losses along the heat pipe. The capillary pressure head is proportional to
the surface tension of the liquid and inversely proportional to the minimum radius of
curvature of the liquid meniscus in the wick. The maximum capillary pressure head arises
when the radius of curvature of the liquid meniscus equals the effective pore size of the
wick structure. To pursue the selection of working fluid further, one can use the figure of
merit. The latter is defined as the product of surface tension, liquid density and latent heat
of vaporization, divided by the dynamic viscosity of the liquid phase, and is shown in
Figure 2.4 as a function of temperature for several working fluids. Clearly, it is preferable
to use the working fluid which exhibits the highest figure of merit. The higher the liquid
transport capability (the product of liquid density and latent heat of vaporization) the slower
the liquid flow in the wick, the lower the liquid viscosity the smaller the liquid pressure
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losses. Finally, the higher the surface tension of the liquid the larger the capillary
pressurehead, and all these factors contribute to a larger capillary operation limit. In the
800 K to 1000 K temperature range, for example, potassium and sodium working fluids
are much preferable than cesium. As shown in Figure 2.4, cesium has a much lower figure
of merit than sodium and potassium. Also, the vapor pressure of cesium is larger, which

leads to a lower boiling limit.

Note that the figure of merit chart must be used carefully. While it combines several
desirable properties which characterize the liquid transport capability and the capillary limit,
it does not provide any information concerning the viscous and sonic operation limits of the
heat pipe. For example, sodium has a figure of merit as much as twice that of potassium,
while the figure of merit of lithium beats that of sodium by one order of magnitude. This is
because lithium working fluid has very high latent heat of vaporization and surface tension.
However, sodium and potassium are preferred working fluids in the temperature range of
800 K-1000 K, because of their much larger vapor pressures than lithium at these
temperatures. The fact that lithium has such a high figure of merit makes it the best choice
of working fluids at higher temperatures (1100 K-1700 K), where its vapor pressure is
higher. Above 1700 K, silver would be preferable, as apparent in Figures 2.3 and 2.4.

The last operation limit of the heat pipe is the entrainment limit. This limit arises when the
shear stress exerted by the vapor at the liquid—vapor interface in the wick overcomes the
liquid surface tension forces. As aresult, the vapor carries away liquid droplets back to the
condenser, thus preventing the liquid from replenishing the evaporator wick. Entrainment
arises in the presence of very high and supersonic vapor velocities which occur usually in
sonic limited heat pipes, and depends strongly on the geometry of the separative interface
between the liquid and vapor phases.

There exists a number of heat pipe wick geometries, and only the most popular are
reviewed in this section. The most common type of wick is the homogeneous wick, which
is made of a wrapped wire—screened mesh or a ceramic or metallic powder. Heat pipes
with homogeneous wicks are easily constructed. The main limitation of such wicks is to
introduce large liquid pressure losses, as the liquid must flow through a tight low—porosity
structure. The capillary limit can be enhanced by increasing the capillary pressure
capability of the wick. This is achieved by reducing the effective pore size of the wick

structure, till an optimum value of the capillary limit is reached, due to the associated
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decrease in the wick permeability (that is, increased liquid flow resistance through the
wick). A possible solution to this geometrical limitation is to increase the effective liquid

flow cross—sectional area by adding longitudinal grooves in the pipe wall.

Pipe—grooving is the only manufacturing technique characterized by a high mass—
production at low cost. In the case of a simple grooved heat pipe, performance is quite
sensitive to the groove geometry. Grooves must be deep enough to insure suitable liquid
flow rates, but narrow to provide sufficient capillary driving forces. The entrainment limit
is usually low because of the direct contact between the liquid and vapor phases. The
performance of the heat pipe can be enhanced by covering the grooves with a metallic wire—

screened wick structure.

The combination of grooves and screen wick resolves the limitations associated with both
wick designs considered separately. The existence of grooves significantly reduces the
liquid pressure losses associated with the homogeneous wick design, while the presence of
the screen wick considerably enhances the poor capillary driving force and low entrainment
limit characteristics of the bare grooved heat pipe. In such a configuration, the role of the
grooves is essentially to reduce the liquid pressure losses by increasing the liquid flow
cross—sectional area. This area is maximized when the longitudinal grooves are connected
together, which results in a small annular spacing between the pipe container and the wick
structure. However, this solution is only applicable to heat pipes which utilize liquid—metal
working fluids. Non-liquid metal fluids have too low a thermal conductivity and nucleate

boiling may develop in the annular spacing, blocking the operation of heat pipe.

Another important configuration is that of heat pipes using arteries in the vapor space.
While the use of arteries greatly increases the complexity of the design and the fabrication
cost, it has the potential of offering very high performances. The function of the artery,
which has become a popular feature of heat pipes considered for space applications, is to
provide a low pressure—drop path for circulating the liquid from the condenser to the
evaporator section, where it is redistributed in a thin layer through the circumferential wick.
This last characteristic has the additional effect of enhancing the boiling limit. Also
entrainment effects are reduced because of the partial separation of liquid and vapor flows.
However, arteries may fail to operate when filled with vapor, a phenomena referred to as
depriming. To remedy this problem, several arteries (3 to 4) are usually introduced in the

heat pipe for redundancy, reducing the vapor flow cross—sectional area and increasing the
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vapor velocity. This has the detrimental effect of reducing the sonic limit, as well as the

entrainment limit in some cases.

After the working fluid and wick geometry have been selected for the application of
interest, the structural material for the container and the wick structure must be chosen.
The role of the container is to isolate the working fluid from the environment and maintain
the pressure differential across the wall. The material selected for the wick should have
preferably high thermal conductivity and strength—to—weight ratio in order to minimize the
radial thermal resistance and mass of the system. Also, the wick material must have good
compatibility and wettability properties with the working fluid, and should be easy and
cheap to fabricate. Compatibility is an important issue in heat pipes design, since no
chemical reaction can be tolerated between the working fluid and the structural material of
the heat pipe. This is particularly important considering that the working fluid in a heat
pipe is in a diphasic form and always very pure, an environment which greatly enhances
corrosion reactions. Non-—condensable gases which may be generated, even in small
quantity, could significantly reduce the heat pipe performance, and possibly lead to its

complete blockage.

The performance of a heat pipe depends not only on the type of wick and working fluid
used, but also to a great extent on the thermal external conditions imposed upon it,
particularly during the startup. When the capillary limit, the entrainment limit, or the
boiling limit is encountered, the wick structure in the evaporator dries out, leading to
operation failure of the heat pipe. In addition to these limitations, startup difficulties may

occur at low temperature when the heat pipe working fluid is frozen.
2.2. STARTUP OF HEAT PIPES FROM A FROZEN STATE

The startup of high—temperature (liquid-metal) heat pipes from a frozen state differs
significantly from that of low—temperature heat pipes, due to differences in the vapor
pressure of the working fluid near the melting point. In low—temperature heat pipes, the
vapor pressure is large enough to avoid the viscous and sonic limits and allow significant
migration of the working fluid to colder regions in the heat pipe. Once the solid working
fluid is melted in the evaporator, dryout may occur due to immediate vaporization of the
fluid.
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The startup process of a low—temperature heat pipe may be divided into several successive
steps (Figure 2.5). Initially, the working fluid in the wick is frozen. As thermal power is
applied to the evaporator section, the frozen working fluid sublimates and transports as a
continuum flow to the condenser where it resolidifies (Figure 2.5a). This sublimation /
resolidification process depletes the frozen working fluid in the evaporator and accumulates
it in the condenser (Figure 2.5b). As the wall temperature continues to increase, the
working fluid at the evaporator wall begins to melt (Figure 2.5c). The melting front
progresses radially and axially with time. As the melting front reaches the liquid—vapor
(L-V) interface (Figure 2.5d), the following processes take place:

(a) evaporation depletes working fluid in the evaporator and could cause the wick to
dryout. In cases where the density of the working fluid decreases upon melting, potential
dryout of the wick decreases, and vice versa.

(b) a thin liquid film of vapor condensate forms on a frozen substrate in the condenser.

The drainage of the film back to the evaporator, which is governed by the capillary effect
and frictional drag at the film—solid interface, could prevent or postpone dryout
(Figure 2.5d).

In addition to the two—dimensional progression of the melt front toward the condenser,
melting may also occur in the condenser and adiabatic sections at the liquid film/solid
interface and proceeds radially outward. Eventually, the heat pipe becomes fully—thawed
and liquid circulation in the wick is established (Figure 2.5e).

Because of the relatively high vapor pressure of low—temperature working fluids, even
near the melting temperature, choked and/or supersonic vapor flows are not encountered
during the startup.

In the case of high—temperature working fluids, however, the vapor flow in the heat pipe
remains in the free-molecule and transition vapor flow regimes for temperatures well above
the melting temperature. This has the beneficial effects of limiting migration of the solid
working fluid to the condenser (by sublimation and resolidification), and allowing for
melting the working fluid by conduction heat transfer before large scale evaporation of the
liquid occurs. However, the startup of high-temperature heat pipes generally involves very
high vapor velocities. In most cases, the sonic limit is reached and supersonic velocities
exist along the condenser, which could cause entrainment of liquid droplets and prevent the

liquid from returning to the evaporator. A typical liquid—-metal heat pipe has a
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sonic limit of several kilowatts at high operating temperature, but of only a fraction of a
watt at room temperature. Therefore, the heat pipe operation must pass through a region of

very low heat transfer rates (to the condenser) during the startup.

One way of achieving a successful startup of high—temperature heat pipes would be to
subject the evaporator to a very small input power, progressively increased as the
temperature of the heat pipe rises, to avoid reaching the viscous or sonic limit at any time.
However, such startup scenario would probably take several hours (if not days) before the
operating temperature would be reached. In fact, the startup of heat pipes from a frozen
state is primarily a function of the heat rejection rate at the condenser. The rejection rate
must be low enough to enable the heat transferred by the vapor to melt the working fluid in
the condenser section, and to allow the liquid to return to the evaporator before the wick is
depleted of working fluid.

Three types of startup failures of high—temperature heat pipes have been observed
experimentally (Deverall et al. 1970), all related to the sonic limit. When the temperature is
low and the condenser heat rejection rate is high, very low vapor densities in the heat pipe
result in choked vapor flow and limited heat transfer to the condenser section. The first
type of startup failure occurs when relatively high heat rejection rates are applied to the
condenser. In this case, the limited heat transfer rate is not sufficient to raise the condenser
temperature above the fusion temperature of the working fluid, and the vapor freezes out in
the condenser wick. The evaporator eventually dries out, since the working fluid cannot
return from the frozen condenser. Dryout of the evaporator wick is followed by a local rise
in temperature which eventually damages the heat pipe.

The second type of startup failure of high—temperature heat pipes occurs at moderate
condenser heat rejection rates. Further increases in the evaporator input power or
temperature cannot raise the temperature of the condenser (due to the sonic limited heat
transfer rate), but generate very high (supersonic) vapor velocities along the condenser,
which eventually sweep the liquid out of the wick structure (entrainment limit) and cause
dryout of the evaporator wick. When the entrainment limit occurs, it is often possible to
hear the impingement of liquid droplets on the condenser end cap.

The third type of startup failure arises when moderate heat input and rejection rates are

applied to the evaporator and condenser, simultaneously. The low temperature level and

moderate heat rejection rate at the condenser result in choked vapor flow. Due to the

31



limited heat transfer rate, the condenser temperature does not rise, and the vapor pressure
remains negligible in that section. A moderate heat input to the evaporator causes the
evaporator temperature to rise rapidly, since the heat transfer rate to the condenser is limited
by the sonic flow. Eventually the vapor pressure in the evaporator becomes so large that
the capillary pumping capability of the wick cannot overcome the pressure losses along the
heat pipe, and the flow of liquid returning to the evaporator is not sufficient to prevent

dryout of the wick.

Despite the aforementioned difficulties, successful startup of high—temperature heat pipes
can be achieved, even when the heat transfer rate to the condenser is choked (sonic
limited). If the heat rejection rate at the condenser is low enough, as in the case of a
radiative condition for example, the condenser can heat up gradually, with a corresponding
increase in vapor density and decrease in the vapor velocity at the evaporator exit, before

the entrainment or capillary limit could occur.

This concludes the background information on the startup of heat pipes from a frozen state.
The next section gives a detailed account of previous heat pipe modeling efforts reported in

the literature.
2.3. LITERATURE REVIEW ON HEAT PIPE MODELING

Because heat pipes are highly reliable and efficient energy transport devices, they have been
considered for many terrestrial and space thermal management applications. Such wide
interest in heat pipes has stimulated the development of numerous steady—state and transient
models. Because the transient operation of heat pipes and the startup of heat pipes from a
frozen state involve several highly non-linear and tightly coupled heat and mass transfer
processes in the vapor, wick and wall regions, mathematical modeling of these problems is
quite complex. To the best of the authors knowledge, no complete treatment of the
processes taking place and described earlier (Section 2.2) has been reported. An analytical
solution is unattainable, and except when simplifying assumptions are made, the numerical
solution could be tedious and require large computation time. This section reviews the
previous and major heat pipe modeling efforts in details. These models included a variety
of simplifying assumptions in the governing equations, and a spectrum of numerical
techniques to solve these equations (Table 1.1). A literature review of heat pipe models
developed prior to the year 1988 can be found in the Ph.D. Thesis of Hall (1988), Jang
(1988) and Seo (1988).
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Heat pipe models can be classified into four categories:

(a) models which simulate the vapor flow region only;

(b) models which simulate vapor, wick and wall regions but ignore the liquid flow in
the wick and the momentum coupling at the liquid—vapor (L.-V) interface;

(¢) liquid/vapor counter—current flow models which neglect the momentum coupling at
the L-V interface; and

(d) models which have the capability to predict the radius of curvature of the liquid
meniscus at the L-V interface in order to insure proper hydrodynamic coupling of the liquid
and vapor phases.

Only a few models, however, attempted to simulate the non—continuum vapor flow regimes
occurring in high—temperature heat pipes operating in the low temperature range, and the
change of phase of the working fluid in the wick during the startup of heat pipes from a
frozen state.

The next subsections describe the heat pipe models of the first group, which have focused
on the heat pipe vapor dynamics. In an attempt to describe the operation of heat pipe,
Bowman (1987), Bowman and Hitchcock (1988), Klein and Catton (1987) and Issacci et
al. (1988, 1990 and 1991) have developed two-dimensional transient models of vapor
flow, which decoupled the vapor from the liquid-wick and wall regions, except for a
simplified interfacial energy balance.

2.3.1. Vapor Model of Bowman et al. (1987-1988)

Bowman and Hitchcock (1988) studied the vapor flow in the laminar and turbulent
regimes. The emphasis was placed on studying highly compressible vapor flow situations,
including subsonic and supersonic flow fields with shock waves and flow reversal.
Bowman and Hitchcock solved the full unsteady compressible, Reynolds—averaged
turbulent Navier-Stokes equations in cylindrical coordinates. The vapor was assumed to
behave like a perfect gas. Because the governing equations were solved numerically using
the Explicit MacCormack finite difference method, the time step used in the calculations
was severely limited by a Courant-Friedrichs—Lewy-type condition, to avoid numerical
instabilities. Bowman and Hitchcock (1988) experimentally investigated vapor flow
dynamics using isothermal air injection and suction at the walls of a porous pipe made from

polyethylene beads. Comparison of the model predictions with experimental data was
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good for axial Mach numbers as high as 1.7. Based on this work, Bowman (1987)
established functional relationships of the friction coefficient for a simple, steady one—
dimensional model for highly compressible and sonic vapor flows. Bowman used the
compressible, one~dimensional, adiabatic and steady vapor flow model employing the
influence coefficients of Shapiro. As a result of the numerical and experimental studies
conducted, expressions for the friction coefficient as functions of the local axial Reynolds
number, Mach number, pipe aspect ratio, and radial Reynolds number were developed.
These expressions were shown to give excellent results when used in the one-dimensional
vapor compressible model and compared with experimental data. Based on experimental
measurements, the flow was found to be always laminar in the evaporator section, and

fully turbulent in most of the condenser section (for axial Reynolds numbers ranging from
2000 to 109).

2.3.2. Vapor Model of Issacci et al. (1988-1991)

Researchers at the University of California Los Angeles (Klein and Catton 1987; Issacci et
al. 1988, 1990 and 1991) also studied the heat pipe vapor dynamics, using a two—
dimensional approach. They solved the two—dimensional, laminar compressible Navier—
Stokes equations in a cylinder or slab. To provide mathematical closure to the system of
equations in the vapor region, the input heat flux and the temperature of the outer surface
were specified in the evaporator and condenser sections respectively. The evaporation
mass flux was estimated by dividing the heat input power by the latent heat of vaporization,
and the condensation rate was approximated by equating the heat of condensation to the
heat conducted radially across the wick. The interfacial vapor temperature was assumed to
be the saturation temperature corresponding to the interfacial vapor pressure. In the early
stage of their research, the authors used the SIMPLE method of Patankar (Issacci et al.
1988), upgraded eventually to the SIMPLER algorithm. However, because the SIMPLE-
type methods are limited to low—compressibility flows, the authors resorted to using the
CONDIF scheme for differentiating the convective terms (Issacci et al. 1990). A
Successive Over—Relaxation iterative method was used to solve the different equations, and
it was found that the sharp boundary conditions at the evaporator exit and entrance of the
condenser were perturbing the numerical scheme. These boundary conditions were
smoothed out to solve the problem. However, the numerical scheme was stable only for
low heat input fluxes, and the authors considered various filtering techniques. Issacci et al.
(1991) showed that a centered—difference scheme, when used with non-linear filtering,

yielded a second-order, stable solution and captured shocks without oscillations. This
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non-linear filtering technique was used to analyze the startup vapor dynamics of a sodium
heat pipe with a high heat input flux. The startup transient involved multiple wave
reflections from the line of symmetry in the evaporator section. It is not clear, however,
how this code could model free—molecule and/or transition flow conditions that occur

during the frozen startup of liquid—metal heat pipes, without any special treatment.

Although the vapor flow models of Bowman and Hitchcock (1988) and Issacci et al.
(1988, 1990 and 1991) have provided valuable information on the vapor flow dynamics,
they are of limited use for the design and transient analysis of heat pipes, because of the

thermal and hydrodynamic decouplings of the vapor from the wick region.

The characteristics of steady—state operation of heat pipe have been extensively studied,
both experimentally and theoretically. They include geometrical configurations, materials
of construction, heat transfer operation limits and life expectancy (Baker and Tower 1989;
and Woloshun et al. 1989). The experimental investigations of Ivanovsky et al. (1982) and
Tilton et al. (1986) suggested that during steady—state or slow transients, heat pipe
operation can be described solely by vapor dynamics and energy balance in the various heat
pipe regions. During normal heat pipe operation, heat is primarily transported radially by
conduction through the liquid—saturated wick, while phase change occurs at the L-V
interface. Temperature gradients exist at the L—V interface in the evaporator and condenser
regions and along the vapor core region, but in most cases they are small enough to be

neglected.

Traditionally, the second category regroups heat pipe models that have been developed for
design purposes. These models pay attention to only these phenomena that influence the
performance of heat pipes. At present there are 4 such models at different stages of
development (Tilton 1987; Faghri and Chen 1989; Cao and Faghri 1990; Jang 1988;
Jang et al. 1990a; Cao and Faghri 1993a, 1993b, and 1992). The models of this second
group ignore liquid flow in the wick as well as the interfacial phenomena such as capillary
effect and interfacial momentum exchange. Tilton et al. (1987), Faghri and Chen (1989)
and Cao and Faghri (1990) at Wright State University solved the two-dimensional heat
conduction equations in the wall and liquid-wick regions, which were thermally coupled to

either a one— or two—dimensional vapor flow model.
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2.3.3. The Model of Tilton et al. (1986-1987)

Tilton et al. (1986) studied numerically and experimentally the transient response of an
Inconel 617 sodium heat pipe subjected to adverse radiative heating of the condenser. The
first experiment used a sliding cylindrical shell radiant heater to simulate Laser illumination
of the condenser end, while an actual CO, Laser was used for the second test. The outer
surface temperature of the wall along the pipe was recorded as a function of time. Tilton
and co-workers assumed that the effective heat capacity of the cross section of the heat pipe
was axially uniform, and they made use of the global energy balance for the heat pipe to
calculate the rate of energy storage per unit length, by assuming that the heat pipe
responded isothermally at any given time. The heat pipe was divided into axial sections of
identical length, and by writing the sectional energy balance (and neglecting liquid and
vapor mass accumulation terms) the authors obtained a set of equations that related
evaporation/condensation flow rates to the external input/output heat fluxes. The vapor
axial flow rate was then obtained from steady—state mass conservation in the vapor core
region. The vapor pressure profile was then calculated using the steady one—dimensional
momentum balance with frictional and dynamic coefficients for laminar incompressible
flows, and the vapor temperature profile was obtained by assuming the vapor state to be
saturated. In his thesis, Tilton (1987) improved the heat pipe model by considering radial
conduction across the wall and liquid-wick regions. The L-V interfacial temperature was
assumed to be equal to the axially uniform vapor core temperature. The radial heat flux at
the L-V interface was equated to the phase change rate multiplied by the latent heat of
vaporization. Global mass conservation in the vapor core made it possible to calculate the
(uniform) vapor temperature through the equation of state. Internal iterations were
necessary to resolve the vapor temperature coupling. However, because the energy
equations were discretized explicitly, the size of the time step was limited in the calculations
to avoid numerical instabilities. Tilton (1987) pointed out that his performance model must
be used only for heat pipes operating at high temperature and for low heat input rates and
slow transients, under which conditions the vapor axial temperature variation and L-V
interfacial resistance can be neglected.

2.3.4. The Model of Faghri et al. (1989-1990)
In their two-dimensional steady-state model, Faghri and Chen (1989) assumed

thermodynamic equilibrium at the L-V interface (the interfacial temperature is equal to the

vapor saturation temperature) and evaluated the evaporation/condensation rates from the
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energy balance at the interface. They used the iterative method developed by Spalding and
Rosten (1985) for the generalized PHOENICS code, combined with the SIMPLEST
technique to accelerate the convergence of the vapor momentum equations. With this
model, Faghri and Chen evaluated the effects of axial conduction, vapor compressibility
and viscous dissipation on the operation of water and sodium heat pipes. Cao and Faghri
(1990) extended Faghri and Chen's model to perform transient calculations. They used the
SIMPLE method, and incorporated the effect of vapor compressibility by treating the vapor
pressure as a dependent variable and directly applying the state equation to obtain the
density while iterating. These authors simulated the transient operation of sodium heat
pipes and demonstrated the ability of their model to handle highly—compressible and
supersonic flow conditions in the vapor region. However, they neglected liquid flow in the
wick and the hydrodynamic coupling between the liquid and vapor phases. Jang (1988),
Jang et al. (1990a) and Cao and Faghri (1993a, 1993b and 1992) also modeled the startup
of heat pipes from a frozen state.

2.3.5 The Model of Jang et al. (1988, 1990a)

Jang (1988) developed a pure—conduction transient model for rectangular heat pipe cooled
leading edges, and compared its predictions with Camarda's (1977) experimental results.
The capillary structure was assumed to be saturated and liquid flow in the capillary
structure was neglected. Evaporation and condensation rates were evaluated from the
kinetic theory to account for the thermal resistance at the L-V interface. Different startup
periods were considered, including free—molecule and continuum vapor flow conditions.
During the first period, Jang (1988) obtained the vapor temperature by equating the
evaporative heat input to the sonic limited heat transport. When continuum flow is
established along the heat pipe, one—dimensional steady compressible equations were used
in the vapor core. Later, Jang et al. (1990a) improved the model by solving the one—
dimensional transient compressible flow equations for the continuum vapor flow, and
developed a model for the frontal startup of circular heat pipes from a frozen state. The
phase change of the working fluid was modeled by using the fixed—grid heat capacity
method. Because this method is only applicable to a special case of the general form of the
energy equation, it is prone to numerical instabilities and inaccurately calculates the melting
front location and the temperature profiles in the solid and liquid regions. Jang and co—
workers derived the Darcy—extended momentum equations in the wick, but neglected the
flow of liquid in their numerical solution. They used the transition temperature at a

Knudsen number of 0.01 to characterize the axial location of the free—molecule flow front,
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and assumed no heat or mass transfers at the boundaries of the rarefied vapor zone.
Unfortunately, these assumptions do not allow the vapor to accumulate progressively in the

heat pipe core, so that the vapor flow would never reach the continuum regime.
2.3.6 The Model of Cao and Faghri (1992, 1993a, 1993b)

Cao and Faghri (1993a) improved the model of Jang et al. (1990a) by using a rarefied self—
diffusion vapor model to simulate the early startup period of high-temperature heat pipes.
After the melting front has reached the vapor-wick interface, evaporation and condensation
rates were calculated using a modification of the kinetic theory of gases. Cao and Faghri
(1993b) extended the model by using a two-region description of the vapor core. The
continuum vapor flow region was modeled using the two—dimensional compressible
Navier-Stokes equations, while the rarefied vapor flow region was simulated by a self-
diffusion model, the two vapor regions being coupled with appropriate boundary
conditions at the axial front defined by the transition temperature. Based on the results of
their model, Cao and Faghri (1992) developed an approximafe flat—front analytical solution
for the startup of high—temperature heat pipes, and proposed a frozen—startup operation
limit which indicated the possibility of dryout in the evaporator. This limit was obtained by
comparing the rate of increase of the mass of liquid in the wick (due to axial propagation of
the melting front) with the rate of loss of the working fluid by resolidification of vapor on
the frozen substrate. The two rates were found to be similar for a number of heat pipes,
indicating that resolidification of working fluid is a potential factor for failure of the startup
of high—temperature heat pipes also. Cao and Faghri (1993a, 1993b) used a fixed—grid
temperature transforming method to predict the freezing and melting of working fluid in the
wick (Cao and Faghri 1990b). Their numerical scheme, however, required strong under—
relaxation of the temperature and a large computation time when the mushy cell temperature
range (6T) was small. Also, because of the sharp thermal conductivity jump at the liquid—
solid interface, their model predicted wiggly temperature time histories. In reference
(1993a), Cao and Faghri used a width of the mushy region as large as 1 K, claiming that it
is small enough to simulate the phase—change of pure substances. However, only the least
challenging cases of identical (or almost identical) liquid and solid properties had been

investigated during the development of their phase—change model (Cao and Faghri 1990b).
Some of the above models (in the second category) have focused on the modeling of free—

molecule and transition flow regimes in the vapor and have provided valuable information

concerning the startup of high—temperature heat pipes. Under normal conditions, the
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transient response of heat pipes is dictated by thermal capacity and conductance of the shell,
capillary structure and working fluid, and is only slightly influenced by liquid and vapor
dynamics. However, when drying or resaturation occurs in the wick, when the working
fluid is frozen or in a thermodynamic near—critical state, working fluid dynamics may
become very significant. Unfortunately, all of the heat pipe models above treated the wick
as a pure conducting medium, assumed a uniform distribution of the working fluid, and
neglected liquid flow, hydrodynamic coupling between the liquid and vapor phases, and
solid-vapor mass transfers. Therefore, these models are not capable of predicting the
operation limits of the heat pipe, such as capillary, entrainment, dryout of the wick, and the
redistribution of working fluid by sublimation and resolidification during the startup of heat
pipes from a frozen state. Tilton (1987) and Cao and Faghri (1990) recognized that the
hydrodynamics of both the liquid and vapor phases must be modeled in order to predict

these operation limits.

Investigators of the third model category have considered modeling of the liquid flow and
treated the vapor flow as compressible. Faghri and Buchko (1991) extended the capability
of their two—dimensional steady—state model (Faghri and Chen 1989) by including the
effect of liquid flow in the wick. They used the steady Darcy-extended flow equations for
a saturated and isotropic porous medium, but computed the pressure profiles along the heat
pipe independently. In their models, Costello et al. (1988) and Peery and Best (1987)
treated the liquid and vapor flows in the heat pipe as one—dimensional and compressible
flow problems, and evaluated the evaporation and condensation rates at the L-V interface
using modified forms of the kinetic theory relationship. The evaporator end of the heat
pipe contained a porous node to store excess liquid fluid, while the excess liquid in the
condenser end was assumed to exist in slug form. At the condenser end, the liquid

pressure in the wick was assumed to be equal to the vapor pressure in the core.
2.3.7 The Model of Costello et al. (1988)

Costello et al. (1988), on contract for Los Alamos National Laboratory, developed a heat
pipe model to predict the transient behavior of liquid—metal heat pipes during startup from
the frozen state and operational shutdowns. The friction factor was a function of the
Knudsen number to simulate free-molecule and transition flow conditions that occur during
startup at low temperature. The flow equations in the vapor region were solved using an
iterative scheme based on the KACHINA method developed by Harlow and Amsden

(1971). The liquid flow equations in the wick were solved using a modified version of the
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SIMPLER algorithm developed by Patankar (1980). At each axial location, the liquid and
vapor pressure difference was tested against the maximum capillary pressure head. If the
pressure difference exceeded the capillary pressure, the node was flagged as being dried
out. Freezing and melting processes in the wick were treated by an enthalpy method. The
two—dimensional energy equation was solved in the wall and wick regions with a radial
lumped model to determine the radial temperature profile. Although their model is quite
comprehensive, Costello and co—workers did not report any calculation results. It is
believed that the temporal discretization scheme associated with the KACHINA algorithm
limited the time step for calculations. The use of this iterative semi-implicit solution
algorithm implies that computer running times would be prohibitive for modeling realistic

operational transients.
2.3.8 The Model of Peery and Best (1987)

Peery and Best (1987) developed a model to simulate the transient operation of a
rectangular water heat pipe tested at Texas A&M University. The two—dimensional
transient conduction equation was used to model the heat transfer through the heat pipe
wall, while the liquid and vapor flows were treated as one—dimensional and compressible.
Both fluid phases were assumed to be saturated. Evaporation and condensation rates were
evaluated using a modified form of the kinetic theory relationship. Once the temperatures
and phase—change mass rates were obtained by solving the coupled energy and kinetic
theory equations, the one—dimensional continuity equations were solved in the fluid regions
for the vapor and liquid axial velocities. The pressure distributions were then obtained
from the one—dimensional momentum equations. Even so Peery and Best used
oversimplifying assumptions, their model suffered from numerical instability, and the
authors could only report calculations of small transients (up to 2 seconds). Extremely
small time steps (104 s) were required to solve iteratively for the coupled energy and
kinetic theory equations. This constraint on the time step was previously reported by
Subbotin when using his model for predicting evaporation / condensation rates.

In conclusion, Costello et al. (1988) and Peery and Best (1987) did not succeed. The
numerical instabilities encountered by these authors are attributed to the numerical methods
they used, which were not suitable to handle the complexity of the problem, particularly the
coupling with the kinetic theory relationship. Also, it is well known that determination of

the velocities from the continuity equation alone (as it was done in the model of Peery and
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Best) is not only inaccurate but also a source of instabilities that become amplified with

time.

Unfortunately, all the investigators mentioned above ignored the hydrodynamic coupling at
the L-V interface. Such decoupling of the liquid and vapor momentum equations can result
in erroneous liquid and vapor flow rates and pressures. This uncertainty is attributed to the
fact that neither of these models satisfy the local interfacial force balance at the L-V
interface. The simplified form of the Pascal relationship (which neglects the effect of flow)

reads as:

PV—PL:?_Rg cos8_ | @.1)
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where o is the surface tension of the liquid, 68,, is the wetting angle between the liquid and
the wick matrix, and R is the radius of curvature of the liquid meniscus at the L-V
interface. incorporation of Equation (2.1) into the model poses an additional constraint on
the solution procedure as the later must implicitly calculate R, . Instead of this approach,
Costello et al. (1988) and Peery and Best (1987) employed a global pressure relation given
below to check if the capillary limit had been exceeded:

(Py ~Py),,, S22 cosh, . 2.2)
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where R, is the effective pore radius of the wick at the L-V interface. These models

assumed that the heat pipe was operational as long as Equation (2.2) was satisfied.

As pointed out by Hall and Doster (1989), it is necessary to accurately model the capillary
phenomena along the entire length of the heat pipe and thus, adequately satisfy the local
capillary relationship of Pascal, Equation (2.1). Setting the liquid and vapor pressures
equal at an assumed axial location and computing the phasic pressure distributions
independently does not allow the capillary pressure difference to adjust to system
parameters. Consequently, models using this approach could not accurately calculate the
vapor and liquid flow rates and pressures during a transient, and were not capable of
predicting the capillary and dryout operation limits.

The fourth category regroups the heat pipe models that use a geometric approach for

modeling the radius of curvature of the liquid meniscus. Ransom and Chow (1987), Hall

41



and co—workers (1988-1994) and Seo and El-Genk (1989) incorporated liquid flow and
thermal expansion, hydrodynamically coupled the liquid and vapor phases, and predicted
the vapor volume distribution in the wick. They used the capillary relationship of Pascal
(Equation 2.1) to relate the phasic pressures. The pore radius, R, is fixed by the geometry
of the wick, and the radius of curvature of the liquid meniscus at the L-V interface, R, is
related to the amount of vapor in the wick. The maximum pressure difference occurs when
R, is equal to the pore radius; in this case, the volume of vapor in the wick forms a
hemisphere of radius R, in each pore of the wick surface. These geometrical
considerations allow to express the vapor void fraction in the wick in terms of R, the wick

surface porosity, and the diameter of the vapor core.
2.3.9 The Model of Ransom and Chow (1987)

The Advanced Thermal Hydraulic Energy Network Analyser (ATHENA) heat pipe model
of Ransom and Chow (1987) is a modification of the reactor transient code RELAP-5 (a
general purpose thermal hydraulic transient simulation code for two—fluid, two—phase
stratified flow systems). In this model, the two—fluid heat pipe formulation is obtained
from the one—-dimensional area—averaged phasic momentum equations by retaining distinct
phasic pressures. The Pascal relationship (Equation 2.2) is used to relate the phasic
pressures. Ransom and Chow reported steady—state pressure and axial velocity
distributions for a lithium heat pipe with a wick material having a pore radius of 2.5 um
and operating at an evaporator input flux of 4.3 kW/cm2. The results suggest the
soundness of the model and the stability of the iterative semi—implicit numerical scheme
used. However, to minimize the number of changes to the original solution scheme of
RELAP-5, the phasic pressure difference was evaluated explicitly, which led to severe time
step restrictions, much less than the Courant-Friedrichs-Lewy (CFL) limit, and resulted in
large computational time for each run. It is not clear how the evaporation and condensation
mass rates were evaluated. We can only assume that the thermodynamic equilibrium
condition used by RELAP-5 was extended for modeling heat pipe operation as well. The
authors pointed out that in the case of liquid flooding, the diphasic interface is flat and the
pressure difference between the phases is equal to zero, while this pressure difference is
equal to a maximum corresponding to R, = R, when the vapor volume fraction exceeds the
volume of a hemisphere of radius R, times the number of pores available at the surface of
the wick. These specifications define the variation of the interphase pressure difference in
terms of the vapor volume fraction in the heat pipe. However, only the relationship

corresponding to normal conditions was considered in the model, so that wick flooding or
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dryout conditions were not modeled. Finally, Ransom and Chow (1987) did not model
the phase—change of working fluid in the wick during startup from a frozen state, nor the

free-molecule and transition vapor flow regimes.
2.3.10 The Model of Hall et al. (1988-1994)

Hall (1988) and Hall and co—workers (1990-1994) developed the THROHPUT (Thermal
Hydraulic Response Of Heat Pipes Under Transients) code to model the transient behavior
of a circular lithium heat pipe during startup from a frozen state and operational shutdowns.
Hall and co—workers incorporated liquid flow in the wick, hydrodynamic coupling of the
liquid and vapor phases, and the effect of noncondensible gas in the vapor core (air). Their
model predicted the solid, liquid and vapor volume fractions along the heat pipe, so that
liquid pooling and recess were modeled. The THROHPUT code predicts the evaporation,
condensation and resolidification rates using the kinetic theory equation proposed by
Collier (1981). However, the two—dimensional conservation equations were averaged over
the radial direction, yielding a one—dimensional axial model. The important radial effects
and interphase transfer terms were treated in separate lumped submodels. For simplicity,
specific heat capacities were assumed to be constant, and the thermal mass of the wick
matrix was neglected. This was justified because the screen wick material has thermal
properties that are similar to solid and liquid lithium, and because of the presence of an
open annulus between the wall and the screen wick. Melting and freezing processes were
modeled with a discontinuous heat flux at the liquid-solid boundaries. Hall and co-
workers assumed that the phases existed in radial layers in order to simplify the radial
submodel. Four specific configurations were considered: cold state (all solid), startup or
melting (wall-liquid—solid), normal operation (all liquid), and shutdown or freezing (wall—
solid-liquid). The THROHPUT model assumes that the radial temperature distributions
are parabolic in each non—vapor layer. The three coefficients for each layer are determined
by forcing the equations to satisfy the temperature and heat flux boundary conditions, and
to match the layer average temperature with that computed in the axial model. If a liquid-
solid interface exists, it is forced to be at the melting temperature and to satisfy a phase-
change jump condition for a moving interface. The capillary pressure relationship is not
applied if a node is solid or in the process of melting. The governing equations were
discretized on a staggered grid and linearized using an implicit Taylor series expansion
about the old time step. Because the model of Hall is basically one~dimensional, it was
possible to solve the linearized coupled finite-difference equations directly, using

specialized block—diagonal matrix inversion methods. Hall and Doster (1988) attempted to
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simulate a Los Alamos experiment (Merrigan et al. 1986) of the frozen startup of a 4 m-
long lithium heat pipe. In order to simulate the first 50 seconds of the thaw transient the
authors needed 5 hours of CPU time on a VAX 11/750. In further developments, Hall and
Doster (1989, 1990) used the Dusty Gas Model of Cunningham and Williams to treat free-
molecule flow regime as well as continuum flow regime in the vapor core. Also, they
incorporated an axial melt front submodel in THROHPUT. In the new model, the axial
progression of the melt front was modeled by combining the radial model with a lumped—
parameters axial treatment (Hall 1988). Finally, the evaporation—condensation mode] was
extended to include recondensation at the evaporating surface, and used accommodation
coefficients to account for non-ideal behavior. Hall (1988) and Hall and Doster (1989,
1990) showed that using multiple passes (updating the Jacobian at each pass) to update the
highly nonlinear equations (particularly the gas mixture state equation and the capillary
pressure relationship) reduced the linearization errors, which had limited the time step size.
With this new numerical approach, a 2-hour-long transient was simulated using
approximately 24 hours of CPU time on a VAX 8600.

In some stages of the THROHPUT calculations, it was found that there was not enough
total vapor pressure to support the capillary pressure difference. In early versions of the
code, this was viewed as a shortcoming, and Hall forced the liquid pressure equal to zero
to prevent any negative liquid pressure in the wick. However, when adjacent liquid nodes
showed the same condition, there was no pressure difference between them, resulting in no
axial liquid flow. To remedy this problem, Hall and Doster (1989, 1990) assumed that
some of the capillary pressure was directed axially when there was a difference in liquid
volume fraction between two nodes. This treatment caused their model to predict dryout of
the evaporator when this did not occur experimentally for the same conditions. In an
attempt to resolve this problem and reproduce the experimental results, Hall and co—
workers (Hall 1988; and Hall and Doster 1990) varied the values of the evaporation and
condensation accommodation coefficients used in the calculation. The code could satisfy
each of several experimental criteria separately by adjusting these coefficients, but no pair
of coefficients could meet all of the requirements simultaneously. This behavior prompted
the authors to suggest that the accommodation coefficients were dependent on temperature,
liquid level, wick porosity, gas velocity and flow regime, and could be much smaller than
one for liquid—-metals. To justify their findings, Hall and co-workers mentioned the
experimental results of a number of researchers who measured condensation heat transfer
in liquid-metals to be a fraction of the predictions of Nusselt theory. Other investigators

found that the accommodation coefficient strongly depended upon surface contamination
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(Hall and Doster 1990). In a recent paper, Hall et al. (1994) performed in—depth literature
reviews of experimental measurements of evaporation / condensation accommodation
coefficients and of the possibility of tension in the liquid phase. They found that values of
the accommodation coefficients close to unity could be measured for both liquid—metal and
non-liquid metal working fluids when care was taken in the experiments to avoid surface
contamination, the presence of non—condensable gas, and other forms of experimental
errors. Furthermore, Hall et al. (1994) found several references which described the effect
of tension in the liquid (that is, the possibility of negative liquid pressure) and validated its
physical existence. The first experiment that exhibited tension in the liquid was performed
by the French chemist Marcellin Berthelot in the 19th century. Other examples can be
found in nature, as for example water—filled cavities in minerals and the rising of sap in
trees. In the later version of the THROHPUT code, Hall et al. (1994) allowed negative
liquid pressure in the wick (the effect of pressure on liquid density, or isothermal
compressibility, is negligible when compared with the effect of temperature, or thermal
expansion) and used unity accommodation coefficients to calculate the evaporation,
condensation and resolidification rates. With these modifications, the model results were
greatly improved and agreed reasonably well with the experimental data of Merigan et al.
(1986) for the frozen startup of a lithium heat pipe.

In summary, THROHPUT (Hall and co-workers 1988-1994) is one of the most
comprehensive heat pipe models to date. It is the only model with provisions for predicting
liquid recess, partial dryout and resaturation of wick, and pooling of excess liquid in the
vapor core. However, THROHPUT has certain drawbacks. Because this model is
basically one—dimensional, it does not deal with freezing and melting of the working fluid
mechanistically, hence, its predictions during startup and shutdown transients are only
approximate. Furthermore, because heat transfer through the metallic matrix of the wick
was not modeled separately, THROHPUT cannot be used to predict the startup of low-
temperature heat pipes from a frozen state.

2.3.11 The Model of Seo and El-Genk (1989)

Seo and El-Genk (1989) at the University of New Mexico developed a transient model for
simulating the operation of fully—thawed liquid—metal heat pipes. They assumed the liquid
flow in the wick region to be two-dimensional, transient, incompressible and laminar.
However, a quasi—steady state, compressible one~dimensional approximation was used to

simulate the vapor flow. Seo and El-Genk used the laminar two—dimensional Navier—
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Stokes equations and retained only these terms that could be discretized using the axial
variables of the vapor. In the same spirit, the second derivative of the axial liquid velocity
in the momentum conservation equations was neglected compared to its radial gradient.
While the authors recognized the limitations of such an approach, their goal was to design a
fast running heat pipe code for incorporation in the Space Nuclear Power System Analysis
Model (SNPSAM), of SP-100 space nuclear power system (Seo 1988). The two-
dimensional transient conduction equation was solved in the wall region, and specific heat
capacities were assumed to be constant for simplicity. The model was developed for
liquid—metal working fluids and employed an annular wick structure covered by a screen
mesh, so that there was no need to consider the thermal mass of the screen wick. The
evaporation and condensation rates were obtained from the energy balance at the L-V
interface by dividing the liquid radial heat flux in the wick by the latent heat of vaporization.
Seo and El-Genk used the geometric Pascal relationship to explicitly satisfy the interfacial
local force balance, and the capillary limit was detected when the effective radius of
curvature of the liquid meniscus in the wick became equal to the geometrical pore radius.
In addition, Seo and El-Genk incorporated implicitly the dependence of surface tension on
liquid temperature in their model. The equations were discretized implicitly using a
conventional finite difference method, and an iterative solution scheme was used to resolve
the interfacial couplings. The Poisson equation was formed in the liquid region by
combining the continuity and momentum conservation equations, and was solved for the
pressure of the liquid phase. To verify the model predictions, results were compared with
the experimental data of Merrigan et al. (1986) for a 4 m-long cylindrical lithium heat pipe.
During normal operation, a high—frequency RF coil heated the evaporator section, while the
condenser section was cooled radiatively. After shutdown, both the evaporator and
condenser sections were radiatively cooled. The model prediction of the wall temperature
distribution after shutdown before the working fluid reached its freezing point agreed well
with the experimental results, except at the end of the condenser region. It was found
experimentally that during normal operation, excess working fluid pooled into the vapor
core and filled approximately the last 50 cm of the condenser, causing higher measured
temperatures at this end of the heat pipe. It is not clear how pooling effects were treated in
the model, when the interfacial liquid meniscus flattens at some point along the heat pipe.
Finally, Seo and El-Genk did not model the phase—change of working fluid in the wick
during startup from a frozen state, nor the free-molecule and transition vapor flow regimes.
Also, their model could not handle highly compressible flow conditions and propagation of

shock waves in the vapor core region.
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In summary, there has not been a detailed, accurate and efficient transient analysis model
for the startup of heat pipes from a frozen state. Some of the processes occurring during
the startup of heat pipes from a frozen state, such as sublimation and resolidification, liquid
flow and liquid recess in the wick, partial dryout and resaturation of wick, and pooling of

excess liquid, have not been incorporated nor explicitly investigated.

To verify the heat pipe models and assess the accuracy of the numerical schemes employed,
it is preferable to compare the model predictions with experimental data. The next section
summarizes the experiments reported in the literature for low—temperature and high—
temperature heat pipes.

2.4. LITERATURE REVIEW ON EXPERIMENTAL DATA

Heat pipes using low vapor pressure working fluids (such as liquid metals, sodium,
potassium and lithium) typically exhibit a frontal startup, whereas those using fluids with
high vapor pressures (such as water and ammonia) exhibit a uniform temperature startup.
The startup characteristics of low—temperature and high—temperature heat pipes from a
frozen state differ significantly due to differences in the vapor pressure of the working fluid
near the melting point. In low—temperature heat pipes, although the vapor pressure is large
enough so that the startup difficulties associated with the viscous and sonic limits are
avoided, significant migration of the working fluid from the evaporator to the colder
regions of the heat pipe occurs. Once the solid working fluid is melted in the evaporator,
dryout may occur due to immediate vaporization of the fluid.

2.4.1 High-Temperature Heat Pipe Experiments

The startup of high—temperature heat pipes from the frozen state has been extensively and
experimentally investigated (Deverall et al. 1970; Ivanovskii et al. 1982; Jang et al. 1990a;
Faghri et al. 1991; Jang 1995), and successful startup of such heat pipes is consistently
achieved. The vapor flow in high—-temperature heat pipes remains in the free-molecule
regime for temperatures well above the melting temperature. This has the beneficial effects
of minimizing the transport of the solid working fluid to the condenser by sublimation /
resolidification. The large thermal conductivity of liquid—-metal working fluids also allows
melting of the working fluid in adiabatic and condenser sections by conduction, before
large scale evaporation of the liquid occurs.
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Camarda (1977) evaluated analytically and experimentally the performance of a sodium heat
pipe for cooling the leading edges of Earth reentry vehicles. The pipe wick consisted of
seven alternate layers of 100— and 200-mesh stainless steel screens, and the transient
operation of the heat pipe during a space shuttle reentry was simulated by using radiant
heaters consisting of quartz iodine lamps. Tolubinsky et al. (1978) have investigated
experimentally the frozen startup of sodium and potassium heat pipes subject to continuous
radiation heating and high—frequency heating of the evaporator. They showed that the latter
mode of heating considerably reduced the startup time.

BECHTEL NATIONAL, under DOE contract (Preliminary Heat Pipe Testing Program
1981) has analyzed the capability of sodium and potassium heat pipes to survive the cyclic
operation associated with solar receiver power systems, for such transient as fast startup
and cloud passing. They selected Incoloy 800H for the container material, and the heat
pipes were equipped with a stainless—steel parallel-tent mesh structure. Insulation was

simulated with an array of radiant quartz lamps.

Intensive performance investigations and startup and shutdown studies of liquid—metal heat
pipes have been carried out at the Los Alamos National Laboratory (Kemme 1966;
Deverall et al. 1970; Kemme et al. 1978; Merrigan 1985; Merrigan et al., 1985 and
1986). Kemme (1966) compared the performance of axially—grooved pipes charged with
potassium, sodium and lithium working fluids in the temperature range 750-1150 K.
Particular attention was devoted to startup and low temperature operation. The heat
transport capability of the heat pipe was significantly improved when the grooves were
covered with a wire—screened mesh, which increased the capillary and entrainment limits.
Deverall et al. (1970) studied the effect of sonic vapor velocity and related startup
problems, and reported temperature measurements of a mercury heat pipe. They
demonstrated the effects of noncondensable gas and heat rejection rate at the condenser on
the startup. Other attempts have been made to fill the heat pipe with noncondensible gas to
make it start more readily. A significant decrease in startup time was noted by Ivanovskii et

al. (1982) for increasing amounts of noncondensible gas loading in sodium heat pipes.

Kemme et al. (1978) investigated the thermal performance of mercury, potassium, sodium
and lithium heat pipes with various wick structures. A 4-m-long lithium/molybdenum heat
pipe was tested experimentally by Merrigan et al. (1985 and 1986) in transient and steady—
state operations at temperatures up to 1500 K. Tests conducted included startup from the

frozen state, high power steady-state operation, and shutdown with continuous radiation
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thermal loading. Tilton et al. (1986) studied analytically and experimentally the transient
response of an Inconel 617, sodium heat pipe subject to adverse thermal heating of the
condenser. The first experiment used a sliding cylindrical shell radiant heater to simulate
Laser illumination of the condenser end, while an actual CO; Laser was used for a second
test. The outer surface temperature of the wall along the pipe was recorded as a function of
time.

Jang (1995) investigated experimentally the frozen startup of a stainless steel / potassium
heat pipe with a 40—mesh screen wick. A total of 9 Chromel-alumel thermocouples were
installed on the outer surface of the wall. The heat pipe was tested in a vacuum chamber to
simulate radiation heat transfer at the condenser, and the evaporator of the heat pipe was
radiatively heated by an annular, radiation—shielded silicon carbide heater. Jang (1995)
estimated the transition temperature between free—molecule and continuum vapor flow
regimes using a Knudsen number of 0.01. Experimental data showed that the heat pipe
was inactive until the evaporator end cap temperature reached the transition temperature.
Then, the evaporation of liquid became significant and a continuum flow front propagated
axially along the heat pipe, until the condenser end cap temperature reached the transition
temperature. After that point, the entire heat pipe became active and eventually reached
steady-state operation. Jang (1995) observed that the startup period could be significantly
reduced by increasing the evaporator heat input. At a power throughput approximately
equal to 80% of the heat pipe capillary limit, dryout of the evaporator occurred before the
condenser was completely melted. However, successful startup was achieved later as the

wick became resaturated with liquid again.

Faghri et al. (1991) also investigated the startup of a sodium heat pipe with muitiple
evaporator heat source. They measured the outer wall temperature along the heat pipe, and
the vapor temperature using a multipoint thermocouple probe. The startup behavior of the
sodium heat pipe, which was radiatively cooled in vacuum, was always frontal in nature,
with a sharp temperature dropoff in temperature across the vapor front. The low condenser
heat rejection rate prevented supersonic vapor velocities and caused the condenser
temperature to slowly rise to the steady—state value. Experimental measurements showed
that the moving vapor temperature front was much steeper than the outer wall temperature
front, and the vapor temperature was more uniform in the hot zone than the wall
temperature. When the heat pipe was tested in air, the duration of the startup period was
about halved, because the convective losses by natural convection increased the condenser

heat rejection rate. The startup of the sodium heat pipe in air was sonic limited, and the
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very steep vapor temperature dropoff in the condenser indicated the existence of supersonic
vapor flow in that section. However, evaporator dryout never occurred, and the startup

was always successful.
2.4.2 Low-Temperature Heat Pipe Experiments

Experiments on the startup of low—temperature heat pipes are rare. Deverall et al. (1970)
successfully started a water heat pipe from a frozen state. Because of the relatively high
vapor pressure of water, even near the melting temperature, choked and/or supersonic
vapor flows were not encountered during the startup. Experimental results showed that the
heat pipe became immediately active where the ice was melted. Redistribution of frozen
working fluid in low-temperature heat pipes occurred during startup due to sublimation
and resolidification of vapor (Faghri 1992; Kuramae 1992; Ochterbeck and Peterson
1993). Such processes may prevent successful re—startup of the heat pipe during cyclic
operation. The vapor resolidifies in the cooler parts of the heat pipe and cannot return back
to the evaporator. Eventually, the wick might completely dryout in the evaporator.

Faghri (1992) measured the wall and vapor temperature profiles along a water / copper heat
pipe and investigated the frozen startup and shutdown transients. The wick of the heat pipe
was made of two layers of 50 mesh copper wire—screen. Three flexible heaters were
installed side by side along the evaporator section of the heat pipe, and the condenser was
cooled with a chiller using ethylene glycol as the coolant. The input power to the
evaporator was 20 W, well below the capillary limit of the heat pipe. After sitting the heat
pipe in a -21°C freezer for at least 12 hours, startup was attempted with no chiller coolant
flow. After the ice was melted in the evaporator, water evaporated and resolidified onto the
frozen adiabatic and condenser sections of the heat pipe. Eventually the evaporator wick
dried out because the still partially frozen adiabatic section could not provide any
condensate return. Faghri (1992) was able to start the frozen water heat pipe successfully
by pulsing the power input. As soon as the temperature difference between any two vapor
thermocouples exceeded 3 K, the input power was turned off. This allowed the working
fluid in the frozen section immediately adjacent to the hot zone to melt and rewet the wick.
Once the vapor temperatures became uniform again (within 1 K), another power pulse was
applied. In an another experiment, Faghri (1992) froze the water heat pipe from room
temperature by supplying the condenser chiller with -15°C coolant. Because the
evaporator temperature was always above that of the condenser during the freeze—out

transient, a significant portion of the working fluid was displaced by evaporation and
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sublimation from the evaporator to the condenser where it resolidified. The reduced
amount of ice in the evaporator led to an early dryout after the re—startup of the heat pipe.
In cases of low—temperature heat pipes with large evaporator-to—condenser length ratio,
complete blockage of the vapor channel was observed, due to resolidification of working
fluid (Ochterbeck and Peterson 1993).

Reinarts and Best (1990) attempted the startup of a rectangular water heat pipe with a
conventional 100-mesh screen, from frozen and thawed conditions. They measured vapor
pressure and temperature and surface wick temperature in the condenser and the evaporator

regions and observed wick dryout and subsequent rewetting.

The effect of noncondensible gas on the startup of a water heat pipe was also investigated
by Ochterbeck and Peterson (1993). The gas—vapor interface, observed visually, was
found to be quite sharp. In the region containing the gas, resolidification and condensation
of water vapor did not occur. A frontal startup, characteristic of high—temperature and

gas—loaded heat pipes, was observed in the gas—loaded water heat pipe.

Several other experiments have been performed which involved fully-thawed water heat
pipes. Fox and Thomson (1970) have measured the axial and radial temperature
distributions in the vapor region of a water heat pipe. They have compared two different
wire-screened wick designs, a dual wick in which generation of superheated vapor
occurred, and a conventional 100-mesh wick, for which the steady-state vapor flow
observed was isothermal. Feldman and Munje (1978) evaluated the thermal performance
of gravity—assisted circular pipes with and without circumferential grooves. Gernert
(1986) presented axial variations of vapor and pipe wall surface temperatures of a water
heat pipe with a copper sintered—powder wick and multiple heat sources under steady—state
conditions. Faghri and Thomas (1989) compared the performance characteristics of
circular and annular water heat pipes having longitudinal grooves at various tilt angles.
Jang et al. (1990b) measured the axial variation of the wall surface temperature in a water
heat pipe with longitudinal grooves, during heatup transients from ambient conditions to
steady—state.

Recently, El-Genk and Huang (1993) investigated the transient response of a horizontal
water heat pipe. The copper heat pipe employed a double-layered, 150 mesh copper screen
wick. The vapor temperature was measured along the centerline of the heat pipe using a

special probe made of a thin-walled brass tube instrumented with eleven thermocouples,
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equally spaced along the heat pipe. An additional eleven thermocouples were attached to
the outer surface of the heat pipe wall. The evaporator section was uniformly heated using
a flexible electric tape, while the condenser section was convectively cooled using a water
jacket. Results showed that the transient response of the heat pipe could be described by an
exponential function of time. El-Genk and Huang (1993) determined the time constants of
the vapor temperature and effective power throughput during heatup and cooldown
transients, as functions of the electric input power and the water flow rate in the condenser
cooling jacket. In a follow—up study, El-Genk et al. (1995) experimentally investigated the
effects of inclination angle on the transient response of a gravity—assisted copper / water
heat pipe, subjected to step changes in input power and varied condenser cooling rates. At
steady—state, the effective power throughput, determined from the heat balance in the
condenser cooling jacket, was 443 W. The difference between the electric input to the
electric tape and the steady—state effective power throughput (132 W) was approximately
equal to the heat losses from the surface of the insulation in the evaporator section to

ambient by natural convection (El-Genk and Huang 1993).

It is apparent that only a few startup experiments of low—temperature and high—temperature
heat pipes have been attempted in the literature, and that most experiments conducted have
basically been performance tests, rather than phenomenological investigations. It is not an
easy task to monitor phenomena occurring within a short distance in a closed pipe. For
example, because of practical limitations, no direct measurements of the actual progression
of the melting front and mass transfers associated with sublimation and resolidification
were possible. Experimental data available are limited to wall temperatures in most cases,
with few attempts made to measure the vapor pressure or temperature inside the heat pipe.
Therefore, there is a need for systematic theoretical and experimental studies of the transient
behavior of liquid—-metal and non-liquid metal heat pipes. The outcome of these studies
would be useful to better benchmark calculation models for the design of reliable heat pipes
for space and terrestrial applications. The transient modes of interest are power step
changes, reversed heat pipe operation due to a condenser external heating, and the startup

of heat pipes from a frozen state.
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3. MODEL FORMULATION AND DESCRIPTION

In this work, a two—dimensional Heat Pipe Transient Analysis Model, "HPTAM", is
developed to simulate the transient operation of fully—thawed heat pipes and the startup of
heat pipes from a frozen state. This chapter describes the physical model used in HPTAM.
The model incorporates the following processes: (a) sublimation of working fluid in the
evaporator and resolidification in the condenser; (b) melting and freezing of the working
fluid in the porous wick; (c) evaporation of thawed working fluid and condensation as a
thin liquid film on a frozen substrate; (d) liquid flow and heat transfer in the porous wick;
(e) thermal and hydrodynamic couplings of vapor, liquid and solid phases at their
respective interfaces; (f) accumulation of excess liquid in a liquid pool at the end of the
condenser; and (g) free—molecule, transition and continuum flow regimes in the vapor

region.

HPTAM is a fully two—-dimensional heat pipe model which has the capability of handling
both rectangular (flat—plate heat pipe) and cylindrical geometries. Nevertheless, the
analysis throughout this work focuses on heat pipes having a cylindrical geometry. The
model divides the cylindrical heat pipe into three radial regions: wall, wick, and vapor
regions (Figure 3.1), and solves the complete form of governing equations in these
regions. The heat pipe wick can be a wire—screened mesh, an isotropic porous medium
such as a powder or a bed of spheres, or an open annulus separated from the vapor core by
a thin sheet (with small holes to provide capillary forces). To predict the flow of liquid in
the porous wick of the heat pipe, HPTAM uses the Brinkman-Forchheimer-extended
Darcy model (Section 3.1). The properties of wicks (such as permeability and effective
thermal conductivity) are calculated, based on analysis of experimental data. The model
employs the complete form of the Navier—Stokes compressible flow equations in the vapor
region of low—temperature heat pipes (Section 3.2), and solves the two-dimensional
transient conduction equation in the pipe wall (Section 3.3).

Section 3.4 describes the interfacial and boundary conditions of the problem. Evaporation,
condensation, sublimation and resolidification rates are calculated using the kinetic theory
relationship with an accommodation coefficient of unity. The model predicts the radius of
curvature of the liquid meniscus at the liquid—vapor interface, and the radial location of the
working fluid level (liquid or solid) in the wick, and includes the transverse momentum

jump condition (capillary relationship of Pascal) at the liquid—vapor (L-V) interface. The
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radius of curvature of the liquid meniscus is geometrically related to the volume fraction of
vapor in the wick. These features allow the model to predict the capillary limit and partial

liquid recess (dryout) in the evaporator wick.

In Section 3.5, the modified fixed—grid homogeneous enthalpy method used to handle the
phase—change of working fluid in the wick is described. The volume of working fluid in
the heat pipe varies with temperature, due to thermal expansion of the liquid phase. A
liquid pooling submodel is developed and incorporated into HPTAM, which simulates
(de)wetting phenomena and the accumulation of excess liquid in the vapor core at the

condenser end. This liquid pooling model is described in Section 3.6.

During the startup of high—temperature heat pipes (utilizing liquid—metal working fluids),
rarefied and transition flow regimes arise in the vapor region. These flow regimes are
described in Section 3.7.

Finally, the model accounts for the change in physical properties with temperature and in
density upon melting and offers several choices of working fluids, such as lithium,
sodium, potassium and water, and of structural materials, including tungsten, niobium,
zirconium, stainless—steel, carbon and copper. The liquid and vapor state equations and the
thermophysical properties of the fluids and structural materials of the heat pipe are
described in the last Section of this chapter (Section 3.8).

3.1. GOVERNING EQUATIONS IN THE LIQUID/WICK REGION

The liquid/wick region is constituted of the liquid phase of the working fluid and the solid
structural phase of the wick, whether it is an annular wire-screened mesh or a
homogeneous porous medium. HPTAM models the wick as an isotropic and
homogeneous porous medium. Most analytical studies of flow through porous media have
dealt primarily with a mathematical formulation based on Darcy's law, which neglects the
effects of solid boundaries and inertial forces on fluid flow through porous media. These
effects are particularly important for high—porosity media. To account for these effects,
Forchheimer and Brinkman extended Darcy's law, and other investigators introduced the
transient and convective inertia effects into their generalized flow equation (see APPENDIX
A). The flow of liquid in the porous region of the heat pipe is modeled using the
Brinkman-Forchheimer—extended Darcy flow model (Scheidegger 1974), while the

volume-averaged homogeneous model described by Cheng (1978) is used to model the
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heat transfer (see APPENDIX A). The model assumes thermal and hydrodynamic
equilibrium in the porous medium, and neglects the thermal dispersion diffusivity since
heat conduction is the only significant mode of heat transfer in this region. The form of the
Brinkman-Forchheimer—extended Darcy's flow equations can be partly justified through
analytical volume-averaging of the microscopic conservation equations, which provides a
mean to identify the apparent viscosity in the Brinkman's term. It is then postulated that
Darcy's term and Forchheimer's extension are the necessary constitutive relationships to

model the unknown terms arising from the volume—-averaging process (APPENDIX A).
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FIGURE 3.1. Physical Model of Heat Pipe and Boundary Conditions.

HPTAM uses the Brinkman—Forchheimer—extended Darcy's flow equations for modeling
liquid flow in a fully-saturated isotropic porous wick. The resulting governing equations
in the liquid/wick region of the heat pipe are best rewritten in terms of the mean filter (area—
averaged) velocity q instead of the pore velocity (actual fluid velocity), and are given in

the following subsections.
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3.1.1. Conservation of Mass

The continuity equation in the wick of the heat pipe has the following form:

ap . _
s—a% + dxv[qu]=0 (3.1)

3.1.2. Conservation of Radial Momentum

The radial momentum balance in the wick can be written:

19(pLar) 1 aPL

ET+E_2div(qurq):pLFr = [“L+\/—|9Lq|}qr+ —=Aq,

where (3.2)
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ror| or 2 0z| oz

3.1.3. Conservation of Axial Momentum

The axial momentum balance in the wick can be written:

1 a(quZ) | - oP 1
c o 82 IV(quzq) pLE, dz I:KZ \F |qu‘] q;
where (3.3)
19),99 | 9, 9|d,
2= ror| or 2 dz| dz

The parameters &, K and K, are the effective porosity and radial and axial permeabilities of
the liquid—wick region, respectively. Two additional permeability terms have been

introduced into the axial and transverse momentum conservation equations (3.2) and (3.3)
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to account for the enhanced pressure losses in a homogeneous porous medium, as
demonstrated by Darcy's experiment (Scheidegger 1974). The third, fourth and fifth terms
on the right-hand side of the momentum Equations (3.2) and (3.3) are commonly referred
to as the Darcy, the Forchheimer, and the Brinkman terms, respectively. The permeability
K and the "inertia coefficient" C are functions of the microstructure of the porous medium,
and can be determined from the measured static pressure drop and mass flow rates.
Experimental investigations (Ergun 1952; and Beavers and Sparrow 1969) for uni-
directional flows of water and gases through packed columns and fibrous materials showed
that the Darcy's and the Forchheimer's extensions can accurately express the relationship

between flow rate and pressure drop in porous media.

The form of Equations (3.1), (3.2) and (3.3) can be partly justified analytically through
volume—-averaging of the microscopic conservation equations (Cheng 1978; and Gray and
O'Neill 1976), which explains why these equations have been used with success in recent
years to model flow of liquids in porous media (Beckermann and Viskanta 1988; and Raw
and Lee 1991). The final attractive feature of these equations is that they approach the
empirical representation of flow in a porous medium (the Forchheimer—extended Darcy
flow model) as the permeability, K, decreases, and reduce to the standard Navier-Stokes
equations as the porosity € goes to 1 and the permeability goes to infinity.

Expressions for the hydrodynamic properties of wicks, such as volume porosity €,

permeability K and inertia coefficient C are given in APPENDIX A-4.

3.1.4. Conservation of Enthalpy in the Liquid/Wick Region

In the present model, the volume-averaged homogeneous enthalpy method is used to
predict the transport of energy in the heat pipe wick, assuming local thermal and
hydrodynamic equalibrium between phases and negligible thermal dispersion coefficients.

The resulting enthalpy conservation equation has the form (see APPENDIX A):

%[e(ph)L +(1- 8)(ph)m}+ div[(ph)Lq] = a;L +q, agrL +q, a;; —div(é) +é<bL,

(3.4)
where @y is the viscous dissipation:
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Note that since we are only concerned here with slow liquid flows in the wick generated by
gravity or capillary forces, viscous dissipation and compressible effects can be neglected in
the liquid. In this case, the right-hand side of Equation (3.4) reduces to the divergence of
the heat flux vector.

3.2. GOVERNING EQUATIONS IN THE VAPOR REGION OF LOW-
TEMPERATURE HEAT PIPES

For the case of high—vapor pressure (or low—temperature) working fluids such as water,
the vapor flow is in the continuum regime, and HPTAM uses the two-dimensional
transient compressible Navier—Stokes flow equations.

3.2.1. Conservation of Mass

The continuity equation in the vapor region of the heat pipe has the following form:

d _
gtv + div [vaV} =0 (3.6)

3.2.2. Conservation of Radial Momentum

The radial momentum balance in the vapor can be written:
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3.2.3. Conservation of Axial Momentum

The axial momentum balance in the vapor can be written:

\%
MWL div(p, Uy 0 ) =
t (3.9)
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Note that the model incorporates acceleration effects in the axial and radial directions
(Equations 3.2, 3.3, 3.7 and 3.9). The two—dimensional cylindrical model can handle heat
pipe operation in microgravity conditions (space applications) or in an axial force field; this
1s possible through the axial external acceleration term F; in Equations (3.3) and (3.9).
Rotating circular heat pipes, also, can be modeled through the radial acceleration term F; in
Equations (3.2) and (3.7). However, the model cannot handle a non-symmetric problem
such as a horizontal circular pipe in a uniform gravity field. The latter is a truly three—
dimensional problem, that could be solved approximately by assuming that non-axial

gravity contributions are small enough not to disturb the circumferential symmetry of the
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liquid flow in the annular wick, because the width of the liquid annulus is very small (less

than a few millimeters). In such case, F; is taken to be zero.

3.2.4. Conservation of Energy

The enthalpy conservation equation in the continuum vapor region has the form:

oPy +uY
r
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where @y is the viscous dissipation:
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For the case of high—vapor pressure (or low-temperature) working fluids such as water, it
is a good approximation to assume the vapor phase to be saturated. This approximation is
valid for continuum—flow conditions in the vapor, when the vapor pressure of the fluid is
high, and to some extent for transition and free—-molecule flow regimes. In this case, the
vapor temperature is evaluated in terms of the vapor pressure along the saturation line, and

there is no need to solve the vapor energy conservation equation.

3.3. GOVERNING EQUATIONS IN THE PIPE WALL REGION

The wick region is thermally coupled to the annular wall of the heat pipe. The energy
balance equation in the heat pipe wall region reduces to the well-known transient
conduction form of Equation (3.4):

d

-a—t(ph)w + div(éw) -0 . (3.13)
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3.4. INTERFACIAL AND BOUNDARY CONDITIONS

In two—phase flow, the interface between the liquid and vapor phases is a surface of
discontinuity and local jump conditions must be derived, which relate the values of the flow
parameters on both sides of the interface. Both the local instantaneous governing equations
and jump conditions were developed in their general and conservative form by following
the procedure described by Delhaye (1974 and 1976).

3.4.1. Liquid-Vapor Interfacial Jump Conditions

The derivation of the interfacial jump conditions starts with the integral balance laws written
for a fixed control volume containing both phases. These integral laws are then
transformed by means of the Leibnitz rule and Gauss theorems to obtain a sum of two
volume integrals and a surface integral. The volume integrals lead to the well-known
monophasic local instantaneous equations (compressible Navier—Stokes equations) in each
continuous phase. The surface integral furnishes the local instantaneous jump conditions at
the interface. The continuity of the normal mass fluxes at this interface (evaporation/

condensation) yields:
m=p U =pyU’ . (3.14)

The Marangoni and capillary effects arise in the linear momentum jump conditions by
taking into account the surface tension force acting on the contour of the diphasic separative
interface. The normal momentum jump condition at the L-V interface relates the static
pressure drop across the interface to the capillary pressure head in the wick and the normal

viscous stress discontinuity as:
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The first two terms on the left hand side represent the capillary relationship of Pascal,
which has been used in almost all previous heat pipe models reported in the literature, only
to check if the capillary limit has been exceeded. The Pascal relationship is only valid for

incompressible and inviscid phases with no mass transfer at the interface, therefore it is not
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necessarily applicable to heat pipe modeling. The third term on the left hand side accounts
for change of momentum at the L-V interface. Other terms on the right account for radial
stresses in the liquid and vapor phases. These terms are very small in a heat pipe and can
be neglected. In Equation (3.15), the two principal radii of curvature are assumed identical
(and equal to R;) because, for small mesh size in the wick, the interfacial pores are very

small and are locally hemispherical.

The transverse momentum jump condition relates the tangential velocities of the phases at
the L~V interface to the axial gradient of the surface tension (Marangoni effect, d6/dz) and

the discontinuity in shear stress:

L v oU; dUy)  (oU) dU)) do _
m(U} Uz)+uL[ ol i b el R i U (3.16)

In the present model, this transverse momentum jump condition is simplified by assuming
the continuity of the tangential velocities at the interface. This simplification is physically
acceptable when dealing with viscous phases separated with a solid wire-screened mesh or
a homogeneous porous medium (this is the case of a no-slip condition at the L-V
interface). Therefore, the transverse momentum jump condition (3.16) is replaced by the

following equations:
ul=uY=0 . (3.17)

The enthalpy jump condition relates the enthalpy phase change due to
evaporation/condensation across the L—V interface to the discontinuities of the conduction

flux, kinetic energy and energy dissipated by viscous stress:

L L v v
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Making use of Equation (3.17) and neglecting the viscous stress terms in Equation (3.18a)
leads to the simplified form:

(3.18a)
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Q:’—-Qf+'ﬁ(hv—hL)+‘ﬁ‘i __12_____1__2]:0 (3.18b)
2{pY (epy)

Equations (3.14) through (3.18) specify the discontinuities of mass, momentum and
enthalpy fluxes at the L-V interface. However, an additional equation is needed at this
interface to formulate a closed form solution of the governing equations and boundary
conditions (see Figure 3.1). This relation is obtained by assuming continuous temperature
at the L-V interface:

TH=TY =Tint . (3.19)
3.4.2. Radius of Curvature of the Liquid Meniscus in the Wick

In Equation (3.15), the radius of curvature of the liquid meniscus at the interface, R, is
geometrically related to the amount of vapor in the wick. Because the meniscus is concave
at the L-V interface, the wick is partially filled with vapor (Figure 3.2). The maximum
capillary pressure head occurs when the radius of curvature of the liquid meniscus in the
wick, R, equals the pore radius, Rp. Assuming hemispherical pores, the maximum
volume of vapor in the wick forms a hemisphere of radius R, in each pore of the wick
surface. For this condition, the volume of vapor in the hemispherical pores of the wick
interfacial cell (iL,j) is:

, 2R} AZ. ,
Vizgl — ) gnR3 :inR eR) AZ. . (3.20)
P nR? 3 P) 3 pTme
p

The void fraction o, (the volume of vapor in the wick interfacial pores over the total

volume of the pores V},) is a geometric function of the cosinus of contact angle of the liquid
meniscus (Uc = Ry /R.) as (Seo and El-Genk 1989):

[

2
apzﬁ[l—[l+%)«/1—u§} (3.21)

where orp and ¢ vary between 0 and 1, as explained later. Equation (3.21) is inversed

using the following approximations derived by Seo (1988) and Seo and El-Genk (1989),
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FIGURE 3.2. Illustration of Liquid-Vapor Interfacial Geometry.
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FIGURE 3.3. Pore Void Fraction as a Function of the Cosine of Contact Angle of
the Liquid Meniscus (Seo and El-Genk 1989).
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reproduced here to correct an error in the second formula ("0.413" instead of "0.443"):

W = % op (1-1.723 a) for o <0.25
_8 1

Figure 3.3 shows the pore void fraction as a function of the cosine of contact angle of the
liquid meniscus, using both the theoretical Equation (3.21) and the approximate
relationship (3.22). As this figure shows, Equation (3.22) is a very good approximation of
the inverse of Equation (3.21).

3.4.3. Interfacial Phase-Change Mass Rates
To account for the phase change thermal resistance at the L-V and S~V interfaces,

evaporation, condensation, sublimation and resolidification mass rates are calculated from

an extension of the kinetic theory of gases to non-flat interfaces:

1/2
. M
m=p,U’=a, |——1 [P,-P]|, 3.23
pvU, Lc[mgm) [Pv—P3"] (3.23)

where PV, the pressure of a vapor bubble in thermal equalibrium with the surrounding

liquid, is given as (Defay and Prigogine 1966):

P =P (Tint).EXP _2o M_ 1 . (3.24a)
sat R { R,Tint jp,

A positive m indicates condensation or resolidification, while a negative value indicates
vaporization (evaporation or sublimation). For all practical cases, however, the term in
squared brackets is negligible, so that the exponential term is very close to unity.
Therefore, Equation (3.24a) simplifies to:

equ __ :
PP =P_ (Tint) . (3.24b)
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3.4.4. Other Boundary Conditions

Equations (3.1) through (3.13) are solved subject to the interfacial jump conditions
described in the previous subsections and to the boundary conditions delineated in Figure
(3.1). The jump conditions (I) are represented by Equations (3.14) through (3.19), (3.16)
excluded, while the boundary conditions (II) and (III) are given, respectively, as:

Q,=0, U,=U,=0, and QF=QY, Tt=1V uvl=ul=0.- (325

That is, the liquid and vapor velocities are taken equal to zero at all solid boundaries of the
numerical domain (no—slip condition). Both ends of the heat pipe are assumed insulated,
and isoflux, adiabatic, isothermal or radiative boundary conditions (IV) are applied
independently at the outer wall of the evaporator, adiabatic and condenser sections,
respectively.

3.4.5. Initial Conditions and Mathematical Closure

The governing equations, jump relations and boundary conditions, together with the
equations of states for both the liquid and vapor phases, thermophysical properties for the
wall and both fluid phases, and the initial conditions specified by the user provide all
necessary relations to obtain a closed mathematical system of equations (see Table 3.1).
Initially, at the startup from a frozen state, the vapor, solid and wall temperatures are
uniform and equal, and the vapor pressure is equal to the saturation pressure of the
working fluid calculated at the heat pipe temperature. The radius of the solid—vapor (S-V)
interface is uniform and smaller than that of the screen/wick surface (Rind = Ry < Rwik)
when modeling the startup of a water heat pipe from a frozen state (due to the decrease in
water density upon freezing), and can be larger than that of the screen/wick surface (Rjpd =
R, 2 Ry) for a liquid—-metal heat pipe (due to the increase in density upon freezing of the
working fluid).

The model calculates the wall temperatures, the temperatures, pressures, and mass fluxes

(or velocities) of the liquid and vapor, and the radii of curvature of the liquid meniscus at

the L-V interface (or vapor void fractions in the wick along the pipe).
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One should not overlook the fact that the proper choice of boundary conditions is always

governed by the mathematical nature of the equations, which results from the highest order

TABLE 3.1. Mathematical Closure of the Physical Model.

Region / Equations  Unknown Boundary Conditions / Jump Conditions
WALL
Enthalpy Tw 2 wall boundary conditions (insulated ends)

1 outer wall boundary condition

1 radial heat balance at wick/wall interface
LIQUID/WICK
Enthalpy TL 2 wall boundary conditions (insulated ends)

1 temperature condition at wick/wall interface

1 radial heat balance at L/V interface
Radial momentum qr 3 wall boundary conditions (q; = 0)

1 radial mass balance at L/V interface
Axial momentum qz 3 wall boundary conditions (q; = 0)

1 axial velocity condition at L/V interface (q, = 0)
VAPOR
Enthalpy Ty 2 wall boundary conditions (insulated ends)

1 symmetric boundary condition (insulated)

1 temperature condition at L/V interface
Radial momentum uUv 2 wall boundary conditions (U;Y = 0)

1 symmetric boundary condition (U;Y = 0)

1 radial momentum balance at L/V interface
Axial momentum u,v 2 wall boundary conditions (U, =0 on pipe ends)

1 symmetric boundary condition (BUZ /or =0)

1 axial momentum balance at L/V interface

Additional Unknowns

Additional Equations

Radius of Curvature
Liquid Density
Vapor Density

pL
Pv

Kinetic Theory Relationship, Equation (3.23)
Equation of State, pp=F(P_,TL)
Equation of State, pyv=G(Pvy,Ty)
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derivatives. As a consequence, the solution considered globally depends strongly on the
dissipative terms in the Navier—Stokes equations (conductive heat flux, and viscous
stresses). This property is obviously related to the problem of uniqueness of the solution
in the inviscid case. All the governing equations (mass, momentum and energy balances)
possess the following form:

%(p¢)+div(pﬁ¢) =div(T'Vo)+S - (3.26)

The various terms in Equation (3.26) represent, from left to right, accumulation,
convection, diffusion and source effects. When diffusion is included, the conservation
equations (energy, radial and axial momentum) possess second (highest) order derivatives.
Since they are solved in a two—dimensional (cylindrical or rectangular) space, every one of
them requires 2x2=4 boundary conditions, one on each boundary of the domain to which
they apply. Note that these considerations do not apply to the mass balance Equations
(3.1) and (3.6), which are of first order. The continuity equation is an extra equation to be
satisfied by the additional degree of freedom, the density or the pressure, these two
quantities being related through the equation of state of the fluid.

3.5. FREEZE-AND-THAW MODELING

To handle the startup from the frozen state and subsequent freezing during cooldown,
HPTAM incorporates the volume-averaged homogeneous enthalpy method (see
APPENDIX A-2). In this formulation, the enthalpy is used as a dependent variable along
with the temperature, and there is no need to satisfy explicitly interfacial conditions at the
phase—change boundary. An enthalpy equation for each phase (the porous matrix, liquid
and frozen phases) is derived analytically using the volume—averaging technique (Gray and
O'Neill 1976; and Cheng 1978). These equations contain some unknown convective and
dispersive terms, which involve the deviations of the fluid velocity and temperatures from
their intrinsic averages, as well as surface integrals of temperatures and interphasic
exchange quantities over the separative interfaces between the three phases. In the
approach known as the homogeneous model, the evolution equation of the overall spatial
average temperature is formed by adding the energy equations associated with each phase;

the various interphasic exchange terms simply cancel each others.
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The volume-averaged homogeneous enthalpy method is used in the present model to
predict the thaw (or freezing) of the working fluid in the heat pipe wick, assuming local
thermal and hydrodynamic equalibrium between phases and negligible thermal dispersion
coefficients. The volume-averaged homogeneous enthalpy method offers several
advantages: (a) it employs a fixed—grid numerical scheme; (b) it accounts for the
complicated interfacial structures of the various constituents and is valid for any volume
fractions of the wick porous matrix and the liquid and frozen phases of the working fluid;
and (c¢) it does not necessitate implicit tracking of the liquid—solid (L-S) interface. This
method is also preferred because it can be easily incorporated into the conventional fully—
thawed enthalpy conservation scheme. This is an important advantage, particularly since
the change—of—phase is only one of the multiple processes involved in the physical
operation of heat pipes. The resulting enthalpy conservation equation has the form (see
APPENDIX A-2):

2 fex(on); + e - 1(ph), +(-e)ph), ] +div (o), a]

_ oP,
ot

(3.27)

+q, o +q, & —dxv(Q)+;:-<I)L,

where the subscripts S, L and m refer to the frozen phase, liquid phase and solid matrix
respectively, € is the porosity (void fraction) of the porous matrix, and ¥ is the fraction of
the frozen fluid in the voids of the porous matrix. Since we are only concerned here with
slow liquid flows in the wick generated by gravity or capillary forces, viscous dissipation
and compressible effects can be neglected in the liquid. In this case, the right-hand side of
Equation (3.27) reduces to the divergence of the heat flux vector. The main difficulty of
the enthalpy formulation is that an appropriate procedure is required to insure that the
velocities are null in the solid phase. The idea is to derive a flow equation which reduces to
the proper form of the Brinkman—Forchheimer-extended Darcy equations in a liquid
control element, yields zero velocity in a frozen volume element, and provides a transition
zone in the mushy element which, though artificial, maintains mass and momentum
balances. This is best achieved by a gradual slow—down technique, which treats each
volume element undergoing phase—change as a porous medium with known liquid volume
fraction (Voller and Prakash 1987; and Beckermann and Viskanta 1988). This technique
replaces the wick porosity, €, appearing in Equations (3.1) to (3.3), (A-6) and (A-41) with
the liquid volume fraction in the wick, &/-y) ; thus, the permeability and liquid velocity
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approach zero near the frozen region, as the momentum Equations (3.2) and (3.3) reduce to

the hydrostatic pressure equations.

Finally, the parallel theoretical model (Equation A-45) and Maxwell's Equation (A-47) for
randomly packed and sized cylinders are used to calculate the effective axial and radial
thermal conductivities of the screen wick, respectively (see APPENDIX A-5). The model
of Veinberg (Equation A-52) for distributed spheres is used to calculate the effective
thermal conductivity of isotropic porous media such as ceramic powder, metallic felt or
sintered metal.

3.6. LIQUID-POOLING SUBMODEL

An effect that has been overlooked in earlier models is the thermal expansion of the liquid
during the startup/cooldown of the heat pipe. Liquid thermal expansion is very important
for transient modeling of heat pipes utilizing working fluids having high thermal expansion
coefficients, such as liquid-metals and water. Experiments have shown that during
startup, the liquid volume in the heat pipe increases, causing its excess volume to pool at
the end of the condenser and reduce its effective length (Merrigan et al. 1986). Such a
behavior could not be accounted for if the liquid flow and thermal expansion are neglected,
resulting in erroneous predictions of the liquid and vapor pressures in the heat pipe. Also
modeling these phenomena is of paramount importance to accurately predict the wicking

limit and dryout conditions.

Figure 3.4 presents a schematic of the liquid model incorporated in the present effort.
During the startup of a heat pipe, as the input power to the evaporator increases with time,
the temperature of the liquid phase in the evaporator section increases rapidly initially, and
hence the working fluid volume increases due to thermal expansion. When the rate of
increase in the liquid volume (taking into account vapor condensation in the condenser
section) exceeds the liquid flow rate towards the evaporator, the radius of curvature of the
liquid meniscus increases. Eventually, the rising concave liquid meniscus at the L-V
interface becomes flat at some point along the heat pipe (such occurrence is referred to
herein as the wet point , as defined by Busse and Kemme, 1978). At the wet point, liquid
and vapor interfacial total pressures become equal and the void fraction in the pores of the
wick is zero. The position of the wet point can be determined by comparing the vapor
pressure recovery with the liquid viscous pressure drop in the condenser region. When the

former is small compared with the latter, the wet point occurs at the end of the condenser
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region. If the pressure recovery exceeds the liquid pressure drop in the condenser, the wet
point moves across the condenser till it eventually appears at the beginning of the condenser
region in the case of a much higher pressure recovery. After the first wet point is
encountered, further heating of the heat pipe could cause the liquid meniscus at the wet
point to become convex, which would correspond to the case of a negative pore void
fraction at the L-V interface (Figure 3.3). While such a convex liquid meniscus in the wick
might be possible in principle under normal operating conditions, it cannot occur in
practice. Because of vapor shear stress and condensation at the L-V interface, such an
interface structure is unstable, the excess liquid will be entrained by the vapor stream,
transforming the convex meniscus into a coherent liquid plane surface (Busse and Kemme
1978). Therefore, for any practical reasons, the interface is flat at any wet point position in
the heat pipe. As the expanding liquid is dragged by the vapor high—velocity flow, the wet
point propagates across the condenser region. Eventually, the wet point reaches the end of
the condenser, forming a liquid pool. Experiments performed at Los Alamos by Merrigan
et al. (1986) using a lithium heat pipe have shown that during startup, excess liquid in the

heat pipe pools at the end of the condenser and reduces its effective length.

A submodel has been incorporated into HPTAM to handle these liquid—pooling processes.
This submodel assumes that as the transient progresses in time, any excess liquid is swept
by the vapor flow towards the end of the condenser, leaving a flat interface and filling up
the eventual concave menisci on its way. When a convex liquid meniscus occurs
somewhere along the heat pipe, the interface is set flat (the void fraction in the pores of the
wick is forced to be zero) at this particular location. The radial momentum jump condition
at the L-V interface (Equation 3.15) is used to calculate the pressure in the liquid cell next
to the diphasic interface. Then, using the mass balance in this cell, the mass of the liquid
pooling into the vapor core is determined. This mass is then transported into the next
interfacial liquid cell. Therefore, the wet point moves towards the end of the condenser.
When the interface at the end of the condenser becomes flat, excess liquid accumulates in
the vapor core and forms a liquid pool. The liquid—pooling submodel also simulates liquid
pool recession conditions during the subsequent cooldown of the heat pipe. As the heat
pipe cools down, the average liquid temperature and volume decrease due to thermal
contraction, and the amount of excess liquid which accumulated at the end of the condenser
(liquid pool) is reduced, and eventually vanishes, so that a positive liquid meniscus is
restored in the condenser region.
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Other phenomena, such as free-molecule and transition flow regimes, need to be

considered to model the transient operation of high—temperature heat pipes.
3.7. FREE-MOLECULE AND TRANSITION FLOWS REGIMES

During the startup at low temperature of a frozen or fully—thawed liquid—metal heat pipe,
very low pressures arise in the vapor region, and free-molecule and transition flow
conditions are prevalent there. The gas flow through a cylindrical channel can be classified
into three types, depending on the dimensionless Knudsen number K;,, which is the ratio
of the molecules mean free path A to the channel diameter D (Dushman and Lafferty 1962,
chapter 2). The first type of flow is the viscous flow regime, which occurs when the mean
free path is very small compared to the diameter of the channel, so that molecule-molecule
collisions dominate. The second type of flow, the free—molecule flow regime, occurs
when the mean free path of the gas is large compared to the channel diameter, and is limited
by the molecular collisions with the walls. The third type is the transition flow regime, for
which both molecule-molecule and molecule—wall collisions are important. These three

types of flow have been classified as follows:

(1) viscous flow, for K, <0.01
(2) transition flow, for 001 <K, <1 (3.28)
(3) free—molecule flow, for 1. <K,

The values of the Knudsen number, 0.01 and 1.00, are rather arbitrary, since the viscous
and transition flow regimes are approached asymptotically; they correspond to a ratio of
viscous to total flow conductance of 90% and 7.7% respectively (APPENDIX B).

The flow charts for lithium, sodium, potassium and water heat pipe working fluids give an
estimate of the transition temperatures between viscous, transition and free—molecule flows
regions, as a function of the vapor core diameter. To draw these flow charts, the mean free
path of the vapor molecules is calculated as a function of temperature using Equation

(B—1), reproduced here for convenience:

M 1 A 1 k T

= D=2a=—=— r (B_])
\/ETEO"Na P, Kn Kn \/Enoz Pou(Ty)
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where M is the molecular weight and o is the effective diameter of the gas molecules. In

this equation, the vapor density is taken as that of the saturated phase. The effective
molecular diameters of lithium, sodium, potassium and water heat pipe working fluids are
estimated in APPENDIX B.

The resulting flow charts for liquid—-metals and water heat pipe working fluids are
presented in Figures (3.5) to (3.7). For a liquid—metal heat pipe with a vapor core diameter
of 2.2 cm, the transition temperatures between free—molecule, transition and viscous flow
regimes are 810K and 1030K for lithium, 540K and 680K for sodium, and 450K and
570K for potassium (Figure 3.5). Clearly, since these liquid—metal fluids are frozen at
room temperature and have melting temperatures (453.7 K, 371.0 K and 336.4 K
respectively) below their free~molecule transition temperature, a heat pipe startup from
frozen conditions belongs to the free—molecule flow regime; therefore it is necessary to
include such modeling to predict the transient operation of liquid—metal heat pipes from the
frozen state and the fully—thawed condition.

For a water heat pipe, viscous flow conditions are prevalent over the whole temperature
and pipe diameter ranges of interest (micro—heat pipes are not being considered here),

because of the relatively high vapor pressure of this fluid above its melting temperature
(Figure 3.7).

Because funding from NASA Lewis Research Center was discontinued in March 1994, the
present report does not include any information concerning the modeling of the free—
molecule and transition vapor flow regimes. However, the final version of HPTAM
includes the capability of modeling these non—continuum flow regimes and the frozen
startup of liquid—metal heat pipes, and this effort is well documented and described in Mr.
Tournier's Dissertation (1995).

The thermophysical properties of the wall material and the working fluids, and the state

equations of the liquid and vapor phases are described in the next subsection.
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3.8. THERMOPHYSICAL PROPERTIES AND STATE EQUATIONS

The thermophysical properties of the wall material and the liquid and vapor phases are
taken to be temperature dependent (also pressure dependent when relevant). The model
incorporates various working fluids such as lithium, sodium, potassium and water, as well
as various structural materials including tungsten, niobium, zirconium, stainless—steel,
carbon and copper.

Additional wall materials are easily incorporated, as they only require knowledge of
density, thermal conductivity and heat capacity as a function of temperature. However, for
a new working fluid, a great deal of data is needed, since the properties of the solid, liquid
and vapor phases are needed (see Table 3.2). Much of these properties are difficult to

locate, particularly for the vapor phase.
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TABLE 3.2

Properties of Working Fluids (Solid, Liquid and Vapor Phases).

References and Temperature Range of Validity for the Thermophysical

Property of working fluid lithium sodium potassium water
Melting temperature Ty,
[\gNeastpl986] 453.7 K 3709 K 336.4 K 273.15K
Saturation vapor pressure || Tjn,—1600 K | T(p—1450 K | Tn—1400 K | T,n—600 K
Psai(T) [Hall 1988] [Vargaftik [Vargaftik [Irvine and
1975] 1975] Liley 1984]
Surface tension of liquid || T;n—1600 K | T,—1450 K | T;—1400 K | 300—647 K
phase o(T) [Léger 1980]| [Vargaftik | [CEA 1963] | [Vargaftik
1975] 1975]
Density of saturated liquid || Tm—1600 K | Tn—1450 K | T,—1400 K | Tjp—647 K
pL (T) [Léger 1980] | [Vargaftik [Vargaftik [El-Wakil
sat 1975] 1975] 1981]
I[sothermal compressibility || T(,—2000 K | Tn—2000 K | T,—1800 K | 300—373 K
of saturated liquid B,(T) [Ohse 1985] | [Ohse 1985] | [Ohse 1985] | [Weast 1986]
Dynamic viscosity of liquid || T;m—1500 K | Tjn—1500 K | T(n—1500 K | T;,—600 K
phase p (T) [Ohse 1985] | [Ohse 1985] | [Ohse 1985] | [El-Wakil
1981]
Thermal conductivity of Tm—I1500K | T(n—1500 K | T(n—1500 K | Tn—600 K
liquid phase kg (T) [Léger 1980] | [CEA 1963] | [CEA 1963] | [El-Wakil
1981]
Specific heat capacity of Tm—1600K | T;n—1500K | T—1500K | Tjn—647 K
- L Vargaftik Vargaftik Woloshun et | [Irvine and
liquid phase Cp(T) [ 1975] [ 1975] [ al. 1989] £iley 1984]
Dynamic viscosity of 80*—2000 K|800*—1500 K[800*—1500 K| Ty,—600 K
[Vargaftik [[Woloshun et [ [Woloshun et | [Vargaftik
(saturated) vapor kv(T) 1975] al. 1989] | al. 1989] 1975)
Thermal conductivity of  |[700*—2500 K[700*—1500 K[700*—1500 K| T;—620 K
(saturated) vapor ky(T) [Ohse 1985] | [Ohse 1985] | [Ohse 1985] | [Vargaftik
1975]
Latent heat of vaporization || T,—1600 K | T;—1500K | Tn—1500K | Tn—647 K
hte(T) [Vargaftik [Vargaftik [Vargaftik [Reynolds
1975] 1975] 1975] 1979]
270 K—T,, | 100 K—T, | 100 K—Tp,
: : 100 K—Tp, [Metals [Metals [Touloukian
Density of solid phase ps(T) | 111.11"/988] | Handbook | Handbook 1970]
l 1979] 1979]
Thermal conductivity of 100 K—Tp, | 100 K—Ty, | 100 K—Ty, | 120 K—Tp,
solid phase kg(T) [Touloukian | [Touloukian | [Touloukian | [Ross et al.
1970] 1970] 1970] 1978]
4323 kJ/kg | 113.0kl/kg | 59.5 kl/kg
Latent heat of fusion Hiyyg [Metals [Metals [Metals 333.6 kl/kg
Handbook Handbook Handbook [[Moeller 1980]
1979] 1979] 1979]
Specific heat capacity of 100 K—Tp, | 100 K—Ty, | 100K—Ty, | 70 K—T},
. S [Touloukian | [Touloukian | [Touloukian }[Weast 1986]
solid phase Cy(T) 1970] 1970] 1970]

*: correlation can be used at lower temperatures.
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TABLE 3.3. References and Temperature Range of Validity for the Thermophysical
Properties of Structural Materials.
Property of Melting Density Thermal Specific heat
structural material temperature PmS conductivity capacity
Thus km(T) Cg‘(T)
3680 K | 19350 kg/m3 | 120—3000 K [ 2732600 K
tungsten [Weast 1986] | [Weast 1986]| [Hoetal [Touloukian
1968] 1975]
2740 K 8570 kg/m3 |200—2300 K {273—1900 K
niobium [Weast 1986] | [Weast 1986] | [Hoet al. [Touloukian
1968] 1975]
zirconium 2120K 6490 kg/m3 |200—2000 K [298—1800 K
(0.£B metallic phase [Weast 1986] | [Weast 1986]| [Hoetal. | [Touloukian
change at 1140 K) 1968) 1973]
1700 K 7900 kg/m3 | 80—1200 K |200—1230 K
stainless—steel [Weast 1986] [Weast 1986] [Metals [Metals
Handbook Handbook
it 1979] 1979]
>3700 K | 2250 kg/m3 [200—1500K CL“:
carbon [Weast 1986] | [Weast 1986] [Sclhglélglder 1506 J/kg.K
1360 K 8920 kg/m3 [200—1200 K [323—1273 K
copper [Weast 1986] | [Weast 1986]| [Hoetal. [Touloukian
1968] 1975]

In addition to the thermophysical properties, inverse functions and derivative functions are
needed in many cases to perform the numerical solution of the problem. For these reasons,
all of the property information is in the form of functional evaluations. Most of these
functions were derived by using least—squares regression on table values and experimental
data from the literature. Tables 3.2 and 3.3 show the references selected for the various
properties of working fluids and structural materials, and give the temperature range of
validity of the extrapolated functions. For every property, data from several references
were plotted against each other as a function of temperature. In most cases, good
agreement was found in between the various references, and a consistent set of data was
selected that would cover the widest range of temperature. Due to the limitation in space,
only the major dataset reference is given in Tables 3.2 and 3.3. It is important to specify
the temperature range of validity since all too often a function obtained by least-squares
regression gives nonphysical results (such as very large or negative values) outside the

temperature interval of extrapolation.
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The density of the liquid phase is calculated as a function of pressure and temperature to
account for the fluid thermal expansion and compressibility. Because of the capillary
pressure head at the L-V interface, due to the concave meniscus in the wick, the pressure
of the liquid phase is less than the corresponding vapor pressure, that is the liquid phase is
subcooled. Because the van der Waals state equation cannot practically be used away from
the critical point, the density of the liquid phase is obtained in terms of pressure and

temperature from the following relation:
p(T.P ) ={1+B(T)[P, -P_(T)] } pL(T) . (3.29)
where B is the isothermal compressibility factor of the saturated liquid phase.

The density of the vapor phase is obtained as a function of pressure and temperature using

the ideal—gas law:

M
T,Py)=—P, . 3.30
pv( V) RT v ( )

g

Enthalpies of the solid, liquid and vapor phases of the working fluid are obtained as
illustrated in Figure 3.8. The enthalpy of the liquid phase is taken as that of the saturated
liquid phase and is related to the liquid specific heat capacity by:

T
h"(T) = h® + jcg(T)dT : (3.31)

T REF

The enthalpy of the saturated vapor phase is the sum of the enthalpy of the liquid phase and
of the latent heat of vaporization:

h¥(T)=h"(T)+h (T) . (3.32)

By definition, the heat capacity at constant pressure is the partial derivative of the enthalpy

with respect to temperature, so that the vapor specific heat capacity is:

CY(T) :CE(T)+%[hfg(T)] . (3.33)
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Finally, the enthalpy of the solid phase is related to the enthalpy of the liquid at melting
temperature, the heat of fusion and specific heat capacity of the solid by:

Tfus

h$(T) = h"(Tgy) - Hyyy = | c(Mdr . (3.34)
T

A h (T) vapor phase

> T
O K -';US

FIGURE 3.8. Enthalpies of Solid, Saturated Liquid and Saturated Vapor Phases of
Working Fluids as a Function of Temperature.

This section ends the description of the physical heat pipe model. The next chapter
describes in details the discretization of the governing equations and numerical technique
used in HPTAM.
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4. METHOD OF SOLUTION

Simulating the transient operation of heat pipes involves solving a highly non-linear
homogeneous two—phase flow problem, which incorporates the effect of surface tension
and the processes of phase change at the liquid-vapor (L-V) interface. The two-
dimensional Heat Pipe Transient Analysis Model (HPTAM) developed herein solves the
compressible Navier—Stokes equations in the vapor region, and models the liquid flow in
the wick with the Darcy—Forchheimer—extended flow equations. The vapor and liquid
phases are coupled at the L-V interface through the mass, radial momentum and energy
jump conditions. In addition, the evaporation, condensation, sublimation and
resolidification rates are calculated from the kinetic theory of gases to account for the
thermal resistance at the L-V and S-V interfaces. HPTAM geometrically relates the radii of
curvature of the liquid meniscus at the L-V interface to the volume of vapor in the wick,

and simulates pooling of excess liquid in the condenser.

Because of the physical complexity of the problem, advanced numerical methods are
required. In this work, a stable solution technique for simulating transient operation of a
fully—thawed heat pipe is developed, that is accurate and efficient in terms of CPU time.
Various segregated solution techniques are implemented, one based on the non-iterative
Pressure Implicit Splitting Operator (PISO) of Issa (1986), another of the SIMPLEC
segregated iterative type. Their accuracy and computation time requirement are examined

using experimental results for the heatup and cooldown transients of a horizontal water heat

pipe.

The most efficient technique, HPTAM-Revised, is a SIMPLEC-type segregated solution
technique which includes two internal iterative steps to resolve the pressure—velocity and
temperature—velocity couplings and reduce the linearization errors of the