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Abstract
Generating high quality, structured, continuous, body-fitted grid systems (multiblock grid systems) for complicated geometries has long been a most labor-intensive and frustrating part of simulating flows in complicated geometries. Recently, new methodologies and software have emerged that greatly reduce the human effort required to generate high quality multiblock grid systems for complicated geometries. These methods and software require minimal input from the user—typically, only information about the topology of the block structure and number of grid points. This paper demonstrates the use of the new breed of multiblock grid systems in simulations of internal flows in complicated geometries. The geometry used in this study is a duct with a sudden expansion, a partition and an array of cylindrical pins. This geometry has many of the features typical of internal coolant passages in turbine blades. The grid system used in this study was generated using a commercially available grid generator. The simulations were done using a recently developed flow solver, TRAF3D.MB, that was specially designed to use multiblock grid systems.

Introduction
Generating high quality, structured, continuous, body-fitted grid systems (multiblock grid systems) for complicated geometries has long been a most labor-intensive and frustrating part of simulating flows in complicated geometries. Although the grid generation techniques that have been used are often termed “automatic,” they have in fact been semi-automatic at best since considerable human involvement has been required to generate acceptable grids. The human involvement has been to “carve up” the flow domain into zones of reasonable shape and, through trial and error, set various parameters for the grid generators that optimize the grid system with respect to the conflicting objectives of (a) clustering grid points where they are needed, (b) maximizing “smoothness” (e.g., minimize rapid changes in grid spacing), and (c) minimizing skewness. To avoid the difficulty in generating body-fitted, structured grid systems, researchers have invented different approaches to the “gridding” of flow domains. Using separate body-fitted grids for different parts of the geometries and letting the component grids overlap in an arbitrary manner (Chimera grids\(^2-4\)), has been a popular choice (e.g., Ref’s 5-7). The use of unstructured grids has also received much attention in recent years, precisely for the relative automation of the grid generation process for complex geometries and for the apparent flexibility that unstructured grids offer to dynamically adapt the grid to the computed solutions.

Recently, new methodologies and new software\(^8-12\) have emerged that greatly reduce the human effort required to generate high quality multiblock grid systems for complicated geometries. These methods and software require minimal input from the user—typically, only information about the topology of the block structure and density of grid points. The grid generation software then optimizes the grid with respect to orthogonality, smoothness and other conflicting objectives. A distinguishing feature of the multiblock grid systems is that they, in general, cannot be mapped to a single index (or computational) space. In essence, these multiblock grid systems are unstructured at the block level but structured at the cell level (array arrangement of cells within each block). The absence of structure at the block level results in great flexibility in the creation of mesh topologies for complicated geometries and an opportunity to generate high quality grid systems. The only requirement for the block structure is that the blocks be topologically quadrilateral in two dimensions (2D) and hexahedra in three dimensions (3D).
The objective of this paper is to demonstrate the use of the new breed of multiblock grid systems in simulations of internal flows in complicated geometries. The geometry used in this study is a duct with a sudden expansion, a partition and an array of cylindrical pins (see Fig. 1). This geometry has many of the features of internal coolant passages in turbine blades and has been used in experiments aimed at increasing the understanding of coolant flow and heat transfer in turbine blades\(^\text{13}\). The grid system used in this study was generated using a commercially available grid generator called GridPro\(^\text{12}\). The simulations were done using a recently developed flow solver, TRAP3D.MB, that was specially designed to use multiblock grid systems\(^\text{14}\).

The paper is organized as follows: Following this introduction, the problem to be studied is described. Afterwards, the grid system used in the computations is discussed and some important features pointed out. Next, the major elements of flow field cannot be predicted without detailed numerical simulations. Consequently, heat transfer results from the experiments were reported in Ref. 13.

**Grid System**

A multiblock grid system was generated for the branched duct geometry shown in Fig. 1. The grid system was generated using a commercially available grid generator called GridPro\(^\text{12}\). A 2-D grid system was initially generated for the cross section shown in Fig. 1b. A stack of the 2-D grids forms the final 3-D grid system, which extends from the channel floor to the symmetry plane midway between the floor and the ceiling. Figures 2–4 show the 2-D grid system used in the current study. Figure 2a shows the block structure of the grid whereas Fig. 2b shows a close-up view of the block structure around the partition and pins. Figure 3 shows grid system for the main-part of the duct and Fig. 4 shows a close-up view of the grid near the corner at the sudden expansion and around the partition and pins.

There are several features to note about the grid system used in this study. First, as seen in Fig. 2a, there are several singular points in the grid where three, five or six blocks come together. Because of these singular points, the grid system cannot be mapped to a single computational space, and flow solvers utilizing grids of this type must be set up to handle the singularities properly. However, allowing these kinds of singularities in the grid is exactly what gives the flexibility that is needed for generating high quality continuous structured grids for complex geometries such as the branched duct. A second feature to note is that high quality “boundary-layer type” grids are obtained around all solid surfaces. Thus, O-grids are formed around the pins and grid lines wrap around the partition (see Fig. 4a). Also, grid lines run parallel to the side walls of the duct and turn around the slightly rounded expansion corner (note, in the actual geometry used in the experiments reported in Ref. 13, the expansion corner is slightly rounded, here modeled with a radius of 0.5mm). These high quality boundary-layer type grids lend themselves well to computations of viscous flows and facilitates accurate implementation of physical boundary conditions. A final feature to note about the grid system in Fig. 2–4 is that the grid everywhere smooth and, except in the immediate vicinity of
singularities, nearly orthogonal. In particular, the grid is very nearly orthogonal at all solid surfaces, as the singularities are located away from all physical boundaries.

The 3-D grid system used in the current study contains about 2 million cells. Each 2-D cross section of the grid contains about 50,000 grid points, 65% of which are in the blocks immediately adjacent to solid wall surfaces (the boundary layer grids). The grid system was generated in 283 full-face matching blocks. The size of the 2-D blocks varies from \(8 \times 8\) to \(65 \times 24\). Typical grid spacing normal to sidewalls, pins and partition is \(2 \cdot 10^{-4}\) whereas grid spacing at the channel floor is \(1.1 \cdot 10^{-4}\) (note, dimensions are normalized by the height from the floor of the channel to the symmetry plane).

**Flow Solver**

The simulations performed in this study were done using a recently developed computer code called TRAF3D.MB.\(^{14}\) This code is is a general purpose flow solver, designed specifically for use in simulations of flows in complicated geometries. The code is based on an earlier code, TRAF3D, an efficient code designed for simulations of flows in turbine cascades.\(^{15}\) The TRAF3D.MB code uses a cell-centered finite volume discretization of the compressible Navier-Stokes equations. The discretization is second-order accurate in space. The code offers a choice between central differencing with artificial dissipation and the AUSM\(^{16}\) scheme for the inviscid flux terms of the governing equations. Central differencing is used for diffusion terms. Baldwin-Lomax eddy viscosity model\(^{17,15}\) is currently used to model the effects of turbulence on the mean flow. The model is applied at all solid walls of the geometry. In corners between two walls, the contributions to the eddy viscosity from the walls is averaged as shown in Ref. 15. Boundary conditions are implemented using ghost cells. The types of boundary condition to apply at physical boundaries are conveniently specified at runtime.

Solutions are marched to steady state using four stage Runge-Kutta time stepping scheme. Convergence to steady state is accelerated by using local time stepping, implicit residual smoothing and multigrid. To reduce overhead due to communication of data between blocks in multiblock grid systems, exchange of data between blocks takes place only before the first stage of the Runge-Kutta scheme. Also, implicit residual smoothing is done independently within each block.

The TRAF3D.MB code was specifically designed for use with multiblock grid systems such as the one used in the current study. The code is equipped with a completely general multiblock capability, i.e., there is no limitation on the number of blocks a grid system may have or on how they can be connected. Ghost cells are used to accomplish the necessary communication between the blocks of the multiblock grid system. The ghost cells, in effect, create an overlap between blocks and communication between blocks simply involves loading into the appropriate ghost cells the data needed from neighboring blocks. In the current implementation two layers of ghost cells are used around each block of the grid system, creating, in effect, a four-cell wide overlap between blocks. This overlap allows the use of fourth-difference artificial dissipation or up to third order accurate upwind formulas for the inviscid terms of the governing equations without loss of accuracy at block boundaries. Communication takes place on all levels of the multigrid cycle at the beginning of each smoothing sweep.

The TRAF3D.MB code has been used in studies of various turbomachinery and prototype flows. Two simulations in particular serve as validations of the accuracy and capability of the flow solver. The first was a simulation of a laminar flow over a backward facing step. Excellent agreement with available experimental data was obtained for both reattachment length and velocity profiles, with reattachment length predicted to within 3% of the experimentally measured values. The results are reported in Ref. 18. The second simulation was of the flow and heat transfer in a turbine rotor cascade, where detailed resolution of the flow field in the tip clearance region was obtained. The predicted values of heat transfer on the rotor tip matched very well with experimentally determined values. The results from these numerical simulations are described in Ref. 19.

**Results**

Simulations of flow in the branched duct are currently under way. At the time of printing of this paper, only very preliminary results are available. The results presented here are for flow conditions modeled after the medium Reynolds number case \((Re = 335000)\) reported in Ref. 13. The appropriate flow conditions were obtained by specifying, along with the Reynolds number, the static back pressure at the exit of the lower and upper branches of the duct to be the same as in the experiments (pressure specified as a ratio of the inlet total pressure).

The boundary conditions used for the computations presented here are as follows: The static pressure ratios at the exit of the upper and lower branches of the duct were specified as 0.9685 and 0.9725, respec-
At the inlet, a constant total pressure was specified, equivalent to assuming a flat incoming velocity profile. At all solid walls, a no-slip condition was imposed. Wall temperature was fixed at 1.1 times the inlet total temperature. These boundary conditions are only an approximation to the actual run conditions used in the experiments. The most significant difference is that in the experiments, a flow with a developed boundary layer entered the test section. Consequently, the mass flow rate obtained in the simulations is likely in excess of the experimental value.

A sample of results from the simulations is shown in Fig's 5-8. Figure 5 shows the velocity field in the symmetry plane of the duct. Only shown is the region around the pin array and partition, where the topology of the grid is most complicated. Note, velocity at every-other-grid point is plotted. Figure 6 shows a close up view of the flow around some of the pins and the leading edge of the partition. Figure 5 reveals how the array of pins acts as a blockage that diverts the flow towards the upper channel of the duct. Consequently the flow approaches the partition at an angle of attack close to 60°. The flow separates above the partition as expected. The blockage effect also causes the flow to enter the pin array with a non-uniform angle. This contributes to a complicated flow field within the pin array (see e.g., Fig. 6) and behind the pins.

Figure 7 shows the velocity field near the expansion corner. As in Fig. 5 and 6, the flow in the symmetry plane of the duct is plotted. Every other vector on grid lines normal to the solid wall is plotted. As the figure shows, the flow separates at the corner. The details of the flow at the corner are well captured without excessive resolution away from the corner.

Finally, Fig. 8 shows contours of static pressure ratio around the leading edge of the partition. Note the continuity of the contours across all block boundaries. As a rule, this continuity is obtained when multiblock grids are used since no interpolations are needed at block boundaries.

**Conclusions**

Although only preliminary computations of the branched duct flow have been formed thus far, it is still possible to draw important conclusions about the suitability of the present methodology for simulation of viscous flows in complex geometries. A first conclusion is related to the use of multiblock grid systems to model the complicated geometry. A high quality multiblock grid system was successfully generated for the complicated branched duct geometry. The grid obtained was smooth and nearly orthogonal. In particular, high-quality grid was obtained around all solid walls. In the 2-D cross section, about 65% of grid points were located in the blocks around the pins, partition and side walls, with the remaining 35% located away from the walls. Thus, one may conclude that other types of structured grids, such as Chimera grids, with similar resolution of the boundary regions, would require about the same total number of grid points as the current grid scheme. On the other hand, the use of complicated interpolation schemes to transfer data between blocks, as is needed when Chimera grids are used, is avoided in the the multiblock flow solver.

In the current approach, the grid system was generated in many small blocks. Although it is possible to use fewer blocks to generate the grid, the fact remains that multiblock grid systems for complicated geometries tend to come in many small blocks. For two reasons, this can be a drawback. First, for flow solvers that run on vector supercomputers, the small blocks tend to lead to short vector lengths and degradation in performance. This effect was observed for the flow solver used in this study. This can be remedied by merging small blocks and form larger ones that allow greater vector lengths, or by writing the computer codes in special ways that allow greater vector lengths. Second, using many small blocks will impact negatively the rate of convergence to steady state if coupling between the blocks is not sufficiently strong. At this time definitive conclusions about the importance of this effect as it relates to the present flowsolver cannot be drawn as the needed numerical experiments have not yet been performed. Indications are, however, this is not a serious effect and that coupling between blocks in the present algorithm is strong enough.

A final observation to be made relates to the use of Baldwin-Lomax turbulence model. Although the Baldwin-Lomax model has been found to work surprisingly well in many complicated flows (see, e.g., Ref. 19) it can not be expected to work perfectly in the current application, due to the complicated 3-D flow field, for instance behind the array of pins in the lower branch of the duct. For future detailed simulations, a more general two-equation turbulence model should be used.
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Figure 1. Branched duct geometry (a) experimental setup (b) schematic drawing of the test section (all dimensions are in centimeters). Figure reprinted from Ref. 13 (with permission).
Figure 2. Topology of multiblock grid system (a) overall grid, (b) around pin array and partition.

Figure 3. Grid system for the center region of the branched duct.
Figure 4. Close-up view of grid near (a) expansion corner and (b) pin array and position
Figure 5. Velocity field in the lower branch (symmetry plane).

Figure 6. Close-up view of velocity field near (a) pin 3, (b) pin 7, (c) pin 12 and (d) leading edge of the partition.
Figure 7. Velocity field near expansion corner (symmetry plane)

Figure 8. Static pressure ratio contours near leading edge of the partition (symmetry plane).
### ABSTRACT

Generating high quality, structured, continuous, body-fitted grid systems (multiblock grid systems) for complicated geometries has long been a most labor-intensive and frustrating part of simulating flows in complicated geometries. Recently, new methodologies and software have emerged that greatly reduce the human effort required to generate high quality multiblock grid systems for complicated geometries. These methods and software require minimal input from the user—typically, only information about the topology of the block structure and number of grid points. This paper demonstrates the use of the new breed of multiblock grid systems in simulations of internal flows in complicated geometries. The geometry used in this study is a duct with a sudden expansion, a partition and an array of cylindrical pins. This geometry has many of the features typical of internal coolant passages in turbine blades. The grid system used in this study was generated using a commercially available grid generator. The simulations were done using a recently developed flow solver, TRAF3D.MB, that was specially designed to use multiblock grid systems.