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This study is a direct result of an on-going project to model the reliability of a large real-time control avionics system. In previous modeling efforts with this system, hardware reliability models were applied in modeling the reliability behavior of this system. In an attempt to enhance the performance of the adapted reliability models, certain software attributes were introduced in these models to control for differences between programs and also sequential executions of the same program [8]. As the basic nature of the software attributes that affect software reliability become better understood in the modeling process, this information begins to have important implications on the software development process.

A significant problem arises when raw attribute measures are to be used in statistical models as predictors, for example, of measures of software quality. This is because many of the metrics are highly correlated [1, 4]. Consider the two attributes: lines of code, LOC, and number of program statements, Stmts. In this case, it is quite obvious that a program with a high value of LOC probably will also have a relatively high value of Stmts. In the case of low level languages, such as assembly language programs, there might be a one-to-one relationship between the statement count and the lines of code. When there is a complete absence of linear relationship among the metrics, they are said to be orthogonal or uncorrelated. Usually the lack of orthogonality is not serious enough to affect a statistical analysis. However, for the purposes of some statistical analyses such as multiple regression, the software metrics are so strongly interrelated that the regression results may be ambiguous and possibly even misleading. Typically, it is difficult to estimate the unique effects of individual software metrics in the regression equation. The estimated values of the coefficients are very sensitive to slight changes in the data and to the addition or deletion of variables in the regression equation.

Since most of the existing metrics have common elements and are linear combinations of these common elements, it seems reasonable to investigate the structure of the underlying common factors or components that make up the raw metrics. The technique we have chosen to use to explore this structure is a procedure called principal components analysis. Principal components analysis is a decomposition technique that may be used to detect and analyze collinearity in software metrics. When confronted with a large number of metrics measuring a single construct, it may be desirable to represent the set by some smaller number of variables that convey all, or most, of the information in the original set. Principal components are linear transformations of a set of random variables that summarize the information contained in the variables. The transformations are chosen so that the first component accounts for the maximal amount of variation of the measures of any possible linear transform; the second component accounts for the maximal amount of residual variation; and so on. The principal components are constructed so that they represent transformed scores on dimensions that are orthogonal [4].

Through the use of principal components analysis, it is possible to have a set of highly related software attributes mapped into a small number of uncorrelated attribute domains. This definitively solves the problem of multicollinearity in subsequent regression analysis [3]. There are many software metrics in the literature, but principal component analysis reveals that there are few distinct sources of variation, i.e. dimensions, in this set of metrics. It would appear perfectly reasonable to characterize the measurable attributes of a program with a simple function of a small number of orthogonal metrics each of which represents a distinct software attribute domain.

SOFTWARE ATTRIBUTES AND SOFTWARE FAULTS

There is now sufficient evidence to support the conclusion that there is a distinct relationship between software faults and measurable program attributes and that this information will yield specific guidelines for the design of reliable software. In particular, software complexity measures are distinct program attri-
butes that have this property [3]. If a program module is measured and found to be complex, then it will have a large number of faults. These faults may be detected by analytical methods, e.g., program inspections. The faults may also be identified based on the failures that they induce when the program is executing. A program may preserve a number of latent faults over its lifetime in that the particular manner that it is used may never cause the complex code sequences to execute and thus never expose the faults. Alternatively, a program may be forced to execute its complex code segments early in its life cycle and thus fail frequently early on followed by reliable service.

Code faults are not inserted by some random process analogous to the assignment of chocolate chips to cookies in the cookie manufacturing business. Faults occur in direct relationship to the complexity of the programming task. It is said about one of our recent presidents that he could not walk and chew gum at the same time. A programmer faced with the task of converting a complex requirement into a complex algorithm in a rich programming language has a much more difficult task than just walking and chewing. It is quite reasonable to expect that the programmer will make errors. These errors will express themselves as faults in the program. From a maintenance perspective, it will be very expensive and time consuming to find and to fix these faults. The real problem is to identify design rules that will restrict code faults from being introduced in the first place.

The concept of module granularity is relevant in terms of our description of a software system. At the lowest level of granularity, the micro level, we might define a module to be the smallest compilable unit of code. The next level of module granularity might be called the top level module granularity. In this case, all include compiler directives have been preprocessed by the compiler system. Typically, these top level modules will be the smallest units that may be measured by an execution profiler, a concept that will be necessary later in this discussion. Yet another level of granularity would be the functional subsystem level, i.e. the collection of modules grouped together in such a subsystem that would work in concert to solve a particular problem.

Whole classes of faults can be characterized as within-module faults. An example of this might be the case where a local identifier within a module is inadvertently assigned the wrong value by a programmer. One stage of fault analysis will examine the relationship of micro complexity measures such as the Halstead software science measures to faults occurring within module boundaries.

At the macro complexity level, we are interested in software measures that describe the interaction of program modules. This would include the macro measures of software coupling, call graph features, or more global software system metrics such as the aggregate complexity metric [2]. At this level we are interested in the relationship between macro complexity measures such a coupling complexity metrics and faults that are found on the inter-module interface level.

Yet another class of software faults do not relate to physical problems in the code but to temporal sequencing anomalies in a real-time control environment. This fault class will represent the highest level granularity. This is the operating system task management level. In this case the operating system or operating environment is responsible for the sequencing of the operation of program modules and the successful rendezvous of these modules.

A DOMAIN MODEL OF SOFTWARE ATTRIBUTES

In most linear modeling applications with software metrics, such as regression analysis and discriminant analysis, the independent variables, or metrics, are assumed to represent some distinct aspect of variability not clearly present in other measures. In software development applications, the independent variables, in this case, the complexity metrics, are strongly interrelated or demonstrate a high degree of multicollinearity. In cases like this, it will be almost impossible to establish the unique contribution of each metric to the model. One distinct result of multicollinearity in the independent measures is that the regression models developed using independent variables with a high degree of multicollinearity have highly unstable regression coefficients. Such models may be subject to dramatic changes due to additions or deletions of variables or even discrete changes in metric values. To circumvent this problem, principal components analysis has been used, quite successfully, to map the metrics into orthogonal attribute domains [4]. Each principal component extracted by this procedure may be seen to represent an underlying common attribute domain.

To aid in the visualization of this concept, the principal components analysis of a large avionics
software system will be examined. In this specific example, a set of 13 metrics were identified. These metrics were chosen because they were thought to represent a number of distinct software complexity attributes. Each of the 13 measurements were obtained from a set of 1300 program modules that comprise the avionics system.

Many of the 13 metrics are known to be highly correlated. The first step in the investigative process is to determine how many distinct orthogonal attributes are really being measured by these 13 raw complexity metrics. Principal components analysis will reveal this orthogonal attribute structure. From Table 1, which contains the results of the principal components analysis of the 1300 software modules, we can see that most of the information represented by the original 13 metrics can be reduced to three orthogonal attribute domains. This table contains the values that assess the strength of the relationship between each raw metric and the three resulting orthogonal domains. There is a group of six metrics, for example, that are closely related to the first domain in the new orthogonal attribute domain structure. These are highlighted with boldface type. Similarly there are four raw metrics associated with the second attribute and three with the third. In some cases it is useful to associate names with the domains. The metrics most closely associated with Domain1 in Table 2 are those whose table values are the largest in column one of the table. For clarity, they have been typed in bold. All of these metrics seem to share a common property of Size measurement. Similarly, the metrics associated with Domain2 seem to share a Structure measurement and those in Domain3 a Control measure.

If we carefully examine the set of 13 measures used above we can observe that there are some conceptual areas of software attributes that are not represented in this set of metrics. For example, there is the matter of data structure complexity. Clearly, there are no measures present in the set for this software attribute. The problem is that we do not know just how many distinct, measurable attributes a software system might have. But we do know that these 13 metrics are only measuring three distinct, uncorrelated attributes.

**Attribute Domain Model**

The objective now is to begin to build and extend a model for software attributes. This model will contain a set of orthogonal attribute domains. Once we have such a model in place we would then like to identify and select from the attribute domain model those attributes that are correlated with a software quality measure, such as number of faults. Each of the orthogonal attributes will have an associated metric value that is uncorrelated with any other attribute metrics. Each of these attributes may potentially serve to describe some aspect of variability in the behavior of the software faults in a program module.

One the primary purposes in the use of principal components analysis is to reduce the dimensionality of the attribute problem. In the specific case of the avionics system under current scrutiny, there were initially thirteen apparent software attributes that were being measured. Through the use of principal components analysis, we find that there are three distinct attribute domains that will serve to explain most of the variation observed in the original set of thirteen metrics. Further, we can transform the thirteen raw attribute measures for each of the 1300 program modules into three new uncorrelated metrics, one for each of the new orthogonal attribute domains. While this reduction in the number of metrics has simplified the problem somewhat, we really would like to represent each program with a single metric that would allow us to compare (order) each of the program modules in comparison to the rest of the program modules.

There have been some tragically ill-considered attempts to design software systems reflecting the complexity of the object being designed. The most notable of these attempts relates to the use of McCabe’s measure of cyclomatic complexity V(g). For some unknown reason, magic values of cyclomatic complexity are now being incorporated into the requirements specifications of some software systems. For example, we might choose to specify that no program module in the software system should have a cyclomatic complexity greater than an arbitrary value of, say 15. This is a very good example of how software measures might well be used in the design process.

There are potentially catastrophic consequences associated with this univariate design criterion. First, there is little or no empirical evidence to suggest that a module whose cyclomatic complexity is greater than 15 is materially worse than one whose cyclomatic complexity is 14. Secondly, and most important is the fact that if, in the process of designing a software module, we find that the module has a cy-
clomatic complexity greater than 15, the most obvious and common solution to the problem is to divide
the software module into two distinct modules. Now we will certainly have two modules whose cy-
clomatic complexity is less than 15. The difficulty here, is that instead of one program module, we have
created two, or possibly three, in its place. This will increase the macro complexity of measures related
to complexity. In other words, we have decreased cyclomatic complexity, but we have increased cou-
pling complexity. The result of the ignorant decision may well be that the total system complexity will
increase. This, in turn will lead to a concomitant increase in total faults.

From the attribute domain model, we can see that there are many distinct software complexity
domains. If we make design decisions on the basis of incomplete measurements, we run the risk of doing
ourselves real damage. As above, we may make a design decision to reduce a measurement in one
domain but this may in fact cause a concomitant increase in measures in other complexity domains. The
net result of this univariate decision is that the net complexity of a system may rise. While it is true that
we may have fewer faults associated with aspects of control complexity, we run the risk of increasing the
count of faults associated with coupling considerations.

In order to simplify the structure of software complexity even further than the orthogonal domains
produced by the principal components analysis it would be useful if each of the program modules in a
software system could be characterized by a single value representing some cumulative measure of com-
plicity. The objective in the selection of such a function, \( g \), is that it be related in some manner to
software faults either directly or inversely such that \( g(x) = ax + b \) where \( x \) is some unitary measure of pro-
gram complexity. The more closely related \( x \) is to software faults, the more valuable the function, \( g \), will
be in the anticipation of software faults. Previous research has established that the relative complexity
metric, \( p \), has properties that might be useful in this regard. The relative complexity metric, \( p \), is a
weighted sum of a set of uncorrelated attribute domain metrics [6, 7]. This relative complexity metric
represents each raw metric in proportion to the amount of unique variation contributed by that metric.

A sample of the relative complexity values for the avionics software system is shown in Table 3,
together with the domain metrics. This table contains three compartments. The first compartment shows
the program modules of the least complexity; the second compartment shows those of average relative
complexity; and the third compartment contains the complexity values from the most complex modules
(by relative complexity). The last column in the table lists the total faults found in each of the associated
modules. We can see an obvious relationship between the relative complexity of a program module and
the number of faults found in it. The bivariate correlation between these two variables is approximately
0.80 for all of the data from the 1300 program modules.

**Maintaining a Software Measurement Data Base**

From the standpoint of design methodology, we would like to be able to use the measurements from past
software development efforts for the purposes of developing a preliminary assessment of current or active
software design project. In other words, we would like to have the ability to use a past system to serve as
a baseline for a current development project. In essence the objective is to use an existing data base to
baseline subsequent measures from a software system currently in development. We might choose, for
example, to take the first build of a real-time control software system that was developed in the past and
use this for a real-time control software system currently being developed. In this sense, all subsequent
software measures on new systems will be transformed relative to the baseline system.

The ability to use information from past development projects in current design work is most im-
portant. This is due to the fact that many of the software quality and reliability attributes of a system can
only be measured after the system has been in service for some time. If a software system under current
development is directly comparable to one that had demonstrated quality and/or reliability problems in
the past, there is evidence to suggest that the design had better be modified, and soon.

The attribute measures presented so far are static measures of the program. They measure such
features of the program as its size and the complexity of its control structure. If the functionality of a pro-
gram was extremely restricted, these static measure might well be sufficient to describe the program en-
tirely. Most modern software systems, however, have a broad range of functionality. Consider, for ex-
ample, the software system for a typical spreadsheet program. The number of distinct functions in such a
system and the number of ways that these function might be exercised are both very large numbers. In
addition to static measures of program attributes, we must also be concerned with dynamic measures of programs as well.

Execution Profile

A software system is written to fulfill a set of functional requirements. It is designed in such a manner that each of these functionalities is expressed in some code component. In some cases there is a direct correspondence between a particular program module and a particular functionality. That is, if the program is expressing that functionality, it will execute exclusively in the module in question. In most cases, however, there will not be this distinct traceability of functionality to modules. The functionality will be expressed in many different code modules. In addition to the user profile derived from the customer profile, one can derive a functional profile for each system mode of operation. Of course, each mode of operation has its own occurrence probability. For a given system mode, it is possible to refine that mode into the functions it requires and each function's occurrence probability providing a quantitative distribution of the relative use of various functions.

As a program is exercising any one of its many functionalities, it will apportion its time across one to many program modules. This temporal distribution of processing time is represented by the concept of the execution profile. In other words, if we have a program structured into \( n \) distinct modules, the execution profile for a given functionality will be the proportion of time spent in each program module during the time that the function was being expressed.

Another way to look at the execution profile is that it represents the probability, \( p_i \), of execution occurring in module \( m_i \) at any point in time. When a software system is running a fixed function there is an execution profile for the system represented by the probabilities, \( p_1, p_2, p_3, \ldots, p_n \). For our purposes, \( p_i \) represents the probability that the \( i^{th} \) module, in a set of \( n \) modules, is in execution at any arbitrary time.

Each functionality will have its own, possibly unique, execution profile. The specific implications for software design in the concept of the execution profile may be drawn from information theory. In this case, each scenario under which the program may execute has its own set of execution profiles. Each of the execution profiles may be assessed in terms of its entropy defined as follows:

\[
    h = -\sum_{i=1}^{n} p_i \log_2 p_i.
\]

The point of maximum entropy will occur when all modules will execute with an equal probability. In which case,

\[
    h_{\text{max}} = \log_2 n - 1.
\]

This point of maximum entropy would occur in a circumstance where all modules of a program were executed for precisely the same amount of time under a given input scenario. It is a point of maximum surprise. There is no information as to where the program is likely to be executing at any point in time. At the other extreme, the point of minimum entropy, \( 0 \), is the point at which the program will execute in only one of its modules. The probability of executing occurring in this module is 1.0. The probability of it executing any other module is 0.

The concept of entropy may also be used to evaluate a design in terms of its modularity. We can see that the entropy for a set of \( n \) program modules is bounded above by \( \log_2 n - 1 \). From the standpoint of entropy, the maximum effect of a decision to increase the number of modules in a design from \( n \) to \( n + 1 \) is basically the difference between \( \log_2 n \) and \( \log_2 (n + 1) \). For small \( n \), this difference might be substantial. For large \( n \), the incremental effect of the additional module is not that great.

The entropy of a design is not a sufficient condition in its own right for the evaluation of a design. There is clearly an interaction between entropy and complexity. A design of low entropy implies that a great deal of time is spent in relatively few modules. If the associated modules have small values of relative complexity then its reliability should be high. If, on the other hand, the most frequently executed modules are also very complex, we would anticipate a low reliability for the system.

Functional Complexity

As per the earlier discussion of relative complexity, it can be seen that it is possible to characterize a pro-
gram module by a single value such as relative complexity. This relative complexity measure, \( p_i \), of a program is a measure of the program at rest. When a program is executing, not every one of its modules will receive the same level of exposure. This is evident in the concept of execution profile. Some executions might result in very complex program modules being executed. Other program input stimuli may cause the program to execute only its least complex modules.

There is then, a dynamic aspect to program complexity that is related to its entropy under a particular test scenario. The functional complexity, \( \phi \), of the system running an application with an execution profile defined above is then:

\[
\phi = \sum_{j=1}^{a} p_j \rho_j
\]

where \( p_j \) is the relative complexity of the \( j^{th} \) program module and \( p_j \) is the execution probability of this module. This is simply the expected value of relative complexity under a particular execution profile. The execution profile for a program can be expected to change across the set of program functionalities. In other words, for each functionality, \( f_i \), there is an execution profile represented by the probabilities \( p_{i1}, p_{i2}, ..., p_{ia} \). As a consequence, there will be a functional complexity \( \phi_i \) for each function, \( f_i \) execution, where

\[
\phi_i = \sum_{j=1}^{a} p_{ij} \rho_j
\]

This is distinctly the case during the test phase when the program is subjected to numerous test suites to exercise differing aspects of its functionality. The functional complexity of a system will vary greatly as a result of the execution of these different test suites.

Given the relationship between complexity and embedded faults, we would expect the failure intensity to rise as the functional complexity increases. If an application is chosen in such a manner that there are high execution probabilities for the complex modules, then the functional complexity will be large and the likelihood of a failure event during this interval would be relatively high. Given the relationship between software complexity and software faults, some applications will lead to consistent failures while others will not. The most important message, here, is that a software system will fail in direct relationship its functionality. This is a very predictable and understandable relationship.

SOFTWARE RELIABILITY MODELING

Almost all of the current software reliability modeling approaches are simply derivatives of hardware reliability models. Our view of complex software systems is colored by our experience with complex mechanical or electronic systems. In the case of software systems it is evident that these systems are clearly a different animal. Consider the case of a jet engine as a mechanical system. When this system is operating, essentially all of its components are operating together. An operational test of this system may be achieved by simply breathing life into it. This is not the case with software systems. These systems contain many independent components, or modules. Taken in their totality there are potentially a vast number of distinct paths that may be taken through these systems as a function of the different inputs to the system. Hence, the dynamic complexity of the software system will depend on the inputs to the system. The net effect of differing inputs to the system is that the operational or functional complexity of the system will change in response to the varying inputs. Given the association between module complexity and errors, it follows that as applications change over time intervals, so too, will the likelihood of faults change with respect to time.

If we closely examine the attempts to fit simple Non-homogeneous Poisson Process models or simple two parameter Weibull type models to empirical data, a consistent pattern emerges. There are systematic departures in the observed values from the predicted values. These departures represent significant trends in the residuals. There is something systematically happening in the execution of the software. This clearly does not represent noise in the system. It is the thesis of this paper that the departure of the residuals from the random pattern that we would expect due to measurement errors and other sources of noise is directly attributable to the functional complexity of the software in execution.

In order to demonstrate the integration of functional complexity into the modeling process, the Weibull distribution will be used. This is basically a three parameter distribution whose cumulative dis-
tribution for a random variable, \( x \), is given as follows:

\[
F(x; \alpha, \beta, \gamma) = 1 - e^{\left(\frac{x - \gamma}{\alpha - \gamma}\right)^\beta}
\]

where \( \beta > 0 \), \( \alpha > 0 \) and \( \gamma \geq 0 \). The location parameter, \( \gamma \), will represent the minimum life of the system. The parameter, \( \beta \), is the shape parameter or Weibull slope. The parameter, \( \alpha \), is the scale parameter.

In the particular case where we wish to represent the cumulative failure probability of a system with a minimum life of zero, the \( \gamma \) term vanishes yielding a two parameter Weibull distribution,

\[
F(x; \alpha, \beta) = 1 - e^{\left(\frac{x}{\alpha}\right)^\beta}
\]

Let us now surmise that the scale of the distribution represents the functional complexity of the software varying by functionality over time. The former parameter, \( \alpha \), will now be derived from empirical data. This form of the Weibull distribution is a one parameter distribution in \( \beta \). The bottom line of this new modeling process is the observation that the probability of the failure of a software system is not just strictly a function of time. It also appears to be a function of the actual code that is executing at any point in time. This new process may be summarized quite succinctly as follows: Tell me what the software will be executing and I will tell you what its reliability will be for that application.

SUMMARY

It is increasingly evident that the reliability of a software system is largely determined during program design. One distinct aspect of the software design process that lends itself to measurement is the decomposition of the functionality of a system into modules and the subsequent interaction of the modules under a given set of inputs to the software. The actual distribution of execution time to each software module for a given input scenario is recorded in the execution profile for the system. For a given input scenario to a program, the execution profile is a function of how the design of the software has assigned functionality to program modules.

The reliability of a software system may be characterized in terms of the individual software modules that make up the system. From the standpoint of the logical description of the system, these functional components of the larger system are, in fact, operating in series. If any one of these components fails, the entire system will fail. The likelihood that a component will fail is directly related to the complexity of that module. If it is very complex the fault probability is also large. The system will be as reliable as its weakest component.

It is now quite clear that the architecture of a program will be a large determinant of its reliability. Some activities that a program will be asked to perform are quite simple. They will be easily understood by designers and programmers alike. The resulting code will not likely contain faults. If, on the other hand, the specified functionality of a program is very complex and, as a result ambiguous, then there is a good likelihood that this functionality will be quite fragile due to the faults introduced through the very human processes of its creation. A more realistic approach to software reliability modeling will reflect the software reliability in terms of the functionality of the software.
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<table>
<thead>
<tr>
<th>Domain</th>
<th>Size</th>
<th>Structure</th>
<th>Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>N₂</td>
<td>0.964</td>
<td>0.106</td>
<td>0.096</td>
</tr>
<tr>
<td>LOC</td>
<td>0.950</td>
<td>0.119</td>
<td>0.166</td>
</tr>
<tr>
<td>N₁</td>
<td>0.946</td>
<td>0.117</td>
<td>0.064</td>
</tr>
<tr>
<td>η₀</td>
<td>0.921</td>
<td>0.029</td>
<td>0.057</td>
</tr>
<tr>
<td>Steps</td>
<td>0.740</td>
<td>0.225</td>
<td>0.472</td>
</tr>
<tr>
<td>Comm</td>
<td>0.662</td>
<td>0.056</td>
<td>0.395</td>
</tr>
<tr>
<td>Max-Path</td>
<td>0.109</td>
<td>0.914</td>
<td>0.303</td>
</tr>
<tr>
<td>Path</td>
<td>0.115</td>
<td>0.909</td>
<td>0.296</td>
</tr>
<tr>
<td>Paths</td>
<td>0.128</td>
<td>0.853</td>
<td>0.189</td>
</tr>
<tr>
<td>Cycles</td>
<td>0.045</td>
<td>0.761</td>
<td>0.238</td>
</tr>
<tr>
<td>Edges</td>
<td>0.170</td>
<td>0.376</td>
<td>0.866</td>
</tr>
<tr>
<td>Nodes</td>
<td>0.169</td>
<td>0.384</td>
<td>0.864</td>
</tr>
<tr>
<td>η₁</td>
<td>0.222</td>
<td>0.541</td>
<td>0.647</td>
</tr>
</tbody>
</table>

Table 1. Complexity Domain Structure for Avionics Software

<table>
<thead>
<tr>
<th>Module</th>
<th>Domain1</th>
<th>Domain2</th>
<th>Domain3</th>
<th>p</th>
<th>DR Count</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>-0.783</td>
<td>-0.016</td>
<td>0.369</td>
<td>43.36</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>-0.782</td>
<td>-0.017</td>
<td>0.368</td>
<td>43.36</td>
<td>0</td>
</tr>
<tr>
<td>3</td>
<td>-0.782</td>
<td>-0.017</td>
<td>0.368</td>
<td>43.36</td>
<td>0</td>
</tr>
<tr>
<td>4</td>
<td>-0.777</td>
<td>-0.021</td>
<td>0.361</td>
<td>43.37</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>-0.777</td>
<td>-0.022</td>
<td>0.359</td>
<td>43.37</td>
<td>0</td>
</tr>
<tr>
<td>6</td>
<td>-0.772</td>
<td>-0.027</td>
<td>0.349</td>
<td>43.39</td>
<td>0</td>
</tr>
<tr>
<td>7</td>
<td>-0.769</td>
<td>-0.031</td>
<td>0.343</td>
<td>43.40</td>
<td>0</td>
</tr>
<tr>
<td>8</td>
<td>-0.763</td>
<td>-0.001</td>
<td>0.314</td>
<td>43.53</td>
<td>0</td>
</tr>
</tbody>
</table>

Table 2. Sample Program Modules with Domain Metrics, Relative Complexity and Faults