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PREFACE 

This document contains the proceedings of the Workshop on Human-Computer 
Interaction and Virtual Environments held in Hampton. Virginia, April 26-27, 1995. The 
workshop was jointly sponsored by the University of Virginia Center for Computational 
Structures Technology and NASA. Workshop attendees came from government agencies, 
energy laboratories, industry and universities. The objectives of the workshop were to assess 
the state-of-technology and level of maturit; of several areas in human-computer interaction 
and to provide guidelines for focused future research leading to effective use of these facilities 
in the desigdfabrication and operation of future high-performance engineering systems. 

Certain materials and products are identified in this publication in order to specify 
adequately the materials and products that were investigated in the research effort. In no case 
does such identification imply recommendation or endorsement of products by NASA, nor 
does it imply that the materials and products are the only ones or the best ones available for this 
purpose. In many cases equivalent materials and products are available and would probably 
produce equivalent results. 

Ahmed 1(. Noor 
Center for Computational Structures Technology 
University of Virginia 
Hampton, VA 
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INTRODUCTION 

Design objectives for future high-performance engineering systems include improved 
manufacturability, rapid prototypiag, and reduction in both qualification testing and life-cycle 
costs. One of the major technologies that can help in achieving these objectives is "synthetic or 
virtual environments." Synthetic environment is a convergence of a number of technologies 
including user interfaces, flight and visual simulation, and telepresence. Among the 
advantages of using synthetic environment facilities in design, the following three can be cited: 
a) bringing the users of the engineering system into the design process much earlier; b) solving 
multiple problems occurring during the design, at once; and c) reducing the expensive and 
time-consuming testing. 

The joint NASA/University of Virginia workshop held in Hampton, Virginia, April 26- 
27, 1995 provided a forum for a wide spectrum of researchers and experts from government 
agencies, energy laboratories, industry md universities. An attempt was made to: 

1) assess the state-of-technology and level of ! iturity of several areas in human- 
computer interaction, and their potential application to futuie high-performance engineering 
systems; and, 

2) provide guidelines for focused future research leading to effective use of these 
facilities in the desigdfabrication and operation of future high-performarice engineering 
systems. 

A list of several technologies, which collectively should comprise the next-generation 
design :nvironment, was compiled from the participants. These technologies include: 

1) routine use of immersive virtual reality envirc-ments, such as the MUSE and the 
CAVE facilities at the Sandia National Laboratories and the University of Illinois, and the 
virtual wind tunnel at NASA Ames; 

2) selective use of sonification and haptic interfaces. Sonificatlon facilities are suited for 
alert or excephm notification, and for easily identified auditory icons. Haptic interfaces are 
useful for a wide variety of applications. This is particularly true for design problems where 
aesthetic considerations are paramount: 

3) integrated product and process models (such as ti 8 :  "Smart Product Model" used in 
the ARPA-funded Simulation Based Design - SBD Project) that organize product design into a 
hierarchical, object-oriented structure and that bind various models, analyses and simulations 
topther inith the product data; 

4) use of adlpanced "physics-based" simulations of the product's performance, 
manufacture, operations, etc. to evaluate the product at all stages of its development cycle and 
to aid in training; 

5 )  extensive use of distributed, networked computing and data exchange so as to 

6) use of high-performance computing resources via networks on an as-needed basis; 

7) linking of cost estimation and iisk management tools with the ptoduct development 

integrate geographically dispersed design and product development teams; 

tools (such as was demonstrated in the SBD Project) so as to provide the design team with 
continuously updated metrics to guide design trade studies; 

xi 
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SYNTHETIC ENVIRONMENTS (SE) 

- 
Virtual 
Reality CJR) 

Augmented 
Reality (AR) 

sysTEQ( 
VIRTUAL E NVIRONMENT (VE! 

Human- 
Machine 

Human-coniputer interaction surd synthetic environments have been the focus of intense efforts 
in recent years. A number of terms have been introduced in connection with these activities. 
Although there are no precise definitrms of these terms, some of the principal defining ideas are 
indicated in Fig. I (see Ref. 1). 

% interface 
(Displays, 

J Controls) i 

In an unmediated "nomal" system the human i n t e r i t s  directly with the environment. In 
contradistinction. in a synthetic environnlent (CSE), a human-machine interface is used to connect the 
human with the physical environnlent. Two major categories of synthetic environment? can be 
distinguished based on what takes place on the nonhuman side of the interftrce. In a teleoperator 
systcm (TS) the i n t e r k c  is connected to a tcierobot thM operites in a master-slave or supervisory 
control mode in a real-world environnlent. By contrast. in virtual cnvironnlent (VE) systems. the 
interhce is connected t o  a computer. In virtual reality (VR) sgstcms. only computer siniulations of the 
reiil-world environment itre used. In ; upmentcd reality (AR) systems. the conipulcr simulation is 
overlaycd on real-world environnlent. The term virtual reality WiLS coined by Jitron bnier .  

(overlayed on 

Figure 1 
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INTRODUCTION 

During the last twenty years, nsearchcrs at Ames haw. been investigating the &sign of pictorial 
displays fop. civilian aefospace applications. In the mid- 1 W s  this work sparired public i m a g i i  
with the suggestion that the experience of a virtual environment provided by a head-mounted aircnft 
simulator could be adapted inexpensively fur a wide variety of other applications. It was suggested that 
thtsc W-mountcd  devices, callad by Jvan Sutherland the "ultimate compwer display," d d  bccomt 
thc ultimate computer in:erface. They were thought to be able to takc computer users beyond the two- 
dimensional &shop metaphor for computer operation into a threc-dimensid environment metaphor. 
They were billed as tht "disapgearing" interface, but as is cumntly ckar, they are still far from 
*disappeared" (Ref. 1). 

One s a y  get a sen= of the background of somc of this work at Amts by very briefly reviewing 
its development through a few example$ of SNdies of human ptrf0ma;anct using interactive graphical 
displays. The essence of this work is human interface des.gn. The characmktic innovation is that the 
interface itself appears as an tnvironmnt. The goal has been to use this new format to advance the 
safety and cffEiency of human-machine interfafes in cwunercid aircraft and spacecraft, and such 
applications have materialized (Refs. 2 and 3); but other applications can extend far beyond those in 
aerospace. 

people have had in pictures as a communication mtdium. Pictorial npresentations have both symbolic 
and geometric components. The Lascaux Cave art, probably the oldest pictures known, emphasizes the 
original, probably primal intexst in symbolism. But pictures also make mre quantitative points. 
Maps w- a form of pictorial representation in which the geometry is central since the message is mote 
numerical, but we can see thar even mapmakers cannot resist decorating their creations with symbols. 

As the graphics capability cf portable computers advanced, it becamc possible in the 1980s to 
consider pictorial display formats for electronic displays in aircraft and spacecraft. At that time 
investigations began of the design of aircraft traffic displays incorporating perspective projections. 

The intuitive and immediate comprehensibility of such displays made them attractive for 
situations requiring quick interpretation; but study of them rapidly shows that effective communication 
requires much more than visual impact and, in particular, that the well known ambiguities of 
perspective images have to be counteracted (Ref. 4). 

In the course of this work the researchers at Ames have followed the long standing interest 

In fact, research and implementation of reference system! at Ames has determined that 
considerabie geometric and symbolic enhancement was necessary to make a perspective-based picturc 
useful as a display for guidance and control (Refs. 5 and 6). The aircraft display shown in Fig. 1 
(lower right) is not just a pretty picture. Some of the enhancements that transform it from what one 
could call a spatial display into a spatial instrument, a display designed for a purpose. are described in 
the caption. 
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Fig\ln 1 - Simply rrndcring an aircraft trt& pattcm in rspective nlative to a reference aircraft 

s d m p . r c f a e a c c  
(center of display) does not in itself provide much spati apc sense of the layout (u 
reference grid he1 but relative altitude is still hard to perceive (uppw right). 
lints tod d t i & w x * s "  to show tht nfennce aimaft's dtiw against all others htlps, but aircraft 

aspect is still ambiguous (lower left). Adding pndrctor lines with additional drop reference lines helps 
nmve aspect ambiguity and resolve futun traffic conflicts (lower right). 

See Refs. 5 and 6 for mon details. 

kft). Adding a 
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This &vice illustrates thc now familiarcomQOnents of all subsequent systtms using bead- 
referenced displays. Sensors to monitor body positions, i.e.. &ad and hand position trackers, 
effectors to present visual information, i.e., a miniature vidco display with accm-wdative relief, and 
some interlinkage hardware to connect the other two components. 

are located at a remote work site (Fig. 3). 
These components combine in an active cootrol loop which gives users the impression that they 

Human 
Operator 

Effectors I 
hands I I joystick/dataglove( 

video camera !I 
Interlinkage 
Hardware 

, Tekopefatiom 
: hardware 

01 SimUlaHon 
Computer 

I 
2 

c 

Physical/ 
Virtual 
worksite 

Figure 3 - Information flows in a virtual environment simulation or telepresence display. 

In the case of a telepresence display the interlinkage hardware includes cameras and 
manipulators; this work site is real, but it could well be synthetic if the interlinkage hardware were a 
computer simulation. 

simulators. Ofter! they are simulators that are worn rather than entered. Accordir?$y, among the first 
operxtional display systems of this sort were indeed, head-mounted c kraf t  siniulaiors (see Fig. 4). 

Unlike traditional simulators associated with vehicular activity, the wearable systems are 
probably more uniquely suited for the simulation of manipulative activity like that associated with 
teleoperation. In particular, we have been interested in the study of the design of direction and distance 
in head-mounted displays of nearby objects; that is, objects within a r m s  length. This applicatica 
domain is relatively new since most head-mounted displays heretofore used in aerospace appiications 
present virtual imagc targets at least several meters away from the user. 

Thus, a central aspect of head-referenced display systems is that they amount to personal 
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Figure 6 - An example of a head-nmnted see-through display with adjustable viewing optics that 
allows indepndcnr v;uratton in ocular vergence and accommodative demand making it an electronic 

hrtplmcope. 

has focused on an intewtiting interaction between the apparent distance to 
the virtual object and real curfaces over which it IS superimposed. Briefly. we find that after graphics 
calibration and alignment. the apparent distance of the vutual object, as indicated by adjustment of a 
real cursor. I F  reduced by superpositron on a red surface at tlte apparent distance of the ubject. This 
phenomena has clear mplicarions far placemait of virtual objech in displays for medical visualization, 
teleoperation md rnechanrcal as..embly. Cumnt work is  directed lo describe it and to understand its 
cause {Ref. 10). 

As part of intereu in the dynamic aspects of the simulation loop. studies have been done on the 
intrinsic response latency of senwrs and furore stdie3 on the role of latency. and update rates are 
planned for a number of perceptual and manual c~~nrrol phenomena. including the apparent offwet of 
cieprtt fU4f mntI<,ncd. 

In c~nctusion. it is useful to recall observation abxit human interaction with pictorial 

W f U t  tor the de s)m - vf ef- ictorirtl d i w  not 111 v-ed ' with the re ah^ I 
. In wine respects I wnse o f  rendcnnr of t w  bur r&pr the 

di\pIap developed from our research on the d w p n  of aermpxe insuumen!s. 

prcwnce 1 x r 1  rhc ccrtnf communuricin oiv image( D:\pl,t> imagec, lrke maps, dre ichernatic 
pictom wi!h Y p i n t .  ctftcn a numencd poinr. 'Jhc princtsle challe~ipc of dcsignrnp them is ofrcn io 
rjeTem?ttlc bow fn portray error in a quickly tnterprctable manner so corrective x i i o n  can htr taken. 

no c M l l p l  of . .  a - 
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This synthetic planning enviroMlental provides the user with control of rckvant static and 
dynamic properties of midcourst thrusts during small orbital changes allowing indcpndent solutions 
to the normally coupled problems of orbital maneuvering. 

This display illustrates how a synthetic environmcnt may be defined so as to couple human 
problem solving abilities with the computer's computational capacities so as to enable interactive 
optimization of complex evaluation functions. Furkmorc, it illustrates that thc synthetic 
environmnts d c f d  to enhancc man-machine communication can benefit from informative symbolic, 
geometric, and dynamic enhancements. 

McLuhan. This media is not the message. The focus of interest is the display and control of error, not 
visual impact. Thus, the panrmount consideration in the design of a virtual environment as an 
environtmntal instnuncnt is the information to be comunicated and the e m  to be controlled. 

As a display of error, i.e., constraint violation, this maneuvering display is distinctly non- 
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CONCLUSION 

Virtual rcplity has opened up a powerful and effective set of new techniques and 
technologies for delivering immcrsive experiences. As the science and art of designing 
these experiences matures, it becomes clear that the engineer and designer should look 
toward the constraints imposed by specific applications for guidance and insight. In many 
cases, the shedding of prior technical assumptions kds to tools that surpass expectations. 
The field of virtual reality is beginning to flourish with exciting and tantalizing immersive 
experiences and tools. 
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COMPUTATIONAL VIRTUAL REALITY (VR) AS A HUMAN-COMPUTER 
INTERFACE IN THE OPERATION OF TELEROBOTIC SYSTEMS 

Antal K. Bejczy 
Jet Propulsion Laboratory 

California Institute of Technology 
Pasadena, CA 91 109 

This presentation focuses on the application of computer graphics or “virtual reality” 
techniques as a human-computer interface tool in the operation of telerobotic systems. VR 
techniques offer very valuable task visualization aids for planning, previewing and predicting robotic 
actions, opd:or training, and for visual perception of non-visible events like contact forces in 
robotic tasks. The utility of computer graphics in telerobotic operation can be significantly enhanced 
by high-fidelity calibration of virtual reality images to actual TV camera images. This calibration 
will even permit the creation of artificial (synthetic) views of task scenes for which no TV camera 
views are available. 

OVERVIEW 

VR as real-time control technique; fusion/ 
calibration issues 

VR as trainin method; kinesthetic/tactilz 
feat u res/inte Irg aces 

VR as task logistician; protocols and 
aud io/vocal interfaces 

VR as visualization tool for abstract, non- 
visible things; displays 

Conclusion 
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VR AS REAL-TIME CONTROL TECHNIQUE WHEN FUSED 
WITH TV CAMERA IMAGES 

Task visualization is a key problem in tekoperation since most of the operator's control 
decisions are based on visual information. The capability of previewing motions enhances the quality 
of teleoperation by reducing trial-and-error approaches in the hardware control and by increasing the 
operator's confidence in control decision making during task execution. Predicting the consequences 
of motion commands under communication time delay permits the command of longer and safer 
action segments as opposed to tb, command of short action segments adoptd in the move-and-wait 
control strategy in time-delayed teleoperation without predictive displays. 

over actual TV camera images. A high-fidelity overlay requires a high-fidelity TV camera 
calibration and object localization. For this purpose, a reliable operator-interactive camera 
calibration and object locaiization technique has been developed at JPL during the past few years. It 
cumntly uses a point-to-point -ping procedure, and the computation of the camera calibration 
parameters is based on the ideal purbole model of image formation by the camera. The technique 
uses the robot arm as the calibration fixture and (LSSUZILCS the usc of a few selectable, good static TV 
camera views. The technique was demonstrated to a broad audience in May 1993 when a JPL control 
station was connected io an ORU exchange mock-up 4OOO km away at GSFC through the NASA- 
select TV channel and the Internet computer network. The task was suzcessfully perfomled under 
varying communication time delay conditions. 

The calibration technique and its application potential gained technical acceptance and is now 
being CortlIllerCialized through a technical transfer agreement with DENEB Robotics, Inc. More on 
this calibration technique and its demonstration in Refs. 1 and 2. A narrated VCR tape is available on 
the demonstration in the JPL Audio-Visual Library (no. AVC-93-165ClD). 

Fusion of graphics and TV camera images can be generated by overlaying graphics images 

Motivation - Communication time de lay: predict actions - Planning complex tasks: preview actions - Intelligent automation: supervise/monitor 

Method of fusing VR images with TV images: 
create high-fidelity overlays of graphics images 
over TV camera images - Calibration technique: point or feature mapping - Motion control of graphics overlays 
Extra benefit: enables artificial or synthetic views 
or scenes 

actions 

(See VCR tape for performance results) 
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VR As TRAINING METHOD WITH KINEST€IETIC/TACTILE 
FEATURES/INTERFACES 

Operator training using a VR display system is a convenient tool for initial familiarization of 
the operator with the teleoperated system without actually turning the hardware system on. Using 
proper physical modeling, even sensors acd sensor fusion can be simulated and graphically shown to 
the operator. Computer graphics simulation of proximity sensor signals is a relatively simple task 
since it only implies the computation of distance from a fixed point of a moving robot hand in a given 
(computed) direction to the nearest environment surface in the graphics “world model”. Force-torque 
sensor signals can also be simulated by computing virtual contact forces and torques for given 
geometric contact models using a spring or a spring plus damper description of the actual contact 
interaction. For some detail, see Ref. 3. 

Modeling of soft things, like tissues, and graphically showing their deformations as a function 
of pressure is a very demanding undertakmg. Some useful information on this topic can be faund in 
Ref. 4. 

Modeling of contact forcedmoments and 
tactile area pressure - and showing them 
graphical I y 

0 Modeling of “soft” things, like tissues - and 
showing their deformations graphically as 
a function of pressure 

Application potential of manual force/ 
moment and tactile feedback from VR 
interaction scenes is increasing for 
- training operators (and surgeons) - “sensitive” teleprogramming 
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VR AS VISUALIZATION TOOL FOR DISPLAYING 
ABSTRACT, NON-VISIBLE THINGS 

Visualization of non-visible events enables a graphical representation of different non-visual 
sensor data and helps management of complex systems by providing a suitable graphical description 
of a multi-dimensional system state. For instance, the constrained and orientation restricted motion 
space of a dual-arm robot working in a closed kinematic chain configuration can be visualized as a 
complex 3-D object with hidden unreachable holes or cavities of varying shapes. An automated 
visualization method has been developed to find and visually represent this complex geometric object 
from a computed numerical data base. The method is an inverse computer vision technique in the 
sense that it creates rathrr than recognizes visual forms. More on this can be found in Ref. 5.  

Several abstract, non-visible things can be 
present during telerobotic operations 
originating from - Internal system constraints - which can 

translate to complex task tpace constraints - Different multidimensional sensor data 
spaces - which, by some mapping, contain 
taskfsubtask goals as single event points or 
restricted small volumes 

Visualization of non-visible things may require 
the use of 
- Complex computational procedures - Some artir+ic creativity for designing graphic 

forms 

An example: visualization of a constrained 
dual-arm geometric work space treated as an 
inverse computer vision problem 
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VR AS TASK LOGISTICIAN SURROGATE 
WITH AUDIONOCAL INTERFACES 

In an emerging field of R&D, researchers embed task protocols or tR=k scripts within a 
suitable VR representation. This requires to map a sequence of VR scenes to a sequence of required 
actions. In a related effort, researchers already initiated the idea of providing the operator with 
performance feedback messages on the operator interface graphics, derived from a st .ed model of 
the task execution protocol. A key element of such advanced feedback tool to the operator is a 
program that can follow the evolution of a teleoperated task by segmenting the sensory data stream 
into appropriate task performance pkases. Task segmentation program? have already been 
implemented using Hidden Markov Model representations (Ref. 6) and Neural Network Architecture 
(Ref. 7) with very promising results. 

VR with embedded task protocolslscripts - 
emerging field of R&D work 

- Mapping the sequence of VR scenes to 
sequence of required actions 

- Mapping the actual performance shown 
on VR scenes to required performance 

Audio/vocal interface to VR-embedded 
task logistician is possible and desirable, 
with some operational restrictions 

- Fixed content both ways 

- Short statements both ways 

Consideration of human factors 
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CONCLUSION 

The application of Virtual Reality techniques/tools in the operation of telerobotic 
systems enables the performance of IMIP; tasks, safer, f&.ty* and inherently -. 
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HOW FAR AWAY IS PLUG ‘N’ PLAY? 

Assessing the Near-Term Pdentid of Sanification and Auditory Display 

Robin Bargar 
Vinual Environment Group 

National Center for Supercomputing Applications 
University of Illinois at Urbana-Champaign 

INTRODUCTION 

Sound is gradually making its way into virtual environments (VE). This presentation addresses 
the state of the sonic arts in scientific computing and VE, analyzes research challenges facing sound 
computation, and offers suggestions regarding tools we might expect to become available during the 
next few years. Sound immerses us in an acoustic world of rhythmic and melodic messages and 
environmental and spatial cues. Remove the sounds in our real world and we will be less certain 
where we are. When sound is incliided in VE, users begin to rely upon it for similar environmental 
orientation. 

Since VE‘s are predominantly graphical display environments. we include discussion of sound 
relative to the computatior! and display of visual information. For many of us, the cinema provides 
formative experiences of sound in visual environments. The cinematic model creates strong 
expectations regarding the roles sound plays and the places we will be able to hear it. Sounds in VE 
fill many cinematic roles. giving an environment a more cmtinuous sense of presence and providing 
information to enhance or reinforce visual displiy. 

A list of classes of audio functionali:y in YE includes sorijfication - the use of sound to 
represent data from numerical models; 3D auditory display (spcrtitr1i:atiort and loculiwtion, also 
called exrentu1i;ution); navigation cues for positional orientation and for finding items or regions 
inside large spa .cs; voice recognition for coiltrolling the computer; external communications 
between users in different spaces; and feedback to the user concerning his own actions or the state of 
the application interface. 

To effectively convey this consideiable variety of signals. we apply principles cf acoustic design 
to ensure the messages are neither confusing nor compcting. Acoustic design requires the talents of 
musicians and composers to ellsure a listener does not experience auditory fatigue. At NCSA we 
approach the design of auditory experience through a comprehensive structure for message:;, and 
message interplay we refer to as cn Automated Soitrid Etrrirotimerit We implement classes of 
auditory messages as high-level functions in a software environment for rendering sounds. Our 
research addresses four engineering and communication challenges: real-time sound synthesis, real - 
time signhl processing and localization, interactive control of high-dimensional systems. and 
synchronization of sound and graphics. Each of these represents a set of hardware-software engines 
needed by the general VE community in order lo effectivel:. use sound. Such engines are not at this 
time commercially available In the following pages we discuss some of the principles involved in 
these tools. practical issues surrour,ding their impkmentation, and examples of their application in 
working VE systems. 
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AN ACOUSTIC OBSERVATION-FEEDBACK CYCLE 

Observation in VE depepds upon interaction between an observer and a computational model. 
Numerical computation is reflected upon through the cognitive process of an observer. To achieve a 
reflection we need an auditory display interface and a control input from the observer to the 
computation. Observation includes the control gestures input from an observer investigating the 
hystem 2nd the cognitive processing of acoustic feedback generated by the resulting state of the 
computational model. "Sounds" and "events" indicate the acoustic signals from the interface have 
been transformed into auditory signals by a listener. The terms yitalitutive and quantitutiw denote 
this trandormation. in distinction to a practice of referring to the "qualities" of numerical dat.1. our 
proposition is that numerical models have intrinsic properties, but these properties do not have 
"qualities" until they are perceived through the actions of an observer and an interface [ 1). 

Bringing numerical data into cognition 

I 
Qualitative I I Quantitative 

I 

Figure 1 
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CONTROL FLOW ARCHITECTURE 

sonjfication is the rendering in sound of scientific data from a numerical model. It is one of the 
least explored functions of auditory display. Computer-synthesized sound is controlled by numetical 
data so it is possible to coI\stNct a control flow from a scientific model to a sound synthesis engine. 
However, them is no guarantee the scietitifrc data will produce intelligible auditory information. A 
sound designer &tennines an appropriate mapping between the two systems. The diagram below 
accounts for two design stages: (1) the creation of a sound synthesis engine capable of producing a 
known and controllable range of sounds. and (2) the creation of an expressive relationship between 
the sound synthesis capability and the characteristics of the scicntifx data. 
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WHAT WE HEAR IN AN ACOUSTlC SIGNAL 

Sound is characterized by energy distribution in the frequency domain and by rapid changes in 
the time domain. Sampling rates of 48 kHz or better arc needed to encode a si@ compatible to the 
perceptual range of the human car. To observe the structure of sound we can decompose a signal 
into a series of discrete short-time Fourier transforms. Our cars are remarkably sensitive to smaIl 
changes in energy in the frequency domain, c - timt The diagram below shows the structure of a 
small sample of the steady-state m: ' ~ 1  of a tone played iq a trumpet. The physical StNCnue of tbc 
trumpet provides a resonating c o l m  of air, its resonant characteristics can be seen in tbe regular 
distribution of energy peaks in the frequency domain. These energy pcaks are called prtiuls or 
IrCum0nc.s. They &tennine the tone quality of a sound. Even distributions present a listener witb 
toopl attributes such as pitch; irregular distributions create noise-like characteristics. In the figure 
note the complexity of the energy peaks, highly structurtd but hgulw,  also note the amount of 
acoustic information discarded as the same signal is reproduced at lower sampling rates. These 
features describe the two most elusive objectives of mal-time sound synthesis: (1) to generate 
compkx harmonic structures, (2) at high sampling rates. 

Figure 3 
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SOUND EVOLVING IN TIME 

In natural sounds, frequency-domain structures evolve in complex ways in the time domain. 
This upper figure shows the energy peaks in a single bassoon tone: frequency is depicted on the 
vertical axis, time on the horizontal axis and amplitude by greyscale. The lower figure provides a 
better view of the amplitude evolution over time. The regular distribution in frequency and stability 
of peak locations in time indicates that the tone is quite harmonic (having a well-tuned pitch). Note 
even with this regularity the high degree of complex variation in local structure. The human ear is 
very good at comparing one such structure with another. The potential 10 hear distinguishing features 
in resonating systcms at this ievel of acoustic stnicture encourqes the pursuit of sonification tools 
for studying high-dimensional data that may have hard-to-detect regularities. 

Spcttal analysis of a hasscnm tone. Time on the X axis. frcqwncy 
on the Y axis, amplitude indicated by darkness of lines. 

. .. :. 

The same hassoon tone analysis viewed as a spectral surface. with frequency 
on the X axis. amplitude on the Y axis. and time receding along the Z axis. 

Figure 4 
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SOUND SYNTHESIS ENGINES 

Two taxonomies of sound synthesis methods account for the range of solutions to the problem of 
generating complex signals. Dodge [2] describes three broad classes: additive accumulation of 
simple waveforms; modulation of one waveform by another to produce sidebands; and filtering of a 
broadband (noisy) signal to obtain desired energy peaks. Each of these produces a steady-state 
waveform with controllable harmonic and noise characteristics. A waveform may be generated by 
continuous functions or lookup tables with a corresponding tradeoff between flexibility and 
computational efficiency. To obtain waveforms varying in time, additional control signals are 
applied to the amplitudes and frequencies of the source signals during the ccurse of a synthesized 
sound. The problem of organizing the control signals in efficient and structured ways remains 
unsolved. Smith (31 provides a classification of synthesis strategies organized by models. The 
models provide varying degrees of criteria for timedomain evolution of the signal. Digitized sounds 
are already complex signals; it is difficult IO manipulate them to produce different sounds. Spectral 
models organize the trajectories of energy peaks in a sound over time; analyses of natural sounds 
may k used to obtain guidelines for the time-based control signals that are required. Physically- 
based models describe coupled excitor-resonator systems with sets of ordinary differential equations. 
These provide efficient time and frequency descriptions; however, they are difficult to control and 
offer many unpredictable solutions. Smiths last category is a catch-all for systems that do not follow 
models based upon the reproduction of natural sounds. 

Dadge: 
Additive Distortion 

Smith: 

Processed Spectral 
Recording Model I 

Subtractive 

Ph,;I 11 Abstract 
Model Algorithm 

I 

Figure 5 
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ACOUSTIC FRAMES OF REFERENCE 

An excerpt from a string quartet from Haydn [SI provides examples of acoustic frames of 
reference constructed from abstract figures in sound. The musical staff orders the instruments by 
ascending frequency range, 'cello, viola, second violin, first violin. Vertical lines across all four 
parts indicate the time passing in measures. Vertical coincidence of notes indicates simultaneity, 
Throughout most of this example the first violin has a more active part. supported by the others 
making more regular sounds that change more slowly. A discourse is established in reference to a 
small collection of musical patterns, which may be shared among the players. Significant changes 
are perceived not on a note-by-note basis, but across the discourse of patterns. 

For example, at measure 40 violin 1 
ascends in an ornamented passage 
while the others play together in a 
steady pulse; at m. 42 the lower 
three instruments sustain single 
tones while violin 1 descends 
through the acoustic space opened 
up in the previous two measures. in 
mu sic t h i s solo-accompaniment 
relation is similar to visual figure- 
groitnd systems. A conversation 
begins in m. 44 as violin 2 and viola 
trade patterns with violin I .  'rhe 

. - : ; -___--_ - ----- - . -  'cello rests in  mm. 45 and 46, 
providing a silence in the lowest 
frequency range. One function of 
silence is to emphasize a sound upon 
its return, such as the return in m. 47 
of the lower the instruments' 
accompaniment role against a loftier 
violin 1 .  Another role of silence is 
to emphasize a sound by isolation, as 
violin 1 solo reaches a peak in m. 49 
while the others rest. In mm. 50-53 
the conversation and rests are 
redoubled and shared by all players, 
reaching a temporary conclusion and - . A'- punctuation when all play and rest 
together. The terminal symbol on 
the musical staff indicates the 
passage will be repeated. The 
composer chooses repetition for 

_.-__---_ - 
0 

<A*!-- . --- .-- 
'u -1 
A ,  . r-r*r -.- -. - -. . -_-_ -------- . _- ___-  -__-  . ____-__ - . . - -  

----.,..- - * -  . _-_ . .- . - __------ ------ -T : -- : -: z J Z Z i  -: -2 _* :-'I I - ~ L :r -5 
4 

-- - - I '  ' .  

m 

.- I ._I_- ---- 

- -  -- -__------ "----------.---- - -  - _--- 
\- 
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PARALLEL RENDERING PIPELINES: F E A T U W  

Yhe capability to generate both sounds and images from a single apparatus, the computer, offers 
desirable features for developing robust audio-visual correlations for making experimental 
observations. 

# Single Hardware Platform 

Single OS and File System 

Single Programming Language 

I$ (Eventually: Single Frame Rate) 

W Timing controlled at top or bottom 

Figure 11 
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PARALLEL RENDERING PIPELINES: GRAPHICS 

Hardware manuiacturers of advanced graphics systems provide sophisticated hardware and 
software renderine pipelines. M X i j  of these operations are available by simplr iur.;tion calls i n  
high-level progra,liming languages. Graphical scenes operating according tc complex real-time 
dynamics may be rapidly prototyped. 

n 

t 
Atmospher?s 
Textures 
Lghting 
Color 
Clipping 
Shading 
Matrix operations 
2 0  and 3 0  Primitives 
Pixels 

Figure 12 
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PARALLEL RENDERING PIPELINES: SOUNDS 

If we look for hardware a d  software support of: Jund rendering o n  gericral-purpoie computing 
platforms. we find no Svch architecture in existing commercial systems. High-fidelity sound 
rendering requires fast floating-point comoutation. a D/A convener and drivers, and an audio sample - 
buffer arid scheduler protected from system interrupts. Multi-media systems on the market do not 
address general-purpose high-fidelity sound rendering. Multi-media systems are currently geared 
toward low-power desktop machines with special hardware support devices. slid offer linear 
reproduction of sound and image sequences that were creaied on non-real-time platforms and are 
primarily non-interactive. High-level computing platforms which have the power to render sound in 
real-time have so far not been targeted for development of the necessary converters. dribeers and 
libraries. Considering the capability of sound to assist in the interpretation of computations 
performed on PO\ .erfu: platforms. the lack of S U ~ P G I I  for audio takes on the appearance of an 
oversight, or ai best a lack of imagination. 

...-"".I,,. .....,-....# .......... r = l  .z::"&e.- 

....I* .... ** 

Atmospheres 
Taturcs 

Cdor 
Clipping 
Shading 
Matrix oprairorts ............ "piay soundfile" 
2D and .ID Priwitiues . ..soundfiles 
Pixel? ....................... .sound samples 

3 Lrghtl rig a 

Figure 13 
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THE NCSA SOUND SERVER 

T'he NCSA Audio Development Group conducts research and provides software prototypes to 
address the need for a real-time interactive sound rendering system to function in parallel with 
graphical systems. We created the NCSA Sound Server to explore the capability for sodnd 
rendering in a general-purpose computing environment [6). The Sound Server is written in C++ and 
runs in UNIX, with a scheduler (HTM) optimized for high-level communications to a D/A converter 
architecture in real-time [7). The Server includes libraries for sound synthesis and signal processing 
(VSS), and high-level "Actors" containing networks of transfer functions for translating numerical 
signals into intelligible acoustic patterns. Communications protocols allow our libraries to be 
contmlled from client applications. Client and server may run on separate machines, passinp 
messages using the serial udp protocol. An interface configuration file format allows the control of 
the mapping between client and server at run time. Thii is critical for practical purposes as it allows 
sound design to be located outside of the client application, increasing the likelihood of immediate 
interactive testing using the client as a sound controller to provide actual data conditions. 

CLIENT - SERVER ARCHITECTURE 
NCSA SOUND SERVER 

\ 

Figure 14 
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THE KCSA SOUND SERVER: FEATURES 

Advmtages typically associated with client-mver architectures provide a favorable media 
development environment for applying sound to scientific computation. 

Client-Server Advantages 

Less code to merge - prototypes easily 

Audio code remains independent and stable 

VE client becomes synthesis interface 

Clients run on platforms other than SGI 

Sound synthesis in real-time in UNIX 

Figure 15 
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PARALLEL RENDERING PIPELINES IN THE CAVE 

The EVL-NCSA CAVE@ provides a testbed for applying sound rendering in parallel to graphics 
environments. Most CAVE applications include a computational engine that models the 
environment as well as the graphical rendering functions. CAVE clients link to audio libraries at 
compile time. The client application typically tuns on a dedicated multiprocessor machine, while the 
sound server requires an interrupt-protected CPU and usually runs on a dedicated machine, receiving 
messages via serial communications. 

CAVE Client - Sound Server Architecture 
. . . . . . . 

Computational 
Model 

Figure 16 
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SOUND-IMAGE SY NCHRONIZATAON: THREE HEADACHES 

Three attributes of standard graphical rendering architecture contradict the needs of sound 
rendering systems. First, high-fidelity sound requires a sample-loop execution 48,000 per second. 
Graphical frame rendering loops perform at much slower rates. Second, the display rate of rendered 
frames is allowed to vaq; radically, whercas sound needs to be displayed at a constant uninterrupted 
sample rate. Pauses as short as two samples in duration will create noticeable discontinuities in the 
foim of bothersome clicks in an audible signal. Third, graphical rendering pipelines have no concept 
of scheduling other than "next in line" and "as soon as possible." Even if visual and audible samples 
are rendered at the same time in their respective pipelines, there is no way to guarantee with existing 
hardware that the results will reach the display devices at the same time. 

The Reality of Graphics Frame Rates 

Resolution of 10-30 frames per second 

Vary with CPU load 

No concept of display time 

Figure 17 











CONCLUSIONS 

The commercial music industry offers a broad range of "plug 'n' play" hardware and software 
scaled to music professionals and scaled to a broad consumer market. The principles of sound 
synthesis utilized in these products are relevant to application in VE. However. the closed 
architectures used in commercial music synthesizers arc prohibitive to low-level control during red- 
time rendering. and the algorithms and sounds themselves are not standardized from product to 
product. Thus a given control signal produces different results on different syntbesizers. To bring 
sound into VE requires a new generation of open architectures designed for human-controlled 
performance from interfaces embedded in immersive environments. 

The impkmtntation of interactive sound synthesis in a general computing environment is a step 
toward "Plug 'n' Play" audio functionality in VE. Both the g r m c a l  computing and digital audio 
communities are just beginning to awaken to tht potential d s  of researchers and artists for these 
ty s of integrated tools. The NCSA Audio Group is developing high-level libraries that can be & d from client applications to create well-structured audio environments. These respond to the 
states of a client application with special sound signals or subtle changes to the acoustic ambiance in 
a VE display. We desire to keep our functionality in software as much we can, with obvious 
tradcoffs between low-level control and speed of execution. In software we have the greatest 
chances of developing a uniform set of protocols to be used and upgraded by the scientifx computing 
community. Hardware manufachuers need to be encouraged to include audio hardware, device 
drivers and synthesis strategies as part of the standard tool set provided for scientific computing 
environments. 

For further information regarding the NCSA Audio Development Group please visit our web 
page at http://www.ncsa.uiuc.eWE#/ardio . 
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THE MANY FACETS OF AUDITORY DISPI t*d 

Meera M. Blattner* 
University of California, Davis 

Lawrence LivemKm National Laboratory 
Livennore, CA 94550 

INTRODUCTION 

It would be difficult to imagine a virtue1 world without sound. Sound surrounds us constantly; 
the ability to hear soukid is one of our basic senses. Why hasn't sound k o m c  an integral part of the 
human-computer interface? There are many historical reasons why this is the case: the letters of the 
alphabet when typed into a keyboard were easily interpreted into binary form €or textual displays upon 
a screen or printed page. Voice 'nput has many difficulties when used as an input medium and 
corresponds more to the difficulties of using handwritten input, where errors occur because input is not 
precise. In the past, nonspeech audio has been associated with music and has not been used for 
conveying information, with certain cxccdons such as bugle calls, fo honis, taking drums, etc., 

designed for human expression with all its subtleties and complexities (Ref. 2). One such example is 
the use of facial expressions used by interface agents that act as guides to assist their human users in 
making decisions. The range of expressiveness in audio is just starting to be appreciated by interface 
&signers. Audio can be used to create intense emotion through music or to enhance our perception of 
real-word phenomena through auditory display. 

In this preskntation we will examine some of the ways sound can be used. We make the case 
that many differtnt types of audio experiences am available to us. We s h d d  not limit our use of audio 
to one type of sound or even several types. A full range of audio experiences include: music, speech, 
real-world sounds, auditory displays, and auditory cues or messages. The technology of recreating 
real-world sounds through physical modeling has advanced in the past few years allowing better 
simulation of virtual worlds. Three-dimensional audio has further enriched our sensory exp-riences. 

which were not universally known and limited in scope (Ref. 1). Inte d aces of the future will be 

*Also with the Department of Biomathematics, M.D. Anderson Cancer Research Hospital, University of Texas Medical 
Center, Hcusion. 
This work was performed with partial suppa of NSF Grant #N-9213823 nnd under the auspices of the U.S. ikputmcnt 
of Energy by Lawrence Livcnnon National Laboratory under Contract No. W-7405-Eng-48. 
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COUNDSCAPES 

Tte . lirmtstions of nal-kme i n t e d v e  computing do not meet our requirrmcnts 
for p r o c l w * r -  for v h v !  i d k y  ir? a convincing manner. Regardkss of these 
restrictions the mpxntations can be no Setter than the grqhks. Computer gnphrcs is still limited in 
its ability to generate complex objects such as landscapes and humans. Nevertheless, useful and 
convincing visualizahm can be made thrwgh a variety of techniques. 

A similar situation is true for sound for virnral reality. It is beyond ow ability to create 
intcnctive swndscrpes that create a faithful reproduction of real world sound; howewr, by choosing 
one’s appiicaho carefully and using sound to enhance a display rather thm only mimic real-world 
scents, a very effective use of sound can be made. 

We cannot create interactive soundscapes tbat 
are .faitbfu! Teproductioas of real world 
sounds. 

I We showrr use sound to enhance a display 
rather than only mimic real-world sounds. 

Figure 1 
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OBJECTS 

What we bear is very Qfferent from what we see. Wt do not always hear objects in the real 
world. Some objects arc only heard because they are out of sight. Some objects make sounds at some 
times, but not others. objects only make swnds when they set up vibrations in a medium that 
surrounds us, such as air or water. This means that they must create a movement to make a sound. 
Even movement does not always cfeate sounds we can hear. 

To associate sounds with an object that does not ordinarily make sound is atifKial and there 
may not be natural associations with these sounds. Sound can be used very effectively to indicate the 
pnsence of objects that are not seen. Film sometimes does this through the use of music or other 
sound effects. 

OBJECTS 
I Objects are usually seen. 

I Some objects are only heard. 

Sometimes the presence of an object is  
detected by sound and interaction with 
another object 
0 footsteps 

coughing 
doorbells 
electrical equipment 

Sound may tell us how an object is 
constructed. 

Figure 2 
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MUSIC AND SPEECH 

fl Music 
d Speech 

Rcal-world sounds 
Auditory displays 
Cues and auditory messages 

3D Auditory displays 

Figure 3 
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REAL-WORLD SOUND AND AUDITORY DISPLAYS 

Rcal-world sounds are the naturai sounds of the world around us, such as leaves rustling or 
birds singing. or man-made sounds such as machine noises or even a band playing in the backgrwod. 
What about sound in our everyday life? Real-world sounds 8fe essential to our Sense of presence in a 
scene that depicts our world around us. R. Murray Schafer (Ref. 3) describes "soundscapes," as 
historical reconst~ctions of the sound that sum)unds people in various environments. Examrles art 
street criers. automobiles, the crackling of candks, church bells, etc. 

Auditory displays include the interpmtatioa of data into sound, such as the association of tones 
with charts, graphs, algorithms or saund in sckntifK visualization. These auditory display technqws 
are used to enable the listener to picture in his or her mind d - w o r l d  objects or data. An exampk of 
auditory display is the work done by Mansur, Blattner and Joy (Ref. 4). in which points on an x-y 
graph were translated into sonic equivalents with pitch as rhe x-axis and time on the y-axis (a nonlinear 
correction factor was used). Recently, Blather, Gntnbcrg, and Kamegai (Ref. 5) enhanctd the 
turbulence of fluids with sound, w k r e  audio was tied to the various aspects of fluid flow and vortices. 

Music 
Speech 

Cues and auditory messages 

d Real-wor'j sounds 
d Auditory displays 

3D Auditory displays 
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CUES AND AUDITORY MESSAGES 

G c d y  audio cucs will be considered auditory icons or eamms, to providc irfonnation to tk 
user. This informotion tends to be nxm abstract than that nctivcd through dtory  dispIays. 
Auditory signals arc detected more quicWy then visual sign?is and produce an alerting or Orienting 
effect (Ref. 6). Nolrspeach signals arc uscd ia warning systems and aircraft cockpits. Atarms and 
sirens fall into this category, but these have bcen used thnwghout history, long before the advent of 
electricity. Examples aze military bugle calls, post-horns, church bells that pealed out time and the 
sarmunccmcats of impostent events. 

Work on d i t o r y  icorrs was done by Gaver (Ref. 7) and c m m  by Blattner, Sumikawa, and 
Gncnbcrg (Ref. 8). Gam uses sampled real-wcdd sounds of objects hitting, breaking, snd tearing as 
described in mil-world sounds abon. However, Gavcr's auditory icons arc mcant io convey 
information ofa m01t &sttact nature, such as diskerrors. ctc. Gavtr used thc term "everyday 
hknhg" to explain our funiliarity with the sounds of common ob- around us. Blattner, 
Sumikawa, and Grccabtrg took musical frasmtnts, ccrllad motives, and varied their musical 
paramtern to obtain a variety of related sounds. We describe the ccmstruction of earcons below. 

v' Cues and Auditory Messages 

Auditory messages or signals were used by 
pco* before the discovery or ekctricity. 

Bells, bugks, trumpets and drums s e r :  
informrtsoll to the countryside or annmced 
the arrival of an impor rat person. 
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VIRTUAL REALITY, TELEPRESENCE 
AND TELECONFERENCING 

The types of sounds described above, speech, music, audio cues, and real-world sounds, can 
all be located in a threc-dimcnsional audio environment. Sound localization by NASA has shown the 
effectiveness of separating voices in space to improve their clarity (Ref. 6). Cohen and Wenzel (Ref. 
9)  are studying the three-dimensional acoustic properties of teleconferencing systems to filter out 
extraneous sounds by the use of "audio windows." The general idea is to permit multiple simultaneous 
audio sources, such as in a teleconfennce, to coexist in a uset-controlled display to easily move 
through the display and separate the channels while retaining the clarity and purity of the sounds. 

TYPES Or' SOU NDS 

d 3D Audio 
Virtual Reality 
Telepresence 

I Teleconferencing 

Figure 6 
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THREE-DIMENSIONAL SOUND 

Thnedimcnsid (lodhed) sound truly imr&uscs the listenet in his or her auditory 
environment. The basis of the work in tke-cbm * nsional acoustic displays is psychoacoustics. The 
virtual umstic environ-t is part of tbc NASA Ames View System (Ref. 6). "he technology of 

IIcy)uslic si@ an rtrecttdby the pinnrc (outcrz$2Eii- and directh oftbeears. 

== function. A rep1-ti.m s stem, drt convo~votrwr, is & tc ' fiter incoming sou& 
using a btad-rclattd transfer function ( k ef. 6). 

simulating threedimensional sound depends on - thesounds~thcytbcytcrtbctars. The 

wtrc placed in h e a r s  of humans wmaMcquins to mtllsurt this effect, called the head- 

3-D AUDITORY DISPLAY 
Synthesis Tdalque 

SYNt)#suED 
CUES 

Wenzel 1982 

Figure 7 



PARAMETERS OF SOUND 

Audio has dimensions or parameters. In nonspeech audio these parameters are manipulated to 

harmoniccontent 

provide the symbols or syntax of messages. The dimensions of sound are (Ref. 9): 

- pitch and register (tone, melody, harmony) - wave shape (sawtooth, square, ...) 
- timbre, filters, vibrato, and equalization 
dynamics 
- inknsity/voldoudncss 
- envelope (attack, decay, sustain, release) 

*timing 
- duration, tempo, repetition rate, duty cyck, rhythm, s;ncopation 

*spatiallocaticm 
- direction (azimuth, ekvation) 
-distanot/rane 
ambiance: presence, ~lcsonance rcverberancc, spaciousness 
rcprcsen*ationaiism: literal, abstract, mixed. 

THEPARAMETERS OF SOUNIT 
I Graphical parameters are (Ref. IO): 

> size 
saturation 
texture 
orientation 
shape 

> color 

Sound parameters are (Ref. 9): 
harmonic content 
dynamics 

> timing 
spatial location 

> ambiance 
> represetri 9' -.mlism 

Figure 8 
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SAMPLED VERSUS DIGITIZED SOUND 

Sampled sounds are digital recordings of sounds which wc can hear. These sounds have the 
advantage of immediate recognizability and ease of implementation into computer interfaces. 
Synthesized sounds an those sounds which arc created algorithmically on a computer. They can be 
made to sound similar to rcal-world sounds through sound a&sis (such as Fourier analysis) and trial- 
andem methods. Since synthesized sounds arc created algorithmically, it is easy to modify such a 
sound in MI time by altering attributes like amplitude (volume). frequency (pitch), or the basic 
waveform function (timbre). F u r t h e m ,  it is casy to add modulation of amplitude or freqmcy in 
real time to create the effects of vibrato or tremolo without changing the basic sound. It is for these 
reasons that sound synthesis is so popular in music creation today. Synthesized sounds offer a high 
degree of flexibility with a reasonable amount of ease. A drawhack of synthesized sound is that each 
algorithm used typicalry mimics some sounds very well and others not as well. 

Since sampled sounds are digital recordings, they can reproduce with extremely high accuracy 
any sound which can be heard. However, the amount of work required to attain equal fkxibility in 
modification, compared with synthesized sounds, is very high. Typically, sampled sounds are 
modified only in amplitude (volume) and frequency (pitch). 

T 
Sampled sounds are digital recordings. 

a Synthesized sounds are sounds which are 
created algorithmically. 
Synthesized sounds may be modified in real 
time by altering attributes like amplitude 
(volume), frequency (pitch), or the basic 
waveform function (timbre). 
Typically, sampled sounds are modified only 
in amplitude (volume) and frequency (pitch). 

Figure 9 
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THE STRUCTURE OF AUDIO MESSAGES 

Earcons are short, distinctive audio patterns to which arbitrary definitions are assigned. They 
can be rrodified in various ways to assume different but related meanings. The building blocks for 
earcons are short sequences of tones called motives. From motives we can build larger units by 
varying musical parameters. The advantage of these constructions is that the musical parameters of 
rhythm, pitch, timbre, dynamics (loudness) and register can be easily manipulated. The motives can bc 
combined, transformed, or inherited to form more complex structurts. The motives and their 
compounded forms are called earcons. However, earcons can be any auditory message, such as real- 
world sounds, single notes, or sampled sounds of musical instruments. 

Motives: The basic melodic and rhythmic units 
A motive is either a single pitch or a sequence 
of two to four pitches 
The family motive is the specific durational 
sequence (rhythm) associatsd with the motive 

H A motive has variable parameters of 
timbre (tone color) 
dynamics (loudness) and 
register (highnow pitches) 

Figure 10 
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EARCON CONSTRUCTION 

A motive may be an earcon or it may be part of a compounded earcon. Let A and B be earcons 
that represent different messages. A and B can be combined by juxtaposing A and B to form a third 
earcon AB. Earcon A may be transformed into emon B by a modification in the construction of A. 
For example, if A is an earcon, a new earcon can be formed by changing some parameter in A to obtain 
B, such as the pitch in one of its notes. A family of earcons m y  have an inherited structure, where a 
family motive, A, is an unpitchcd rhythm of not morc than five notes and is used to &fine a family of 
messages. The family motive is elaborated by the addition of a musical parameter, such as pitch (A+p 
= B) and then preceded by the family motive to form a new carcon, AB. Hence, the earcon has two 
distinct components, an unpitched motive followed by a pitched motive with the same rhythm. A third 
earcon, ABC, can be constructed by adding a third motive, C, with both the pitch and rhythm of the 
second motive, but now has an easily recognizable timbre (A + p + t = B + t = C). 

Combining 
W The procesk of combining to create an earcon 

means linking different motives together in a 
chain-like sequence. 

Transforming 
The process of transformation cosmetically alters a 
motive by changing ks timbre, register, and/or 
tempo. 

H Inheriting 
> The process d inberiting is one in which a single 

earcon is heard in an increasing complex chain. 
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EARCON CONSTRUCTION 

Inheriting earcons 
Error messages for novice users 

Figure 12 
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MULTIPLE EARCONS 

To display more than one e%t~)in their temgoral locations with respect to each other have to be 
identified. Two prir i~ ly  meihods are used: overlaying one w c o n  on top of another and the sequencing 
of earcons (Ref. 11).  Some sort of merging or melding in to new sound could be considered; for 
example, the pitch of two ndcs can be combined into a third itch. Programs typically play audio 
without regard to the overall auditory system state. As a resu K , voices may be played simul!aneously 
or occur with several nonspach tm 
being constructed that blends the soun 
will make each auditory output intelligible (Ref. 12). 

making &e auditwy display ia\c&rent. An audio server is 
of voice, earcons, music, and real-world sounds in a way that T 

How to c t d h t  earcons with each other? 
Two primary methods are c&nd k r e :  

Overlaytng me c.mm em d e r .  

The sequencing of earcons. 

I Some sort ot mer into 8 mew sound, 

F i g w  13 
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WILL AUDIO MESSAGES BE USED? 

Will sounds as abstract as m o n s  be accepted by the majority of users? 1 he advantages are 
very clear: they are easily constructed on almost any type of workstation or personal computer. The 
sounds do not have to correspond to the objects they represent, so objects that either make no sound or 
an unpleasant sound still can be re resented by earcons without further explanation. Auditory icons 

appropriate iconic images. 
that make real-world soulids usual r y can be recognized quickly; however, most messages do not have 

Brewster, Wright, and kdwards (Kef. 13) found earcons to be an effective fern of auditory 
communication. They recommended six basic changes In earcon fcnn to make them more easily 
recognizable by users. The* chimps were: 1) use synthesized musical timbres, I) pitch chagges are 
most effective when used w h  &y&rr, changes, 3) changes in register should be several octaves, 4) 
rhythm changes must be as different m possible, 5 )  intensity levels must be kept close, and 6) 
successive earcons should have a gap bclwt'en them. Earcons are necessanly short because they must 
be learned md understood quickly. Earcons were designed to take advantage of ch*v*-.kin;. rnech;tlisn?s 
and hierarchical structures that favor retention in human memory, Furthermore, thL, : recognition 
rather than recall. If earcons are io be used by the majority of computer users, they must be leamed and 
understood as quicklv as possible taiung advantage of all techniques that may help the user recognize 
them. 

EFFECT1 VE NESS 

I Will sounds that convey information in a form 
as abstract as earcons be accepted by the 
majority of users? 

The advantages: 
u/ Easily constructed 
d Do not have to correspond to the objects they audify 

I Brewster, Wright and Edwards found earcons 
to be an erective form of auditory 
communication. 

Figure 14 



MAPS 

To tcst OUT theories, we cbost to combint auditory display techniques with twdiumsional 
mrpa M a p s u l c p r i m a r i l y u s c d f o r ~  . navigation withia, and analysis of, geographc terrain. 
However, a brovd ~ g e  of dditional infomation may bc c:ntcrest in somt cases: average annual 
rainfall, soil COmp06iti011, locrtioa of mintnl wits ~ n d  ather natural resources. location of rail I;*&=s, 
W o n  of historrcal sights, wim economic factors, ekvatim, ctc. 

MAPS 
Maps are used for orientation and navigation. 

I Other information of interest: 
t average umud r M d l  
b d l  composition 
b b t & m  ot mineral deposits 
t l o c r t i o r r d n i l i i o t s  

location d bbtoricd sigbts, elevation 
t ownership 
t utilities 

Figurt 15 
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MAPS 

Because they need not be static, computerized maps can take advantage of many more methods 
for displaying information than can traditional paper maps. Enlarged windows can appear at a point of 
interest; numerical data can p p  up on dcmand and disappear when no longer needed. Animation and 
pseudocolor can be used to track or call attention to sjnxific information. Nevertheless, because the 
addition of visual data requires that space be allocated for it, a saturation point will eventually be 
reached beyond which interterence with text and grams already on display cancels without any 
possible benefit. h such cases (and others), it may be advantageous to present some of the data in a 
sonic repsentation. Auditory maps were used by Kramer to enhance Magel1;ur's view of Venus. 
Auditory output to convey information such as the emissivity (i.e., radiation) and gravity of the area 
being viewed. The auditory output did not disrupt the view of the underlying landscape. 

C O M P U T W  M m  
Computerized maps can take advantage of many 
more methods for displaying information, 

H Enlarged windows can appear at a point of 
interest. 

Numerical data can pop up on demand and 
disappear when no longer needed. 

A saturation point will eventually be reached 
with text and graphics. 

Figure 16 
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MAP IMPLEMENTATION 

The floor plans arc visible, as are geographical data such as roads, patking lots, etc. 
Information associated with each building includes sewer lines, water lines, power lines, number of 
computers and pcqk housed wittun, the department or administrative unit in charge, construction 
type, kvel of sccutlty clearance required to work there, job titles of thost in the bui!ding, etc. As the 
cursor is dragged over the image, relevant information is presented to the user. The mouse may remain 
still and infomation requested by the user clicking on an appropriate button. Sonic infomation must 
be presented in a "short f m "  when the mouse is in motion but can be presented in a "long form" when 
it is stationary. Thc short form cannot encode sufficient information to distinguish between items 
within a family, whercas tht long form can easily do so. The functionality required involved retrieval 
not only of the location of particular items, but also of area information. We also needed a way to 
provide summacy data to users. It would be too slow and inefficient to scan an entire scene with a 
mouse! So we had to develop methods for scanning areas and presenting multiple data Summary data 
is uscd to indicate that there we= many items of a certain type in an ana. We chose a simpte method to 
handle summary data - by a linear nrapping of earcon volume (loudness) to the magnitude of the 
numeric value. 

An experimental system was implemented on a Silicon 
Graphics INDIGO wrkstation, "vM" 
cartographic data were changed into sonic 
representations. 

H The data used was a map of Lawrence Livermore 
National Laboratory. 

H This particular map was selected because it was in the 
form of a machine-readable data base of buildings. 

Figure 17 
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EARCON XMPLEMENTATION OF MAPS 

We used timbres of various musical instruments to create earcons to help differentiate the 
sounds, as suggested by Brewster, Wright, and Edwards (Ref. 13). The sampled waveforms arc 
attend by varying the frequency multiplier and the amplitude factor, to create different pitches and 
volumes. The frequencies range from 100 Hz to 2,000 Hz. None of the earcons varied in loudness 
within themselves. Instead, we interpreted summiuy data using dynamics; that is, Sets of data with 
more like items arc louder than sets with smaller amounts of like data. 

Timbres of musical instruments for earcons 
help to differentiate the sounds. 

TRANSFORMATIONS: 
> Knocking earcons are administrative access. 
> The computer earcon are earcons transformed over 

the x-axis, y-axis, and both axes with a timbre 
change. 

Figure 18 
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EARCON IMPLEMENTATION OF MAPS 

Simpk sounds as well as compkx ones built by combiition, transformation, and inheritance 
from motives and other amms were used in auditory maps. Tbtn is a simpk earcon of a tom-tom 
dnun pounding, which represents a building restriction. The pounding is t r a n s f d  in pitch and 

ncy to indicate different access restriction kvels of buildings. Hightr restrictions arc representtd 
by '"9" aster, higher-pitchad knocking. A simpk b e e  note carcon in one pitch using a saxophone timbre 
indicates all properties of the first earcon except that they have different pitch changes. It is important 
to note that each family ofearcons shares the same timbre. Since timbre isone of thc most easily 
Iccognizcd attributes of sound, one can immediately identify the family of an earcon just by recognizing 
what instrument is ustd in playing that carcon. A combination of these different m o n s  can 3e used to 
buifd new, more complex, carcons. For instance, a combination of three earcons can indicate a physics 
buildings with a clearance level of confidential which houses Sun computers. 

I INHERITANCE: 
A pitcbkss earcoa indicates an administrative 
buildin . TI# second &vet d v e s  Writ all the 
pmpe of the first earcon except that they have pitch 
and timbre. The pitch is tbe same, but tht timbre 
varies. 

Figure 19 
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TEMPORAL QUALITIES 

Sequential combinations are sounds which arc beard one afker another. Concurrent sounds 8te 
those which are either played simultaneously or which partially ovedap in time. Combined sounds 
those whose attributes arc combined into a singk new sonic item. An approach that is used to combine 
data is to consider every mapping from a data item to a dimensional coordinate system, where the 
coordinates are sonic attributes. Thc user may C I ~ ~ Y I ~ ~  to listen concurrently or sequentially. However, 
if more than four earcons need to be soundad in concurrent mode, then the first four will play 
concurrently after which as each earcon ends another will begin. We have not implemented combined 
data at this time. 

rn The user has a cbdce of listening concurrently or 
sequentially. 

rn If more than four CIICCOIU are dkplayed in tbe 
concurrent mode then four will play, and as each one 
ends another begins. 

Figure 20 
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SPEED SELECTION 

Audio information can be displayed in two modes: moving and statiomy. When the user 
moves the cursoc over a region there is not sufficient time to play its earcon. A series of short, 
truncated sounds inform the user that there are items of interest in that location. Stationary made is 
indicated when the mouse is clicked and the long form of the data under the cursor can be displayed. 
Selection while moving can be tunred off if the user wishes. 

MOVING 
When the cursor is moviq there is not sulFIcient time to 
play its earcon. Short sounds inform the user that there 
are items of interest in that location. 

STATIONARY 
Stationary mode is indicated when the cursor is clicked 
and then the long form can be displayed. Moving has 
two modes: on and off. 

Figure 21 
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A CENTRALIZED AUDIO PRESENTATION SYSTEM 

User interfaces which support concurrent program executions have little, if any, audio 
management. Typically, a number of audio channels exist and programs request the number of audio 
channels required. The operating system either grants or denies the request. Therefore, in 
environments where multiple programs output sound, each individual program has no overall context 
of the auditory systems state with the possible exception of how many audio channels have been 
allocated. Programs typically play audio without regard for the overall auditory environment which 
can cause sound masking and perceptual unintelligibility. 

A CENTRAL1 ZED AUDIO PRESENTA TION 
SYSTEM 

W Motivation 
Maintain the intended informational encoding 
Perceptual issues can then be addressed. 
Simultaneous speech and/or non-speech audio 

Maximize clarity of each request 

Multiple representations in audio requests 
Abstract earcons * Representational earcons 
Voice 
Sampled sound (no semantic content) 

> Other representations 

presentation 

Figure 22 
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THE PRESENTATION MANAGER 

The presentation manager receives descriptive messages which contain information about 
system activities and program states, as specified by the user or application programmer. The sonic 
output of the set of running programs and the overall auditory system state is controlled by the 
presentation manager. It chooses how the information is to be presented in sound, within the 
constraints of the descriptive message. The presentation manager must choose the form with 
consideration for other current output. 

MOTiVATION 
Maintain the intended informational encoding 

Perceptual issues can then be addressed 
Simultaneous speech and/or non-speech audio presentation 
Maximize clarity of each request e- Phone! @, 

15 minutes 

Figure 23 
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PRESENTATION MANAGER DESIGN 

The audio presentation manager is composed of three distinct parts: the descriptive message 
server, the medial selector, and the scheduler. A message passing paradigm serves as the underlying 
model for communication between application and the various parts of the presentation manager. 

Whenever an application is to represent some information in sound, it sends a message to the 
presentation manager. This message includes a high level description of the information to be 
displayed. The presentation manager then decides how the message is to be displayed. 

ZER MODULES 

Currentiy available: 
Earcon synthesizer 
Voice synthesizer 
Sine wave synthesizer 
“Sampk” player 

In production: 
Algorithmic music synthesizer 

Figure 24 
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REQUIREMENTS FOR A SYNTHESIZER MODULE 

In order to give the presentation manager as much flexibility as possible, applications need not 
send raw auditory information. Rather, many common forms of data can be sent to the presentation 
manager along with more general information about that data. Depending upon the information 
received and the current auditory state of the system, the most appropriate auditory representation for 
the data will be used in its presentation. 

REOUIREMENTS FOR A SYNTHES IZER 
MODULE 

A set of variables which constitutes its “state” 
An initialization routine for the state variables 
Must be able to compute the next n samples 
from the current state, and this computation 
must occur within dsample-rate seconds 
The ability to algorithmically encode its 
impact on the other forms 
W Do sounds produced by this synthesizer interfere 

Can this form be sounded simultaneously with 
with the perception of other sounds? 

itself? 

Figure 25 
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SERVER DECISIONS 

Audio request contains many parameters to guide the decisions of the server 
Priority, latency; Is it interruptible? 
Semantics upon interruption 

Re-play the whole request 
Continue from where the request was interrupted 
Remove the request completely 

Desirability of each audio form 
Information specific to the different synthesizer modules 

Function of priority, latency, current audio system state, and forms for presentation 
Must be above a minimum threshold or else that request is postponed 

How to determine which requests to play now: 

How to determine which form for each sounded request: 
What forms are already playing? Penalties associated with multiple forms (Le,, two or more 
voices) 
Which forms are preferable to the application? 
Which forms are preferable to the user in general? 

SER VER DECK IONS 

4 Audio request contains many parameters to 
guide the decisions of the server. 

H How to determine which requests to play now. 

How to determine which form for each 
sounded request. 

Figure 26 
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AUDIO EXAMPLE 

We implemented a simple navigation system that 
Saxophone--crossed intersection 
Rising trumpet--north 
Drums-south 

Speed indicated by beeps 

Approaching intersection 
Hear choices 
Suggests which way to go 
Request when crossing intersection 
Tone indicates distance from the finish -- low to high 

i 
m With a strong voice user bias 

With a strong abstract earcon bias 

I With no strong biases 

Figure 27 
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SUMMARY 

W Audio is richer in three-dimensions. 
W Sound sources are clearer when separated in 

space. 
The sense of immersion in an artificial world 
is greater when sound surrounds the listener. 

W Sound can be used to rsplace touch. 
I Sound can impart abstract information. 

Figure 28 
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HAPTIC INTERFACES: HARDWARE, SOFTWARE 
AND HUMAN PERFORMANCE1 

Mandayam A. Srinivasan 
Department of Mechanical Engmeering 
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Cambridge, M A  02 139 

ABSTRACT 

Virtual environments are computer-generated synthetic environments with which a human user 
can interact to perfom a wide variety of perceptual and motor tasks. At present, most of the virtual 
environment systems engage only the visual and auditory senses, and not the haptic sensorimotor 
system thst conveys the sense of touch and feel of objects in the environment. Computer keyboards, 
mice and trackballs constitute relatively simple haptic interfaces. Gloves and exoskeletons that track 
hand postures have more interaction capabilities and are avaiiable in the market. Although desktop and 
wearable force-reflecting devices have been built and implemented in research laboratories, the current 
capabilities of such devices are quite limited. To realize the full promise of virtual environments and 
teleoperation of remote systems, further developments of haptic interfaces are critical. 

interactions between the two an described. In particular, the excellent pcrfomana characteristics of 
Phantom, a haptic interface recently developed at MIT, an highlighted. Realistic sensations of single 
point of cordact interactions with objects of variable geometry (e.g., smooth, textured, polyhedral) and 
material properties (e.g., friction, impedance) in the context of a variety of tasks (e.g., needle biopsy, 
switch panels) achieved through this device are described and the associated issues in haptic rendering 
arc discussed. 

In this paper, the status and research needs in human haptics, technology development and 

'Pan of the work reponed here was supported by Naval Training Systems Center Contract No. N61339-94-C-0087. 
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APPLICATIONS OF SYNTHETIC ENVIRONMENTS (SEI 

Synthetic environments (SE), - hich include both virtual environments (VE) and teleoperation. 
kave generated considerable excitement, owing to thc wide variety of applications in which they can 
play a sigrifKant d e  (listed below; Ref. 1). At present, most of the VE systems engage only the 
visual and auditory senses, and not the haptic sensorimotor system that conveys the sense of touch and 
feel of objects in the environment. Manual interactions with SE are important in sensorimotor tasks 
such as training of surgeons with VE or conveying the fcel of an object to tht participants of a 
tekoderenct. They may also play a significant rde in cognitive tasks such as memorization and 
analysis of multidimensional databases or teaching the implications of the violations of physical laws. 

Design, Manufacturing, and Marketing 
Medicine and Health Care 
Teleoperation for Hazardous Operations 
Training 
Education 
Entertainment 
Information Visualization 
Telecommunications 

M8#?U8/ interaction with SE is important in 
paHicul8r tasks within each applicafion 8m. 

Figure 1 
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HAPTICS: MANUAL INTERACTIONS WITH THE ENVlRONMENT - FOR EXPLORATION OR MANIPULATION 

The term H+cs refers to manual interactions with real or virtual environments. It includes 
borb exploration of objects to obtain information about the environment and manipulation of objects to 
alter the environment. in contrast to the purely sensory nature of vision and audition, the human haptic 
syitem involves tight integration of both sensory and motor components. Further, the sensory 
infamation can be divided into two classes: ( I )  tactile information, referring to the sense of contact 
w7.h the object, mediated by the responses of low-threshold mechanoreceptors innentating the skin 
( s  .iy, the finger pad) within and around the contact region; and (2) kinesthetic information, referring to 

R sense of position and motion of limbs along with the associated forces, conveyed by the sensory 
receptors in the skin around the joints, joint capsules, tendons, and muscles, together with neunl 
s gnals derived from motor commands. 

Haptics: Manual interactions with the environment 
- for exploration or manipulation 

(e.g. , Hands) 

Kinesthetic 
(proprioceptive) 

' Motor 

Figure 2 
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HAPTIC INTERFACES 

Haptic interfaces are devices that enable manual interaction with virtual environments or 
teleoperated remote systems. They are employed for tasks that are usually performed using hands in 
the real wor!d, such as manual exploration and manipulation of objects. In general. they receive motor 
action cormands from the human user md display appropriate tactual images to the human. The 
colnmand and display variables are listed below. 

H \--w 
I O I t O C  
0 I O I t  
_ . . . .  . . .  

Computer 

/ 

Figure 3 
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CLASSIFICATION OF HAPTIC INTERFACES 

Haptic interfaces can be classified in several ways. First, classification is based on whether 
they are force-reflecting or not, as well as by what types of motions (e.g., how many degrees of 
f d o m )  and contact forces they are capable of simulating. The second type of classification is based 
on whether they are simulating the touch, feel, and manipulation of objects directly in contact with the 
skin or through a tool. A third set of important distinctions are based on whether the force display 
systems are ground-based. such as joysticks and other hand controllers, or body-based, such as gloves 
and exoskeletons. 

1. Based on motions and/or forces (egg., 
presence or absence of force reflection, 
degrees of freedom, types of forces) 

2. Ideal exoskeleton or tool handle approach 

3. Ground-based or body-based 

Figure 4 
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AVAILABLE HAPTIC INTERFACES 

A variety of haptic intedxes are currently available. Computer keyboards, mice and trackballs 
constitute relatively simple haptic interfaces. Gloves and exoskeletons that track hand postures have 
moce interaction capabilities and are available in the market. Although desktop and wearable force- 
reflecting devices have been built and implemented in research laboratories, the current capabilities of 
such devices are quite limited. There exist a number of examples of tactile stimulators for the finger, 
including pneumatic shape changers, electrocutaneous stimulators, and vibrating arrays, but none 
provides convincing tactile images and all are awkward to use (Ref. 2). 

Position sensors 
Joysticks 
Point-interaction robotic devices 
Teleoperator masters 
Exoskeletal devices: 
- flexible (gloves and suit worn by user) - rigid links (joined linkages affixed to user) 

- shape changers (shape memory actuators, 
pneumatic actuators, micro-mechanical 
actuators) 

- vibrotactile - electrotactile 

Tactile displays: 

Figure 5 
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SOFTWARE FOR HAPTIC INTERACTIONS 

Similar to the software needed to generate visual images, the software necessary to generate 
tactual images can be classified into three major groups: haptic interaction software, simulation of 
object behavior, and software for rendering tactual images. Haptic interaction software mainly consists 
of reading the state of the haptic interface device. Simulation of object behavior requires physical 
models of virtcril objects. This can be accomplished either by a unified model for all the modalities 
(e.g.. visual, haptic, acoustic) or through separate models for each modality, together with correlatior! 
algorithms for consistency among the displays corresponding to each of the modalities. The software 
for rendering the tactual images receives the output of the physical model and generates the commands 
needed to drive and control the interface device. 

Software for Haptic Interactions 

Device State - Reading and interpreting the state of 
the haptic devices. 

Unified model of all modalities 

/ Simulation 

Mdality-specifi &Is 

Rendering - Control of haptic display 

Figure 6 
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SLIDER SWITCHES 

A variety of touch interactions have been haptically rendered using the Phantom (Ref. 4). 
Shown below are three types of slider switches and their respective force-displacement behavior. In 
addition to the properties of mass, viscosity, stiction, and surface stiffness, each cube has an 
underlying characteristic spring function. 

Slider Switches 

In addition to the propartier of maaa, viacoaity, 
rtiction, and rurlacja M a e a r ,  each cube ha8 an 
Underlying charactariatic rpring function. 

Figure 8 
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BUTTONS WHICH "CLICK" 

The feel of push buttons which "click" has also been displayed through the Phantom to the 
human user. Each of the buttons shown below simulate the force-displacement relationship shown 
s&ematically, but feel distinct owing to differences in the values of parameters such as stiffness. 

Buttons which "Click" 

A 

F 
r 
e 

0 

C 

Disphcement > 

Figure 9 
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RENDER: RENDERS POLYGONAL SURFACES 

The haptic display of arbitrarily shaped objects represented SIS polyhedra has been achieved with 
the Phantom. The rendering software uses standard graphics file formats and is capable of simulating 
both convex and concave surfaces. 

Allows haptic display of arbitrarily shaped 
objects 
Uses standard graphics file formats 
Convex and concave 
Can render arbitrarily thin objects 

Figure 10 
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Two Phantoms have been used together to allow a user to perform two-fingered manipulation 
of virtual objects as shown below. Such contact interactions are analogous to the use of tools in real 
environments. 

Figure 1 1  
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BLOCKS: DYNAMIC SIMULATION OF BLOCKS IN 3D 

Using two Phantoms, the dynamic simulation of 3D blocks being manipulated by a user has 
been achieved. Both visual and haptic &splays were provided to the user. 

Two handfinger manipulation 

Static friction model 
Phantom and walls, Phantom and blocks, 
block8 and block8 

Gravity 

Figure 12 
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WHAT ARE ELEMENTS OF HAPTIC INTERACTION? 

Listed below is a s u m  of the elements of haptic interactions. 

Sensed elements: 
Motion, force, tactile, temperature, 
heat flow, current flow, pain, etc. 

Perceived events and states: 
Impact 
Sustained contact 
Slip 
Friction, texture 
Freedodconstraint in motion 
Compliance 
Curvature 

Workless interactions: 
Imposing and detecting constraint 

Work interactions: 
Force over distance, impulse, 
momentum and energy 

Figure 13 
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WHAT WE HAVE DONE 

The status of the work d 'ne at the MIT AI Laboratory is given below: 

Developed class of haptic interface 
permitting force vector display - Phantom 

Demonstrated basic interaction elements 
impact and constraint forces 
object shape, motion 
friction, texture 
surtace and object, impedance 

Combined basic elements to build simple 
mechanical worlds: 
astroid, blocks, 
needle-biopsy, switch panels 

Developed rendering algorithms for 
polyhedral objects 

Begun development of rendering algorithms 
for vlsco-elastic materials 

Figure 14 
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HUMAN HAPTIC PERFORMANCE 

Tactile Sensory System: 
Vibrations - detectable up to lkhr 

Spatial resolution - lmm at fingerpad 
thmsholch - 0.3 to 30 mfcrons 

Kinesthetic Sensory System: 
Just noticeable differences (JND) tor joint 
angles - 1 to 3 degrees 

Motor System: 
Bandwidths: 1 to 10 Hr 

Active Touch with All Three Systems 
JNDs tor two-fingered pinch gmp: 

Length - I096 of less 
Force - 796 
Compliance - 8% 
Vhcosity - 14% 
Mass - 21% 

Figure 15 
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RESEARCH NEEDS 

Hardware 
Pooitiorr tmckem 
Force displays 
Tactile diqAay8 

Matching Human and D e v b  Pedonnanca 
Comfort 
Simulation method8 
Evaluation 

Figwe 16 
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MULTI-MODAL VIRTUAL ENVIRONMENT RESEARCH 
AT ARMSTRONG LABORATORY 

Robert G. Eggleston 
Paul M. Fitts Human Engineering Division 

crew systems Directorate 
-gLaboratory 

Wright-Patterson AFB, OH 

INTRODUCI'ION 

One mission of the Paul M. Fitts Human Eng~neering Division is to improve the user interface 
for complex systems through userentered exploratory rlevelopnrent and research activities. In 
support of this g d ,  many cumnt projects attempt to advance and exploit user-interfax cmcepts made 
possible by so-cakd Virtual Rcality (VR) technologies. Virtual eaviroamcnts may be used as a general 

and analysis tool, purposc interface medium, an alternative display/control method, a data v i a a h h o n  
ora graphically based performance assGssmcnt tool. AU of these uses of VR may be exploited in tk 
development of new user-intcrfacc prototypes and supporting design t d s .  As a result, the Division 
has several active R&D efforts in these arcas, as they patah to user-machine interftwes. 

The purpose of this pptsentation is to provide a Wf ovecview of the range of R&D projects 
within the Division that involve VR technology. For the purpose of discussion, research projects arc 

. .  

clusttnd into four categories: 

*Rototypt Interface Hardwanlsoftwan Dtwlopmcnt 

Interface Design and Evaluation Tool Dcvtlapnrcnt 
User and Mission Ptrformance Evaluation Tool Development. 

integrated Interface concept Dcvelopmcnt 
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THE CAVE- AUTOMATIC VIRTUAL ENVIRONMENT: CHARACTERISTICS AND 
APPJACATIONS ’ 

Robert V. Kenyon 
Electronic Visualization Lab 

University of Illinois at Chicago 
Department of Electrical Engineering and Computer Sciencr 

Chicago, IL 

INTRODUCTION 

Virtual d i t y  may best be defined as the widc-fEJd presentation of computer-generated, multi- 
sensory information that tracks a user in real time. In addition to the more well-known modes of virtual 
reality - head-mounted displays and boom-mounted displays - the Electronic Visualization Laboratory at 
the University of Illinois at Chicago recently introduced a third mode: a mom constructed from large 
s c m n s  on whrch the graphics are projected on to three walls and the floor. 

The CAVE is  a multi-person, room-sized, high-resolution, 3D video and audio environment. 
Graphics are rear projected in stereo onto three walls and the floor, and viewed with stereo glasses 
(Ref. 1). As a viewer wearing a location sensor moves within its display boundaries, the correct 
perspective and s t e m  projections of the environment are updated, and the image moves with and 
surrounds the viewer. The other viewers in the CAVE are like passengers in a bus, along for the ride! 

‘CAVE,” the name selected for the virtual reality theater, is both a recursive acronym (Cave 
Automatic Virtual Environment) and a reference to “The Simile of the Cave” found in Plato’s “Republic,” 
in which the philosopher explores the ideas of perception. reality, and illusion. Plato used the analogy of a 
person facing the back of a cavz a ,ive with shadows that are hidher only basis for ideas of what real 
objects are. 

Rather than having evolved from video games or flight simulation, the CAVE has its motivation 
rooted in scientific visualization and the SIGGRAPH 92 Showcase effort. The CAVE was designed to be 
a useful tool for scientific visualization. The Showcase event was an experiment; the Showcase chair, 
James E. George, and the Showcase committee advocated an environment for computational scientists to 
interactively present their research at a major professional conference in a one-to-many format on high- 
end workstations attached to large projection screens. The CAVE was developed as a “virtual rr , :ity 
theater” with scientific content and projection that met the criteria of Showcase. 

“ 
CAVE is a registered trademark of the Regents of the University of Illinois. 

’ This research was supported by NSF Grant number IRI-92 I3822 
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CAVE CHARACTERISTICS 

Over the past two years, as we considered building the CAVE, there were several inherent problems 
with head-mounted virtual-reality technology to which we gave a great deal of thought: 

a. Simplistic real-time walk-around imagery 
b. Unacceptable resolution (the popular head-mounted displays offer resolution that is twice 

as bad as being legally blind) 
~1 Difficulty of sharing experiences between two or more people 
d. Primitive color and lighting models 
e. No capability for successive refinement of images 
f. Too sensitive to rapid head movement 
g. No easy integration with real control devices 
h. Disorientation a common problem 
i. Poor multi-sensory integration, including sound and touch 

The CAVE has the current capabilities and eiigineering characteristics: 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

0 

Multi-person Virtual Environment 
Back projection onto lO'xlO'x9' room 
Wide field-of-view 
High resolution color images 
Inside-out surround 3-D video presentation 
Off axis stereo projection 
Head and hand-tracked user interaction 
Co-existing real and virtual objects 
3-D Audio 
SGI Onyx with 3 Reality Engine 2s 
=$ 2 adjoining walls and the floor 
No force or tactile feedback (yet) 
Expensive 

Figure 2 
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VIDEO SYSTEM 

The CAVE has an inside-out viewing paradigm where the design is such that the observer is inside 
king out as opposed to the outside looking in (Ref. 3). The CAVE uses "window" projection where the 
gection plane and the center of projection relative to the plane are specified for each eye, thus creating 
off-axis perspective projection (Ref. 4). The correct perspective and stereo projections are based on 
ues returned by the Ascension position sensor attached to the Stereographics Crystal Eyes stereo shutter 
sses. Each screen updates at 96 Hz or 120 Hz with a resolution of 1025x768 or 1280x492 pixels per 
e n ,  respectively. Two off-axis stereo projections are displayed on each wall. To give the illusion of 
I, the viewer wears stereo shutter glasses that enable a different image to be displayed to each eye by 
Khronizing the rate of alternating shutter openings to the Screen update rate. When gecerating a stereo 
sge, the screen update rate is effectively cut in half due to the necessity of displaying two images for 
! 3-D image. Thus, with a 96 Hz screen update rate, the total image has a maximum screen update rate 
48 Hz. The CAVE has a panoramic view that varies from '90" to greater than 180" depending upon the 
tame of the viewer from the projection screens. The direct viewing field of view is about 100" and is a 
ction of the frame design for the stereo glasses. 

Htxvever, the reduction in resolution and update rate could be overcome with some design changes to 
CAVE'S current display system (Figure 3 bullet 1) or to future projector systems (Figure 3 bullet 2) . 
. example, doubling the number of projectors per screen along with the number of graphics processors 
uld restore the display to the original resolution (1024 horizontal lines) and update rate (96 Hz). To 
tore stereovision without shutter giasses the user would wear passive crossed polarixrs with matching 
arizers on the corresponding projector. 

Electrohome high resolution projectors 
=$ 1024 x 1280 resolution 
3 Quick response time 
* Fast green phosphor 
Future use of LCD lightvalves 
e 
+ 

GI1 Wall at SuperComputing 95 
Crossed pdarizers; not sequential video 
Polarhers in CAVE: 
+ Folded optics problem 
3 2 projectors per wall 
+ Alignment 

Figurn 3 
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VISUAL CHAR ACTERISTICS 

Current VE applications are in some ways more ambitious and run on systems that have less 
computational power than current flight simulation applications. A chief attribute provided by most VE 
applications that can impact system ,performance, is user interaction with proximal virtual objects. To 
work effectively with objects at close range a user requires that the VE provide stereovision. This one 
necessity alone creates a series of constraints affecting the virtual environment. Stereovision requires that 
the user's cilrrent head position and orientation in the space be used so that the correct perspective views 
for each eye are generated. Without such information the 3-D world appears distorted. Consequently, the 
need to know head location forces the use of head tracking equipment that can compromise overall system 
performance in areas such as image update rate and lag (Ref. 5 ) .  

0 

0 

0 

1024 x 768 Stereo resolutiodscreen 
2000 x 2000 Linear pixel resolution 
90" to 180" Horizontal Field-of-view 
100" Vertical Field-of-view 
Virtual object float inside CAVE 
3 

Low screen brightness 
Accommodative stimulus at the screen 
Convergence stimulus on object 

Users can walk around objects 

Figure 4 
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AUDIO SYSTEM 

At this time only directional sound is produced by the CAVE audio system but future plans call for 3- 
audio production using Head-Related Transfer Function (HRTF). A MIDI synthesizer is connected via 
iemet/PC so, for example, sounds may be generated to alert the user or convey information in the 
quency domain. Since the introduction of new systems to make the measurement of individual HRTFs 
)re tractable, 3-D audio will soon be applied to the CAVE. However, at this time, only one person can 
tracked and therefore the 3-D sound can only be correct for that person. This is a significant problem 
' systems that accommodate multiple users of the same environment such as the CAVE (Ref. 6). 

0 3-D Audio 

6 Speaker system with controller 
3 General directional sound 

* 
=$ 

3 Difflcult for multiple users 

HRTF computed audio through earphones 
Head tracked for one person only 

Figure 5 
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MAGNETIC TRACKING SYSTEM 

Head and hand position are measured with the Ascension Flock of Birds six degree-of-freedom 
electromagnetic tracker operating at a 60 Hz . umpling frequency for a dual sensor configuration. The 
normal and the augmented operation of the tracker in the CAVE is outlined in Figure 6. The transmitter is 
located above the CAVE in the center and has a useful operating range of 6 feet. Head position is used to 
locate the eyes to perform the correct stereo calculations for the observer. The CAVES second position 
sensor is used to allow the viewer to interact with the virtual environment. Since this system is nonlinear 
and such nonlinearities can significantly compromise the virtual experience of immersion for the user, a 
calibration of the tracker system is needed. Nonlinearities caused by .he metallic objects and 
electromagnetic fields created by other devices resident in and about the CAVE are compensated to within 
1.5% by linearizing values returned by the head tracking system using a correction table containing 
c< !ibrated positions in the CAVE (Ref. 7). 

Dual Sensor 6 DOF magnetic tracking system 
Normal Range of operation 6 ft. radius 
Linear range reduced by distortions 

A 3ft radius 
EM devices about the CAVE 

Nonlinearities reduced 
Accuracy improved for position 

3 Rotation calibration in progress 

Extended linear range with calibration 

Figure 6 
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CAVE CALIBRATION 

The goal of the calibration procedure (outlined in Figure 7) is to correct for static position errors in 
the magnetic tracker. Metal structures near the tracker diston the magnetic field, so the CAVE screen 
frsme is made of austenetic stainless steel which is non-magnetic and has a low conductivity. However, 
other components needed for the CAVE to function such as projectors and mirrors significantly distort the 
field. These distortions produce errors in the position component of the 6-degree-of-freedom magnetic 
tracker. By comparing the output with a custom-built ultraconic measuring system to the position reported 
by the magnetic tracker, a lock-up table is created from the collected difference data and is used to 
interpolate for corrected values. The error of the resulting corrected magnetic tracker position is measured 
to be less than 5% over the calibrated range 

Magnetidsonic Calibration probe 
Probe placed inside cube 

CAVE filled with array of cubic calibration locations 

X,Y,Z location recorded by sonic system 
Sonic data correlated to simultaneous Magnetic data 
Calibration array generated and data interpolated from 
lookup table 

Figure 7 
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As with most VR systems, the CAVE has a significant delay between the motion of the sensor and the 
resulting mvemcnt of the computer-generattd scent. Currently, the minimum delay in the CAVE is in 
ex- of 100 ms. Pnlimiaory figms given of the characrerislics in Figure 10 are: 

1. => 16 ms (Dual sensor Ascension Tracking System) 
2. Serialporttoshpredmtnropyama => SO ms (Assuming M) dedicated Onyx processor) 
3. shared memory area to rcndcring process => 20 ms (CAVE Library delay) 
4. Rendering of the scene (variable) => 21 ms (Minimum for stereo) 

Tracker to computet via RS232 line 

mAL 107 ms 
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SYSTEM LAG 

Some of the sources of system lag are outlined in Figure 1 1. We hope to reduce tracker delay to below 
ms with improved serial interface cards that use EEE 488 rather than RS232 protocol. ‘Ihe second 
lay item of 50 ms delay (in Figure 10) will decrease when a single processor is completely dedicated to 
: task of acquiring data from the serial port for use by the CAVE library routines. Without a dedicated 
xessoc, the delay for this process jumps to 80 ms. The reasons for this large delay are not clear at this 
w and software improvements will be needed to make this a more reasonable value. Regarding the 
\VE library, we feei that further optimization will cut the delay to below 5 ms. Rendering time is 
newhat more fixed given the graphics hardware. The display latency is set, however, by our choice of - 

&e at 48 Hz which translates to a fixed 2 1 ms delay. 

PipelineDelays 
3 SerialCommunication 

3 Softwrvedelays 
Currentltrg>llOOms 

0 ScramNet connection: 

UNIXdelays 

Dedicated optical fiber network 
PC to Onyx direct memory connection 
Lag expected to drop below 90 ms 

3 

3 

Fire 11 
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A clear interest in using CAVES for collaborative virtual prototyping over distance has been W e d  
by ow industrial clients and nse4trhcrs in nationd laboratories. Fortunately, many of the bruriers to 
effective use of this elaborate fonn of computer-mediated teleconferencing are similar to difficulties 
ltrrdy under examination whtn attempting to use remote supetcomplters as simulation and database 
stnms. 

In addition, we are making tht CAVE both d k r  and larger (Figure 14). The ImmmaDakn will 
bring the CAVE to the size oi a drafting table. The Global Infmnation Infntsvucture (GII) project will 
expand the sizc of the CAVE to that so M entire audience may cxperiLncc the immersion of a virtual 
environment in a familiar theater format. 

CAVE to CAVE Intcmctbn 
* LoagdistrnceeooperativeVE 
=B coll.borrtivt~alprotdyping 
ImmersrrDesk 
* Smrtler 

LessExpensive 
G M d  

LargerScreenSi 
* HigherRcsolution 

AudicnceImmersion 

Figure 12 

.. ImmersaDtsk i s  a trademark of the Regents of the University of Illinois. 
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Som ofthe issucs that wc will be exploring in this area am summaflzbd * in figure 13. Oncc again, 
Latency is the issue, and given that latency over distance is unavoidable, compensation techniques must be 
dewloped. We, at this time. know the questiOns regarding variable latency in the CAVE-to-CAVE or 
CAVE-supercomputer-CAVfi modcl; we do not have quantitative answers. We can, however. construct 
actual test situations and build measurement and assessment sutmmtine into our libraries. 

somt of the issues that m are beginning to explore are: 

1. 

2. 

3. 

4. 

5. 

What is the peak transfer rate of polygons (triangular meshes, in practice) fmm shad mcmclry of 
the Onyx to multiple xrceas, and how do various raster managt boa& affect this rate? 

wh?t is the pcak transfer rate from striped disks? How fast can we get data over local FDDI and 
HIPPI networks? How to use ATM networks with existing and planned hardware? 

What happens when distance is introduced, say from Chug0 to Urbana? Tbc distance, 140 miles, 
is Btss than 1 ms away at the speed of light. Where arc the delays in the existin? DS3-based 
networking, and will the vBNS OC3/12 improve h response time as expected? 

How can we compress the data further than triangular meshes (one triple per polygon)? 

How much synchronization is necessary between CAVE'S to provide a useful collaborative viniral 
prototyping capacity? What is the tradeoff between maintaining local data at each CAVE site and 
sharing data in real time? Does this change if a supercomputer is providing the data? 

0 

Yo system limitations 
Minimum network performance 
Latency vs. network state 
Optimal data compression 
Synchronization between CAVE's 

Minimum necessary local compute power 

Maintaining local data at each CAVE site 

Figure 13 
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We pre developing ways to make the CAVE botb smaller and more affordable. The "ImmersaDesk" 
is a dtpftiag-table format virtual ptotyping device (characteristics summarized in Figure 14). Using 
sten0 glasses and sonic head and hand tracking, this projection-based system offers a type of virtual 
reality that is stmi-immersive. Rather than SUrrwLLdl 'ng the user with graphics and blocking out the real 
world, the ImmtrsgDesk feaures a 4x5' rtar-ptojected screen at a 45" angle. The size and position of the 
screen give a sufficiently wide-angle view ami the ability to laok down as well as forward. The resolution 
is f024 x 768 at %Hit. It will also work in non-stereo mode at 1280 x 1024 at 60Hz. 

We have karned from working with the CAVE that immersion is critical to achieving a workable 
virtual reaiitytpmtotyping system, and that immersion is dependent on being able to look forward and 
down at the display in such a way that the edges ofthe s.=n are not seen, or at least not prominent. 
Head-tracked steibo is important for virtual reality as well, although this can be easily achieved with a 
high-end workstatiorr. desktop monitor and active stereo glasses. The ImmersaDesk allows the necessary 
wide angle of view and, because of its screen angle, the capability to portray forward and down views on 
one screen. Many rtsearchers have developed stereo, even head-trwked monitor and projection-based 
wall virtual reality systems, but these do not allow down views and typically have narrow angles of view. 

Thc ImmmaDsk is a derivative of the CAVE syf*im, being an excellent development environment 
f a  +he CAVE, and also a stand-alone system. The ImmersaDesk prototype is loos& software compatible 
with the CAVE libraries and interfaces to software packages like Sense8's World ToolKit and SGI's 
Perfoxmerfinventor, as well as- visualization packages like AVS and IBM Data Explorer. Interfaces to 
industry standard CAD output files are also provided via these packages. 

Since thc CAVMmmersaDesk libraries have been much used to view high-bandwidth supercomputer 
output, the VTWnetworking features will also permit the interactive shared steering of computations and 
the querying of databases by a number of people. This neatly combines the best of video communications 
with the best of simulation computing and the high-end of virtual reality interactive 3D visualization. 

Ddking-table format 

Requires: 
Relatively small: 6' x 8 footprint 

=j Single pipe Onyx 
Oneprojector 
No Architectural Modifications 
compatible with CAVE lib 

0 Interfaces to: 
3 Sense8's World Toolkit 

SGI Performerhventor 
CAD output files 

Figure 14 
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The Super Computing'% Global Information (GII) Testbed event provides a venue for 
inter-active 2D and 3D & ~ t r a t i O a s  of National Challenges and Grand Challenges - remotely 
computed in a scientist's numerical laboratory and then trrrnsmitted over high-speed networks for 
presentation in San Diego. The characteristics of this large format CAVE is outlined in Figure 15. 

The GIWal l  is a large-screen, high-resolution (1600 x 2048) stereo projection display. A non-stereo 
PowerWaU was dcvcroped by Paul Woodward's group at the A m y  High Performance Computer Research 
Center at University of Minnesota for the Silicon Graphics' booth at SC94. 

The GIYWall uses four Reality Engines sprepd across two Power Onyxes to achieve high-resolution, 
high-intensity, passive-stem images. One Onyx controls the top half of the Screen and the other controls 
the bottom half (each at 1600 x 1024). The top and bottom are each driven by two Reality Engines 
displaying polarized projected images for each eye. Throwaway polarized glasses can be used by the 
audience instead of the active stereo glasses used in the CAVE and ImmesaDesk systems. The GIYWall 
is much more suited for audiences, and although it uses a lot of computers and projectors, the number of 
people it reaches per unit time is far greater than either the CAVE or the ImmersaDesk. 

The GIYWall achieves its immersion by wide-screen projection, but does not allow, unfortunately, a 
way to look down, a problem with any nonnal audience seating arrangement. (Note that the angle of 
Omnimax/ Imax theater seating addresses this problem by steeply pitched seating). The developers are 
currently experimenting with large-area types of tracking, mindful of the fact that it is only possible to 
track one person at a time, not an audience. The GITAVall is appropriate for applications in which high- 
resolution tekjxcsence is the goal rather than audience participation. 

Goal: 
3 
=$ Nd for audience participation 

High Resolution (1600 x 2048) 

High resdution teiepresence for large audiences 

Large ScreeaM'aU Viewing 

High Intensity (lightvalves) 
0 Passive Stereo 

2PowerOnyxes: 
=$ Each with 2 SGI Reality Engines 

+ One Onyx Each for top and bottom image 
Networked scaIeable computing 

Figure 16 
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SUMMARY 

In summary, an ahemate form of a Virtwl Envimmcnt presentation system has ban described. The 
general characteristics of its visual, auditor;, tracking, and image generation systems haw been detailed. 
SpecifE problems rrssociated with this system have been addressed and effective solutions have been 
shown. 

in addition, two derivatives of this system have b n  presented: The Immt&(TM) and the GIobal 
infannation Infrastructure Wall. The first reprrsents a smaller, kss expensive. multi-person immersive 
system. The second, a larger, audience style, pteSentation format of an immersive environment. 

Finally. interconnection of all these VE systems was discussed with the goal of collaborative virtual 
prototyping f a  science and industry. 
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VIRTUAL REALITY FOR AUTOMOTIVE DESIGN EVALUATION 

George G. Dodd, Head 
Analytic Process Department 

General Motors Research and Development Center 
Warren, MI 

INTRODUCTION 

A general description of Virtual Reality technology and possible applications was given from publicly 
ivailable material. A video tape was shown demonstrating the use of multiple large-screen stereoscopic 
lisplays, configured in a 10' x 10' x 10' room, to allow a person to evaluate and interact with a vehicle 
vhich exists only as mathematical data, and is made only of light. The correct viewpoint of the vehicle is 
naintained by tracking special glasses worn by the subject. Interior illumination was changed by moving 
. virtual light around by hand; interior colors are changed by pointing at a color on a color palette, then 
minting at the desired surface to change. We concluded by discussing research need to move this 
echnology forward. 
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AGENDA 

In this presentation, we'll discuss virtual reality and how it can be used in vehicle design. 

What is Virtual Reality? 

How can it be used 
in desigm? 

Figure 2. 
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\IRTUAL REALtTY PROMISE 

Vinual reality has a great deal of promisc. If I hear something, I wil! probably forget it* because it 
goes in one ear and w' the other; if I -e 11, I may remember; but if I do it, I will understand. Virtual 
reality dlows us t 3  experience an envinnment or experience a process with 'Ius" as key players. 

PROMISE OF VR TECHNOLOGY 

If I hear .: . I will forget. 
If Isee a . I may remember. 
IfIIdO m m m  I will understand. 

Old Chinese Proverb 

Figure 3. 
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DEFINITIONS 

What is virtual reality? Jason Lanier said that it is, "A comjnter generated, interactiv::, three 
dimensional environment which a person is immersed." 

The virtual domain provides: ( 1 ) a real-time, viewer-cenzered system in which the viewer is a part of 
the display and the interictiov; (2) a head-tracked perspective so that the image shifts as the viewer 
moves so that he accurately sees it from any p i n t  of view; (3) a large field of view. so the peripheral 
vision is encompassed in the field of view; (4) interactive control, so that you can control the images of 
the 3D stereo display. 

Aod last. what is immersion? It is a state of being deeply engaged or immersed in the process. This is 
what virtual reality allows you to do. 

What is Virtual Reality? 
A computer-generated, interactive three-dimensional 
environment in which a person is immersed 

Jason Lanier, founder of VPL 

What is a Virtual Domain? 
r\ VR system that provides a real-time, viewer- 
centered, head-tracked oersoective with a latae field 
nf view interactive control and 3-0 stereo disalav . 

Carolina Cruz-Meira, EVL 

What i- Immersion? 
The state of being deeply engaged 

Wehster 

Figure 4. 
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HEAPMOUNTED DRSPLAY CHARACTERISTICS 

The hed-mounted display characteristics ate shown hen. In general, headmounted displays have a 
wider field of view than the boom, and hands are free to interact. However, we have to display images of 
the hands on thc display within the football helmet-like device. The helmet is cumbersome with tethered 
wires. Again. you're completely isolated from physical surroundings, with the accompanying human 
factors problems which could occur. 

HEAD-MOUNTED DISPLAY 
CHARACTERISTICS 

rn Field of view - 100 m m m  140 degrees 

Hands free to interact 

rn Cumbersome helmet, tethered wires 

Completely isolated from physical surroundings 

Human factors (dizziness) 

Figure 12. 
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CAVE CHARACTERISTICS 

The CAVE gives you a complete full field of view, in which you are totally immersed. It  is the least 
intrusive of all three virtual reality approaches in that you only wear eye glasses. You don't need to model 
and track the hands because you can see them as you are involved within the environment. One new 
characteristic of the CAVE that you don't fina in the oiher two environments is that your can mix virtual 
and physical objects and do joint simulations of both types of medium. In addition, the CAVE allows for 
multiple participants to look at and interact with the display. Head tracking applies to one person only, 
but others standing close to him will see about the same image. 

CAVE CHARACTERISTICS 
m Field of view full - Total immersisn 
rn least intrusive - requires wearing glasses only 

Don't need to model and track hands / fingers 
since you can see them 
Mix virtual and physical objects 
Multiple participants (perspective set fur 1 only) 

a Hands free to interact 

Figure 15. 
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HOW VIRTUAL REALITY IS USED IN DESIGN 

Virtual reality can be used four ways in thc design process: (1) to assess the overall impact of the 
design, (2) to conduct visual quality inspection, (3) to examine human factors and conduct human factors 
evaluation of the product, and (4) to study packaging. 

How Can Virtual Reality 
Be Used in Design? 

Overall impact of design 
Visual quality inspection 
Human factors evaluation 
Packaging studies 

Figure 16. 
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DESIGN IMPACT 

Design impact is illustrated k.3 modeling the interior of the vehicle. This enables flexible evaluation 
and modification of a design. By modeling the interior. yo1 :17 then do ''what if" studies visually. You 
can look f x  occlusion and accessibility of instruments. Y m  c2n study the 'A' pillar, thst's the pillar 
between the door and the windshield, for obscuration and exterior vision. You can study the effects of 
occupant height variation and overall interior styling of the vehicle. 

DESIGN IMPACT 
A computer model of an interior concept 
enables flexible evaluation and 
modification of a design 

. Y Y  "What-if studies can be performed to 
visualize: 

Occulsion and accessibility of instruments 
II A pillar obscuration and exterior vision 
B Effects of occupant height variation 
18 Interior styling 

6 9  

Figure 17. 
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OTHER APPLICATIONS 

Virtual reality can also be used for other applications, such as scientific visualization from a dynamic 
viewpoint. In crash simulation, for exampk, you can sit in& a vehicle and view the crash from the 
inside, to determine how metal moves, how the steering whce! might move and make certain that the 
occupant would be safe in that kind of situation. You can move your viewpoint and study suspcnsions 
and mechanisms. In painting, you can study spray dispersal pattern to make certain that you get uniform 
spray on I picce of sheet metal, especially around cumes and the edges of tbc metal. NASA Ames is 
using virtual rcality for virtual wind tunnels to study aerodynamic effects. 

OTHER APPLICATIONS 
Scientific visualization - Dynamic 
viewpoint 

Crash simulation - Full-size, 
viewed from imide 
Suspensions and mechanisms 
Metalforming 
Spray dispersal patterns 
Virtual wind tunnel (NASA Ames) 

Figure 21. 
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KEY FEATURES OF VISUALEYES 

GM R&D’s VisualEyes system has four key features: It has a human-in-the-loop simulation, in which 
the human is immersed in the scene. To do this, we are using the CAVE approach with head tracking to 
comct their perspective view. In fact it is so good, it allows you to stand up and walk around the interior 
of the vehicle, to took outside over the vehick, and so forth. We can show models from any math data 
which meet GMs C4 standards, which arc CGS, Unigraphics, Alias, and IGES. 

GM R&D’s VisualEyes - KEY FEATURES 
m Hirman-in=the-loop simulation 
m CAVE approach 
a Head tracking 

Correct perspective view, “walk-around” 

w Shows models from any math data 
meeting GM’s C4 standards 

CGS, UG, Alias, IGES 

Figure 22. 
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REQUIRED SOFIWARE AT RESEARCH 6 DEVELOPMENT 

There am several R&D areas in which virtual reality needs more help. We need better softwan for 
faster rendering of complex scenes with lots of detail and better control over the detail. People want to 
have images that track with the head. not slightly behind, which is still the case in our very high resolution 
images. In addition we need to consider IICW human interface paradigms for 3D design. How could you 
sit inside a CAVE and design while you're inside the CAVE is one problem. How might you paint on the 
wall and have that relate to a display of the design on that wall is a related interesting problem. 

SOFTWARE 
I Faster rendering with lots of data; 

detail control 

I New human interface paradigms for 
3D design 

Figure 23. 
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REQUIRED HARDWARE AT RESEARCH & DEVELOPMENT 

Looking at hardware R&D areas, we need to have tracking which is more precise, faster, multi-point, 
and with no wires. This permits you to move your head around, turn, bend up and down and have 
absolute realistic tracking of the eye point. We need high resolution, wide field displays and stereo 
immersive displays. It would be nice, for example, to use high definition television techniques to get 
much better quality dispvdy than we have today. And last, we need to consider better hardware for tactile 
input and response so we can simulate humans touching and feeling parts of the display. 

R&D Areas 
HARDWARE 

Tracking m m m  more precise, faster, 
multi-point, no wires 

m High-resolution, wide field-of-view 
stereo immersive displays 

m Tactile input and response 

Figure 24. 
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REQUIRED SYSTEMS AT RESEARCH & DEVELOPMENT 

Looking at the system area, calibration techniques for accurate engineering and design work needs to 
be improved. Right now it takes a considerable amount of time to calibrate displays for realistic human 
simulation. As we have said before, we need better human-in-the-loop, real-time performance so that we 
can absolutely simulate the immersive effect in real time. On a more biological note, we need human 
perceptual studies conducted to determine the limits and requirements of how the psychology of the 
human eyes and ears interact to understand and interact with realistic displays. 

R&D Areas 
SYSTEM 

rn Calibration for accurate engineering and 
design work 

rn Human-in-the-loop real-time performance 

I Human perceptual studies to determine 
I imi ts, requirements 

Figure 25. 
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.4 SYNTHETIC DESIGN ENVIRONMENT FOR SHIP DESIGN? 

Richard R. Chipman * 
Science Applications International Corporation 

McLean, Virginia 

INTRODUCTION 

Rapid advances in computer science and information system technology have made possible the 
creation of synthetic design environments (SDE) which use virtual prototypes to increase the efficiency 
and agility of the design process. This next generation of computer 5ased design tools will rely heavily 
on simulation and advanced visualization techniques to enable integrated product and process teams to 
concurrently conceptualize, design and test a product. and its fabrication processes. This paper 
summarizes a suc2essful demonstration of the feasibility of using a sirnulation based design environment 
ia thc shipbuilding industry. 

As computer science and information science technologies have evolved, there have been many 
attempts to apply and integrate the new capabilities into systems for the improvement of the process of 
design. These systems go by names like Computer- Aided Design (CAD), Computer- Aided 
Manufacturing (CAM), Computer-Aided Engineering (CM), and Computer-Aided Systems 
Engineering (CASE). We see the benefits of those efforts in the abundance of highly reliable, 
technologically complex products and services in the modern marketplace. Furthermore, the cornputer- 
based technologies have been so cost effective that the improvements embodied in modem products 
have been accompanied by lowered costs. 

Today the state-of-the-art in computerized design has advanced so dramatically that the focus is no 
longer on merely improving design methodology; rather the goal is to revolutionize the entirc process by 
which complex products are conceived, designed, fabricated, tested, deployed, operated, maintained, 
refurbished and eventually decommissioned. By concurrently addressing all life-cycle issues, the basic 
decision making process within an enterprise will be improved dramatically, leading to new levels of 
quality, innovation, efficiency and customer responsiveness. By integrating functions and people within 
an enterprise, such systems will change the fundamental way American industries are organized, 
creating companies that are more competitive, creative and productive, 

tThis work was sponsored by the Advanced Research Projects Agency, Maritime Systems Technology 
Office. 

Project Manager, Industrial Technologies Division * 
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PRODUCT DESIGN CYCLE OF HE FUTURE 

As indicated in Fig. 2. the fundamental wav of accomplishing the goal of transforming the product 
&vclnpmcnt process is to peribrm product virtual prototyping. Prototyping is not a new concept -- in 
f x i .  both NASA and the Depaxlmcnt of Defense historically h a w  uscd this approach lor many of their 
major prtumrncnts -- hut in thc past the prototypes wen. physical manilcstations of the end product 
Conscqucnrly . .,uch prototypes were thcmdvcs costly and t imtx(wuming to crcatc. In synthetic 
design cnvironmcnts. howcvcr. a computer-pcncratcd or Virtiinl Yrorotyw ( \'Pi 0 1  thc product is 
t-rcatcd. This virtual representation of the dcsign can then k sswssed and c~aluatcd. using appropristc 
simulations of the various phascs of thc Iifc-cycle. As \vc shall illustrate in the remainder o f  thc papcr. 
uw of virtual prototypes cnshlcs true concurrent engirmring of a product. which can result in dramatic 
improvcmcnrc in quality. innovation. tfficiency and customer xsponsiveness. 

Figurc 2 - Future, concurrent product dcvelopmcnt cycle. 
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EVOLUTION OF COMPUTER AIDED DESIGN 

As outlined In Fig. 3 below, the role of computers in the design process has been evolving over the 
last thirty years. Initially, they were used by engineers exclusively for the analysis of the design; 
visualization and design capture were done on drafting tables. These analyses were each individually 
crafted on the computer codes and were one-of-a-kind products. The first major change was brought 
about by the introduction of computerized drafting tools, which took the designers away from the 
drafting tables and put them in front of special-purpose computer display scopes. There the designers 
captured their designs as electronic drawings on the computer screen by using light pens and special key 
pads. In parallel, the analysis community was making great strides in creating general purpose analysis 
codes, e.g. NASTRAN, and computer programs that linked several analyses together were written to 
perform integrated design and optimization. This was followed by a flurry of development of general 
purpose codes that became products themselves. These tools harnessed evolving computer technology 
to perform computer aided engineering, computer integrated manufacturing, and computer aided 
software (and system) engineering. 

In the last decade, computers have become extremely fast at performing calculations and displaying 
or rendering images. These capabilities have brought about extraordinary advances in the types and 
levels of analysis that can be undertaken by computers and in the visualization of the results of these 
analyses. Consequently, computer simulations are now routinely conducted to address extremely 
complex and detailed physical behavior. Simultaneously, CAD, CAE and CIM tools are being linked 
together to provide powerful systems for the aiding of the design, engineering and manufacture of 
products. Added to these advances is the most recent development of synthetic environments, in which 
designers can immerse to better visualize and understand the product. and in which the products can be 
"operated" or tested in a simulated real world environment. The confluence of these recent trends is 
bringing about the next step, the development of synthetic design environments for simulation aided 
(based) design. 

Uncoupled Analyses 
CAD 
Integrated Design (Optimization) 
CAE / ClM / CASE 
Engineering Simulations 
Linked CAD / CAE / CIM 
Synthetic Environments 
Synthetic Design Environments and 
Simulation Aided (Based) Design 

Figure 3 - The evolving role of computers in design. 
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NEXT GENERATION DESIGN SYSTEMS 

As noted in Fig. 4 below, we refer to the next generation of computer-based design systems as 
Simulation Based Design (SBD) Sysfems or, alternately, as Synthetic Design Environments (SDE) . 

Simulation based design refers to one central aspect of these new systems -- the emphasis on 
simulations as a unifying method of representing and analyzing prodilcts throughout their life cycle. As 
used herein, "simulation" has a broad connotation and encompasses modelinglanalysis for various 
purposes and at various levels of fidelity. SBD will utilize and combine virtual, constructive, 
engineering and physics-based simulations within a single framework to create different views of the 
product and its behavior throughout its life. 

Synthetic design environment highlights another fundamental aspect of the systems -- the creation of 
artificial or virtual design environments within which diverse representations and models of the product 
are created, viewed, analyzed and operated. In other words, SDE is the design space for building and 
conducting product simulations. These simulations may include approximate parametric models for 
rapid design trades and requirements development; complex, detailed performance prediction models; 
virtual models for real-time war gaming; manufacturing process models: and virtual reality 
representations in which customers and designers can examine the product prior to its actual physical 
creation. 

Next ae neration of comwte r-based des ian svstems: 
Simulation Based Design (SBD) Systems 

Alternately, Synthetic Design Environments (SDE) 

Why Simulation? 
- Emphasis on simulations as a unifying method of representing and 

analyzing products throughout their life cycle. 

9 Why Synthetic? 
- Creation of artificial or virtual design environments within which 

diverse representations and models of the product are created, 
viewed, analyzed 
and operated. 

Figure 4 - Next generation design systems will be simulation 
based, synthetic design environments. 
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CONCLUSION 

The scrics of analyses and design activity performed in the demonstnrtl 'on sc!enario were 
representah of a set of rctivities necessary to perform the required design study. Whik the 

'on took approximately tbm hous to complete. rf'ce of a similar scope activity 
without SBD technology was estimated to q u i r e  two moa tr s -- a rwo-ordet-of-magnitude difference. 
&monsh.rtr 

As indicclted in Fig. 23 below, the SBD demonstration convinces us that practical, powerful virtual 
design envin#uacnts arc feasible today. 

Shipbuilding demonstration s h o d  8 two=orde; of 
magnitude improvement in design cycle response time 
SBD demonstration showed that a powerful VDE is 
feasible &&y 

Necessary technologies are available and improving 
rapidly 

Future advanced immersive environments will lower 
cost and improve realism 

Development of a prototype, general-purpose virtual 
design environment (Le., SBD) is timely 

Figure 23 - Conclusions of SBD demonstration. 
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SUMMARY 

Figure 24 summarizes this paper. Advances in computer hardware, computer software and computer 
science have provided the tools needed to revolutionize the traditional product development cycle. The 
evolution of computer aided design has reached the age of synthetic design environments, in which 
computer-generated virtual prototypes of complex systems will be the central unifying basis for all 
product development activities. Design, engineering, manufacture planning, product test, and operator 
training will all be performed with virtual prototypes in synthetic design environments (SDE). 

To demonstrate the feasiblity of this bold concept, a notional SDE was constructed for the ship 
building industry. Denoted as the Simulation Based Design (SBD) environment, this SDE was used to 
conduct a demonstration ship design scenario. Starting from the definition of mission requirements and 
following into design, engineering and manufacture planning, this demonstration used many advanced 
technologies to show how an SDE might operate and to quantify the improvement that it could produce 
in the design cycle of a product as complex as a modem ship. 

The integration of the technologies embodied in SBD was shown to lead to a large (two orders of 
magnitude) productivity increase in the product development process. Central ingredients of SBD were 
the immersive design visualization environment, the "smart" product model, the integrated cost and risk 
tool, and the visual programming environment. SBD offered a rich human-computer interface to create 
a design space in which a team of engineers and designers viewed and interrogated the product as they 
designed and analyzed it. The precise nature and quality of the human-computer interface provided by 
future synthetic design environments will determine their acceptance, utility and, ultimately, the extent 
of true productivity gains. 

Advances in computer technology and computer 
science are revolutionizing the design process 

Next step in evolution of computer aided design 
is the Synthetic Design Environment (SDE) 

An SDE, known as Simulation Based Design (SBD), 
was demonstrated for shipbuilding - lmmersive visualization - Smart product model - Integrated cost and risk assessment - Visual programming onvironrnent 

Acceleration of design process by two orders of 
magnitude is possible 

Figure 24 - Summary of the demonstration of a synthetic design environment for shipbuilding. 
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DISTRIBUTED AND COLLABORATIVE 
SYNTHETIC ENVIRONMENTS 

Chandrajit L. Bajaj and Fausto Bernardini 
Department of Computer Science 

Purdu University 
West Lafayette, IN 47907 

(bajaj,fxb) @cs.purdue.edu 

Introduction and Overview 

Fast graphics workstations and increased computing power, together with improved interface 
technologies, have created new and di-. rse possibilities for developing and interacting with synthetic 
environments (Refs. 1-6). A synthetic environment system is generally characterized by the following 
components: 

Inputloutput devices that constitute the interface hetween the human senses and thc synthetic 
environment generated by the computer. Several degrees of immersion arc possible, ranging from 
simple sterco.wopic view of an imagc on a CRT display to a total immersion in which a head-mounted 
display, sound and haptic devices (force and torque feedback, tactile stimuli) arc used. 

A computation system running a real-time simulation of the environment. This can sometimes 
bc subdivided in several subsystems; for example, a sirnulatiorl module running on a supercomputer 
coupled with a scene creation and a rendering module running on a graphics workstation. 

To achieve an acccptablc lcvcl of realism, the display subsystem must gcneratc at lust tcn 
framcs pcr sccond of high quality graphics. For complex environments. this goal is still far from bcing 
reached. Nrmthcless, synthetic environments have already been applied successfully in such diverse 
fields as: operarims in hazardous or remote cnvironments. through tclcpresencc; molecular modcling; 
llight simulation>; hattletield simulation; architectural walk-throughs; surgical planning; collaborative 
design; cducation and training; entertainment; aqid many others. 

A basic need of a synthetic environment system is that of giving to the user a plausiblc 
wproduction of thc visual aspect of the objects with which he is interacting. It is well known that 
populating a synthetic world with ohjeca, whether they be spaceships in a science fiction movie, 
prototypcs in a manufacturing design, or replicas of existing real-world objects in an architectural walk- 
through, can be extremely time consuming. Not only must it be possible for the uscr to move in the 
environmcnt, hut updating in rcal time his or her view of it. To convey the impression of an 
immersivc, active presence in an environment, a real-time simulation of the physical behavior of the 
various components of the environment is necessary. Moreover, in many applications the uscr should 
be allowed to interrogate objects about their associated properties, and to interact with them; for 
example, modifying some of thcir properties to support what-if scenarios. 

Thc goal of our Shastra research project is to provide a substrate of geometric data structures 
and algorithms which allow thc distributed conqtruction and modification of the environment, cfticient 
querying, of objccls attributes, collaborative interaction with the environment, fast computation of 
collision detection and visibility infomation for efficient dynamic simulation and real-time scene 
display. In particular, we address the following issues: 

A gcornctric framework for modcling and visualizing synthetic environments and interacting 
with thcrn. Wc highlight [tic functions required for the ,pecmetric PnginP of ;1 syntheiic environment 
systcrn. 
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A distribution and collaboration substrate that supports construction, modification and 
interaction with synthetic environments on networked desktop machines. 

Geometric Engine 

A critical subsystem in all synthetic environment systems is the geornef?i,- engine, or the 
software module respnsible for creating a realistic view of the simulated world, and for allowing user 
interaction. In a typical scenario, a system requires the display of several objects that move and must 
bhave  realistically. A user wanders in the environment, constantly changing his or her point of view. 
Other users (or actors) may be sharing the same environment, and a suitabli ,cpresentation of thera 
could be required. The users interact with objects in the environment; for example, touching their 
surface to pick and query an object, grabbing and moving them, or simply colliding with a wall of a 
room. Simulation of even the simplest form of dynamic and interaction requires collision detection and 
contact analysis. Fast display of complex environments rcquires efficient visibility computation. 
Querying and interacting with objects requires rapid point location and local shape control. In short, 
the geometric engine of a general-purpose synthetic environment system should provide efficient data 
structures and algorithms for: 

shape representation 
dynamic object insertion and deletion 
object animation (motion, non-rigid transformation) 
object location and closest point queries 
collision detection and contact analysis 
visibility ordering and culling 
view-volume clipping 
multi-resolution representation 
real-time high-quality rendering 
other operations required by specific applications (e.g., set operation and interactive shape 
control for collaborative design). 

Wc want to explore the use of data structurec suitable to support the operations listed above in a 
complex, constantly changing environment. Several types of data structures that partially satisfy these 
needs have been proposed in the past. However, they have mainly been used in Computer-Aided 
Design (CAD) systems or other special-purpose applications, and not as an infrastructure for a 
complex, dynamic and general-purpose environment. Often, CAD systems use boundary 
representations (Breps) to describe the geometry of the object being modeled. Breps are well suited to 
the implementation of the most common modeling operations. However, when this representation is to 
be used in 2 general-purpose synthetic environment, it has to be supplemented with additional 
structures such as octrees or bounding volume hierarchies to achieve the required efficiency. 

Several variants of the oc’tree data structure have been proposed, and be used either as a 
superimposed search index on existing representations of geometry, or as the main representation 
scheme in the system (Ref. 7). The simplest variant (and usually the one requiring the most space) is 
the region ocrrev. In a region octree, a cubic domain is split at each node in eight equal sub-cubes. The 
decomposition continues recursively for each node that requires a further spatial refinement. Leaves of 
the mtme reprewent empty or solid regions of space. The major drawbacks in the use of a region octree 
fur representing the geometry are that it is an approximation (unless the cbject is constituted by 
mutually orthogonal planar faces only), and its size. Another octree variant is the PM octree (PM 
stands for Polygonal Map); each leaf corresponds to a single vertex, edge or face. The only exception is 
that a leaf may contain more than one edge (face) if all edges (faces) are incident on the same vertex. A 
PM octree usually reqlclires much less storage than a region octree (Refs. 8 and 9), and it permits an 
exact represent. ion of polyhedral models. PM octrees support a large suite of modeling operations, 
and several methods are known to convert CSG or Brep models to Plvl octrees and vice-versa (Ref. 7). 
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A K-d-tree (Ref. 10) (where K is the dimension of the domain space; in our case we will deal 
with 3-d-trees) is a binary tree in which inter, .1 nodes partition the space by a cut hyperplane defined 
by a value in one of the K dimensions, and external nodes, or huckefs, store the points in the resulting 
hyper-rectangles of the partition. They allow O(Io2 n) insertion, deletion and point query operation. 
The semi-dynamic variant introduced in Ref 1 1  allows constant expected time deletion, undeletion, 
nearest-neighbor searching and fixed-radius riear-neighbor searching. When used to model the 
Teometry of an object, they suffer some of *he same disadvantages of region octrees in that they can 
h y  approximate the geometry of general objects. However, they have been successfully used in 
precomputing viewpoint-independent visibility and illumination information for large models of 
buildings to speed up a successive interactive walk-through phasc (Refs. 12- 14). Changes in the 
environment would require c new processing of the visibility information. 

Binary Space Partitioning T r a y  (BSPT) (Ref. 15) are a generalization of K-d-trees. In a 
BSPT, the cuttinp -)lanes associated with the internal nodes are not constrained to be orthogonal. 
Constructing a BSPT representation of one or more polyhedral objects involves encoding the polygonal 
faces into a binary tree of cutting plaqes. Notice that affine transformations c?n the encoded object or 
groups of objects do not change the tree structure, but reqdires only the application of a transformation 
to the plane equations. The spatial crdering encoded in the tree can be exploited for the speedup of 
intersection and visibility computation. Moreover, wheri a BSPT is properly constructed it offers a 
multi-resolution representation of the object: as 01 i descends a path in the tree, the bounded regim 
decreases its size monotonically. The effectiveness of this technique in practice has been proven in 
several applications. 

Unstructured tetrahedral grids are extensively used in finite elcment analysis and triangulations 
are pervasive in computational geometry. The use of simplicial complexes as a general approach to 
representing geometric shape has been advocated by several authors (Refs. 16 and 17). U'e are 
currently investigating the use of thrcc-dimensional regulrrr (a weighted variant of De1aunr.y) 
rricmgultrirvrs, coupleo with efcicient point location data structures, to provide the functionalities needed 
in a synthetic environment. A representatkr. oased on Iikxarchical Simplicial Complexes has recently 
been proposed (Refs. 18 and 19j (see ais0 an extension to a hierarchy of cell complexes (Ref. 20)). In 
our scheme, the top-kvel triangulation subdivides the space in tetrahedral cells (with the associated 
search structure). Each cell contains an object (or a group of objects), and these are descrikd by other 
triangulations. The scheme can be recursively used to achieve the level of detail ir, t!ie decompositiorl 
needed by the application. Using a hicrarchy of triangulations has several itdva:.[agi 
triangulations are acyclic with respect to visibility ordering (Ref. 21). This nearls that, given a 
viewpoint, it is possible to order the cells of the complex in c hequence such that if A otstructs B, then 
B precedes A in the sequence. %is property is preserved in a hierarchy defined as above. Moreover, a 
hierarchy of simplicial complexes naturally defines a multi-resolution representation of the geometry, 
and allows fast point location and other types of queries when associated wilh appropriate data 
structures. 

Regular 

A three-dimensional regular triangulation can be built incrementally via point insenion and 
topological flipping. Additionally. a history DAG can be used to allow efficient point location and 
associ9te3 queries. Moreover, a Power (weighted Voronoi) dingrant (eventually of order k), can be 
easily cmiputed to allow fast answers to closest point queries. We are considering the use of se.lreral 
variations o'this approach. A possible version of the data structure consists of using a Delaunay 
triangulation h i !  conforms to objects boundaries. When a new object is insertcd in the environment, 
the triangulaLm is upaa:d tn axomnwdate all its faces. Methods to construct conforming Delaunay 
triangulations in 2D and 3D by inserting extra points are known (Refs. 22-26). However, while a 
polynomial bound on the number of exti; points is known for the two-dimensional case (O(m2,1), for 
nt ed9c.s a id  n vertices (Ref. 23)), whether such a bound ex?< for the three-dimensional case is still 
an cpn problem. Weatherhill (Ref. 26) reports statistics from experiments with the three-dimensional 
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algarithm that show a reasonable behavicr on m d l s  used in real applications. This scheme is 
restricted to polytxeclral objects (curved surface objects can be approximated by small planar faces). 

In a different scheme, the trimplation is used as the domain for implicit piecewise-algebraic 
surfaces (Refs. 27-31). In each tetrahedron containing a piece of some object's boundary, a 
polynomial functionflx,y.z) of degree n (where n is usually small, often n 13) is defined, and the 
piecc? of surface is implicitly given byffx,y,z) = 0. The surface patches can be made to join with some 
dtgrce of continuity (for example, C' or CZ), by using interpolarts of appropriate degree. For n = I ,  
in particular. the surface pieces are planar polygons, and the! representation resembles the PM octree, 
where the cubic cells are replaced by tetrahedral ones. This approach has the advantage of allowing a 
compact representation for curved objects. Moreover, it rakes possible the use of a more "relaxed" 
condition on the conforming triangulation. This needs not to confonn to the object boundary, but 
simply contain a set of tetrahedra suitable to define the piecewise surface. An implicit piecewise- 
algebraic swface is suitable for interactive local cmtrol. In a three-dimensional -. j iithetic environment, 
one cr,uld very naturally make use of tiueedimensional widgets to allow an intuitive control on the 
surface shape. 

Networked Distribution and Collaboration 

We advocate the approach of integrating i! collection of hnction-spocifK tools into a distributed 
and extensible environment where tools can easily use facilities provided by other tcols (Refs. 34-36). 

Isolation of functionality makes the environment modular and makes tools easy to develop and 
maintain. Distribution lets us bemfit from the cumulative computation power of workstation clusters. 
Tool-level co0pe:ation allows us to exploit the commonality that is inherent to many scientific 
nranipulation system. As. enabling infrastructure of communication and interaction tools, display and 
visualization facilities, symbolic procssing substrates, and simulation and animation tools saves 
avoidabk re-implementation of existing functionality, and speeds up the application development. 

?'he Shastra environment cons& of multiple interacting tools. Some: tools implement scientific 
design and manipulation functionality (the S h t r a  Toolkits). Other tools are responsible for managing 
the co!%borative environment (Kernels and SessiGn Managers). Yet &is offer specific services for 
communication and animation (Service Applications). Tools register with the environment at startup. 
providing information about the kind of services that they offer (Directory). and how and where they 
can be contacted for those services (Location). The environment supports mechmisms to create remote 
instances of applications and to connect to them in client-server or peer-peer mode (Distrihution). In 
addition, it provides facilities for different types of multi-user interaction ranging from master-slave 
blackboara ng (Turn Taking) to synchronous multiple-user interaction (Collaboratiun). It Implements 
functionality for startir,_e and terminating collaborative sessions and for joining or leaving them. It also 
supports dynamic messaging between differelit tools. Tools are thus built on top of the abstract Shaswa 
layer which is depicted in Fig. 1. 
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Figure 1 -The S h w n  Layet: Aconnection, communication and cdlaboratbn management 
substrate. Shastra tools inter-opeme using facilities provided by this layer, 

The SHRSTRA coltahontive scientific environment provides mechanisms to support a variety 
of multi-user interactions spanning the range from demonstrations and walk-throughs to synchronous 
multi-user collaboration. In addition, it faciliiates synchronous and asynchronm exchange of 
multimedia information which is useful to successfully communicate at the time of design, and to share 
the results of scientific tasks, and often necemuy to actually solve problems. The infrastructure 
pv ides  fw;lities to distribute the input of low compucition usks - to obtain the parallelism benefit of 
distribution, and the output of compute in8ensive tasks - to emphasize sharing of cesoufces among 
applicarions. It provides a convenient abstraction to the application developer. shielding him from 
l o w  kwl details, while providing him with a nch substrate of high level mechanisms to tackle 
progressively larger problems. 
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The application-si cific Core implements the functionality offered by the tool. Above the Core is a 
functional Interface Mapper that invokes functionality ernbedded in the Core in response to requests 
from the Graphical User Interface, ASCII Interface or the Network Interface. It also maps requests to 
alter the user interface or to send messages on the Network Interface. The Mapper is essentially a 
command interpreter that invokes registered event handlers when events of interest occur. Tools 
register event handlers with the Mapper for events they are interested in and unregister those that cease 
to be of interest. Tk separation of Core and Interface, that of function and interface, makes it easy to 
build multi-user systems since it enables the maintenance and display of shared state at a user interface 
via remote commands in a distributed system. 

The GUL is application-specific. The ASCII interface is a shell-like front end for the tool. 
Tools communicate with other tools in the environment via the Shastra substrate, through an abstract 
Network Interface. This implements the underlying messaging system that provides connection and 
trmspott facilities. The Network Interface multiplexes multiple simultaneous network connections and 
implements the different application level communication protoc As .  Functionality available at a 
network interface is relayed to the communication substrate using a signature that specifies callback 
functions for the different kinds of network events in whxh  the tool is interested. The signature 
provides an abstract interface to remote systems and deacribes functionality offered by the tool. It also 
Serves as a regulatory mechanism since different levels oi service can be offered at different interfaces 
by specifying the appropriate signatures. 

+ 
c 4 

.. 
Ascll 

I 

I 
, I  

Figure 4 - 3igh level architecture of a tool in the Shastra environment. 

To take advantage of the integration facilities of the infrastructure, the Core uses the Network 
Interface to access functionality already implemented in other tools. The main benefit from this setup is 
modularity and reuse - tools isolate the functionality they offer and provide a functional interface to 
peers. The high level block architecture d tools in Shastra is depicted in Fig. 4. The architecture 
makes it easy for tools to connect to other tools and request operations, synchronously as well as 
asynchronously. 

These architectural guidelines accord us the benefit of uniformity since all tools are built upon a 
common infrastructure and have identical connection, communication and collaboration mechanisms. 
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'Iht corrcept of COOPefPtiOn awareness thus pervades the atchitactwe. The entire set o f c o ~ t e d  
Network Interfaces of Shastra tools manifests itself 6 the abstract Shilstra layer at mntim (set Fig. 4). 
It maintains the collaborative environment, provides access to functionality of different systems, and 
provides facilities for initiating, terminating, joining, kaving and conducting c o l l h a h s .  The 
connected network interfaces of Shastra t d s  C0mpr;SC a distributed virtual machine on which we build 
pmbkm solving applkations. 

Tht enabling substntts use the event paradigm to provide functiorrplity. Tds use the 
application programming inteaface oftk substratt b cllllsc request mcssages to be sent over 
connections. Tds ink- in any event wgistcr handkr functions for it with the Mapper. The 
handler Wens arc invoked when that event is received. This allows tools to take action appropriate 
tc tbc event when it occurs. 

In this model, a stssiorr is the unit of colhbodve activity. A Session is essentially a Context 
without an Interfax. sessioa Model bssed ccllabomive tools are impktnentcd in our Cdipboration 
Mock1 by instantiating a Session which causes the setting up of connccttd s h a d  Contexts in wltiple 
took. These shared Contcxk m collaborative task-aware. Emts  drat arc associated with low 
computation tasks ut routed to the Session Context which relays them to all shared Contexts. Events 
that arc associated withcomptc-intensive !asks arc pctcd upon in thc tod Context, and tk associated 
Triggers arc routed to the Session Context. Context State changes generate Triggers that arc routed to 
tools and update views at their Interfaces. The implementation is depicted in Fig. 5. 

Figure 5 - Session model of collaboration. 

Since Sessions are collaborative task-aware, they can choose between centralized and replicated 
data management facilities based on the number of sites in the collaboration, degree of dependence 
between collaborative tasks, and performance of the underlying mechanisms. Collaborative tasks are 
thus implemented in the shared Context and State of a Session. Simultaneous interaction is supported 
from multiple distributed interfaces. 
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A major advantage of this approach is that Sessions can be madc persistent since they are 
&linked from user kvel tools and interfaces. They can be saved and restarted and thus support 
asynchronous and synchronous collaborative interaction. Also, participating in collaborative tasks is 
further simplified since tools do not have to keep t r x k  of group membership or set up routing 
information. Tools create Contexts that are shared with the Session Context when they join a Session 
and tear them down when they leave. 

Runtime Environment 

Collaborative Sessions, or Sessions, are instances of synchronous multi-user collaborations or 
conferences in the Shastra environment. A collaboration in Shastra consists of a group of cooperating 
tools regulated by a Session Manager, the conference management tool of Shastra. One Session 
Manager mns per collaborative session. It maintains the session and handles details of connection and 
session management, interaction control and access regulation. It keep track of membership of the 
collaborative group and serves as a repositoiy of the shared objects in the collaboration. It supports a 
multicast facility needed for information exchange in a synchronous multi-user conferencing scenario. 
It has a constraint management subsystem that resolves conflicts that arise as a result of multi-user 
interaction, enabling maintenance of mutual consistency of operations. It has a regulatory subsystem 
that controls synchronous multi-party interactran and provides a floor control facility based on turn- 
taking. Every Session Manager impkments functionality to service the following session control 
requests: 

Invite - Request to invite a tool to an ongoing session. 
Join - Requcst to join an ongoing session. 
Remove - Request to remove a tool from a session. 
Leave - Request to leave a session of which the tool is a member. 
End - Request to terminate a collaborative session. 

It also serves the following interaction control requests: 

Format - Request to set session format. 
Capabilities - Request to set access regulation capabilities. 
Interaction Mode - Request to set interaction mode for the session. 
Request Floor - Request to get floor control for the session. 
Release Floor - Request to releaw floor control for the session. 
Assign Floor - Request to assign floor control for the session. 

A collaborative session in Shastra is started by a tool when it sends the Session Start message to 
the local Kernel. This causes the instantiation of a Session Manager for the incipient session. The 
initiating tool becomes the Session Leader. A tool sets the session format using the Format message. 
Sessions may be Formal, where participation is by invitation only, or Informal where any tool can 
dynamically join the conference. The Leader assigns capabilities of other participants for collaborative 
activity in the session using the Capabilities message. 

The interaction mode for a session is specified using the Interaction Mode message. Interaction 
can occur in the Regulated or Free mode. In the Regulated mode, tools request and relinquish the floor 
using Request Floor and Release Floor messages. The leader can explicitly a5sign floor control using 
the Assign Floor message. In the Free mode, interaction is regulated via capabilities assigned to 
session participmts. Capabilities are described in a later section. Other tools are invited to participate 
in a session by sending them the Invite request via the Kernel. Tools can dynamically join ongoing 
sessions by sending the Join message to the relevant Session Manager vici the Kernel. The Session 
Manager uses session format information to control dynamic incorporation of tools. The Leader can 

255 



remove a participating tool from the session using the Remove message. Tools can discontinue 
participation in the session by sending the Leave message to the Session Manager. A session is 
terminated by the Leader using the End message. 

basic Session Manager that provides application independent connection, communication and 
collaboration control facilities. Such session managers support additional messages for collaborative 
operations specific to the application. 

Application-specific Session Managers for different collaborative tasks are created from the 

Kernel 

Figure 6 - Information flow in the Shastra environment. 
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THE POWER OF PEZONOMICS 

Joel Orr 
Orr Associates International 

Chesapeake, Virginia 

There are not many virtual worlds in working environments today, but the few that there are 
suffer from a flaw similar to the biggest fault of less-engaging computer systems: they are designed 
with little consideration for the way people really are. and the way they behave. They are, in a word, 
ergonomically unsound. 

Inconsisrency is one of the biggest problems. We have grown to expect different programs to 
have different ways of doing things. Type ALT-F, X to exit from one program, CONTROL-Q to leave 
another. If cars were as inconsistent, renting one in a strange city could be a problem: “This new 
ergonomic model has the brake pedal on the right, and the accelerator is operated with your left elbow. 
Just initial in these eleven places, and sign here-sir? Where’d he go?’ Out to the taxi stand. 

Disregardfor the human shupe is another. T&e the standard computer keyboard. The 
arrangemelit of its keys was designed in the nineteenth century to slow down typists, to keep them 
from typing another letter Wore the previous letter key had a chance to fall away from the platen of the 
typewriter. Moreover, the keyboard’s size has been reduced, whilc hand sizes have grown. And the 
keys are not positioned to meet naturally-placed human fingers. That successful design is still 
working. sending the children of hundreds of orthopedists through college by creating a whole branch 
of the repetiiive stress injury market. 

Indi#ivmce t o  health and sujery is not unusual among designers of hardware and software. 
Manufacturers reduce harmful radiation from CRT’s only under duress, and they do not want to know 
what electromagnetic fields might be doing to people. 

To add insult to injury. most computer systems are just notfun to learn or to use; they are arcane 
drudgery. 

We need to think about human iderfaces to computer systems in general, and virtual worlds in 
particular, in a new way; a good place to start the revolution is with terminology. Pewtiontics is my 
replacement for ergonomics. Ergonomics comes from two Greek words that mean “work” and 
“law”-”the law of work,” in other words. Too austere! The most popular, easy-to-learn computer 
systems in the world are video games, prime examples of successful application of pezonomics-”the 
law of p!ay.” We need to capture the essence of play and calibrate our computer systems to its 
cadences. 

Why do we love to play‘? Perhaps it is that in play, we have permission to win or lose; we find 
closure; and we can exercise skills in a protected environment. 

The places in which we try out new things-new designs, new concepts--ought to somehow be 
environments in which consequences are attenuated. That is the power of simulation: the consequences 
of crashing a Boeing 747 simulator are noticeably milder than those of crashing a real 747. So we can 
make mistakes, and live to learn from them. 

This is one of the great promises of VR. A virtual world has contn lled consequences, hut at the 
same time, it engages and involves the participant in active ways; she or he is not merely hn observer, 
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When introducing people to new things, I measure their responses on a scale of astonishmt.*t. 
The unit of this scale is the gasp, when positive, and the yawn. when negative. Extremes are not 
desirable; a five-gasp novelty could lead to heart failure, while a five-yawn novelty may result in 
snoring. 

A friend once told me he designs systems according to the “principle of minimal a5tonishment.” 
He said his goal was to minimize surprises to his customers, both in the creation of the system and in 
its use. “The customer or user should always know what is going to happen next, and should have 
some control over that next event,” said this wise man. 

But as in marriage, complete predictability can lead to boredom. To maintain interest, we need 
conrrolled surprise; flowers and romantic greeting cards without a birthday or anniversary, unplanned 
acts of warmth and kindness. Good programs and virtual worlds should have an unending stream of 
pleasant surprises, nice things that happen to the user when they are not expected. 

Perhaps the simplest approach to pezonomics involves engaging the “right brain” through the use 
of graphics. Normal people find computer systems unapproachable. Graphical user interfaces help- 
by providing spatial access to sequential pieces, much like what writing does for speechwritinp, and by 
offering the user a consistent approach to multiple applications, thereby reducing the cost of trying out a 
new application. Mac users, Apple reported a few years ago, use six to eight applications on average. 
while DOS users employed only two. A more recent study shows that Windows users have caught up 
with Mac users. GUls have pezonomic qualities. 

Rhythm is important in pezonomics. Human beings are complex systems-too complex to have 
simple natural frequencies. But there are certain frequencies that “resonate”---or at least, interact-with 
some humm phenomena. Low-frequency sound pulses at or near a person’s heart rate seem to cause 
the human dem to “lock in” to the frequency of the sound generator; once this xcurs. changes in the 
frequency . ause corresponding changes in the person’s heart rate, as well as in o. her physical 
functions. The most popular video games are not the ones with the best graphics: they axe the ones that 
have an aullible heanbeat-rate low-frequency pulse, that accelerates as the game progresses. This 
auditory entrainment causes the player’s heart rate to speed up, with an accompanying production of 
adrenalim and endorphins. By the end of the game, the player is “hyped”-and wants more. (My term 
for the r,  i;thmic aspects of the person-computer interface is anthro~oc) .h4rs~nchro~;~f~. )  

This cntrainment also creates a deep sense of rapport -special connection. Good sales people 
have long known what practitioners of neurolinguistic programming have recently written &out: you 
can establish rapport with someone by intentionally mirroring different aspects of their behavior-their 
rate of breathing, their blinking rate. the rate at which their leg is s-vinging. for example. After a few 
minutes of matching, you can verify that you have rapport by leading-hanging the rhythm. and 
watching to see if they .bllow. If they do, you are communicating with the person on a very primal 
level. and they are much more open to your suggestions and other forms of leading than when such 
rapport is absent. 

Studies of people in singles bars back this up. Observers noted that people who began to mirror 
each other’s behavior soon left together; people who were “out of synch” with each other after a few 
minutes separated and made other contacts. 

Proper pezonomics will also result in increased person-computer coupling. The computer is a 
general-purpose tool, something we use to do a job. We must measure its effectiveness by how easily 
and how well it helps us accomplish our goal-which is usually not operating the computer, it is 
writing, accounting, designing, drafting, or something to which the computer--except for the specifics 
of its assistance-is irrelevant. 
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We can increase our control of the tool by increasing our coupling to i t - t h e  extent to which our 
actions and the actions of the computer system affect each other. Coupling is a kind of rappon; 
rhythm, through resonance, enables us to increase that coupling. 

undesirable; like the binding of a ski, it has to be both loose and tight. You dc rlot want the ski to fall 
off while you are going down a slope, but you want it  to come off easily if you fall 

Of course, increasing coupling might give the tool more control over the user, which could be 

Our goal is to get at our work, our art, our play; the computer is only a means to an end. It is like 
reading, or learning to understand pictorial imageiy. Ultimately, it is not literacy, or pictoracy, we 
desire; it is not even “mediacy,” a facility with multimedia. Rather, we yearn for itmediacy- 
enhanced access to our problems so that we are empowered to solve them without apparent mediation, 
without the intrusion of the irrelevancies of the computer or our disabilities. Pezonomics can bring us 
closer to this god. 

Suppose the headband of your head-mounted display had a sensor that could detect your pulse. 
When you first put it on, the system would ask you about your mood and alertness, from time to time. 
It would build a table with the corresponding heart rates. After a period of calibration. it could then 
sense your level of alertness, and use rhythmic auditory and visual pulsation to alter it. It could, for 
example, flash a feature in your field of view, subtly, at the rate of your pulse, while making an 
unobtrusive but audible clicking sound. When it detected synchronization between your pulse rate and 
its beat, it could speed up the flashing and clicking, checking to see that your pulse was entrained. 

are the concomitants of the “fight or flight” response-including endorphins and enkephalins, pain- 
blunting, pleasureenhancing, morphine-like chemicals that could make you more effective. 

They could also make you less effective, if your work required a more contemplative mood. And 
there is now evidence that activation of the “fight or flight” response causes stress and disease. For this 
reason, you had better be able to control what the system does to you. 

“What do you call people who practice the rhythm method of birth control?’ goes the riddle. 
“Parents,” is the answer. Like any uther tool or approach, rhythm does not ensure success. 

By increasing your heart rate, the system would cause your body to generate the substances that 

Rhythm can be a powerful ally or a formidable foe, a liberator or an enslaver. 1 do not believe it 
is intrinsically evil, but it can be used for evil purposes, such as controlling people against their will. 
We should approach it cautiously arid intelligently, respecting its destructive power while we harness it 
for our benefit. 

We trustingly submit our entire sensoria to immersive virtual reality. Yet participants in virtual 
worlds can become disoriented, even to the point of nausea or more enduring ill  effects. Perhaps these 
can be mitigated through pcronomic rhythm management. 

System designers seek better persodmachine coupling. To date, we have Imkcd at human 
interface issues with the niathematics of Euclid and Newton, whose underlying assuniptions derive 
from Plato’s: everything in th, v i)rld is an approximation of air ideal. Recent discovcrie\ in “the 
mathematics of chaos” reve2:I :) * .hings are both simpler and more complex than we ever imagined. 
Sealed mysteries of natural pt,, .)mens. and biological phenomena in particular, are yielding in 
embarrassing profusion to this neb “Open S.xme.” I wonder if there will be found, in a biological 
wtting, a chaotic or fractal analog to the Newtonian notion of resonance. one that will help us design 
virtual &odd\ that will liberate people without endangering them. 
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Conclusion: Pezonomics-the law of play-must be developed and applied to computer systems 
in general, and VR in particular, if these artificial environments are to become hospitable for humans. 
Without playful interfaces, virtual worlds will be as arcane and inaccessible as UNIX. The coming 
information superhighway promises a high-bandwidth information infrastructure that will make 
possible a shared multisensory space. We must pad its wdls pezonomically or endanger the innocent. 
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