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PTTI OPENING ADDRESS 

Captain Kent Foster 
Superintendent 

V.S. Naval Observatory 
Washington, D.C. 20392 

Good morning, ladies and gentlemen, and on behalf of the U.S. Naval Observatory, welcome 
to the 27th Annual PTTI meeting. 

Before I get started on remarks, I feel I'd be remiss if 'I didn't mention a few people's names 
who have done a lot of behind-the-scenes work to provide these facilities and services this 
week. You all may be used to this kind of service, but this being my first time here at a PITI 
meeting, I'm really impressed. I did press Sheila Faulkner to give me some names of some 
people who have done some of the behind-the-scenes work, and I'd like to recognize them this 
morning. 

In the area of general assistance, folks from JPL, Dick Sydnor and Paul Kuhnle; from 
AlliedSignal, Clark Wardrip; from Hewlett-Packard; Len Cutler; from Timing Solutions, Sam 
Stein; and from TrueTime, Don Mitchell. A special thanks to Sheila Faulkner herself and Nikki 
Jardine for all the hours of work they put in for the registration and the overall coordination. 
Very, very nice job, folks. 

To many of you, I'm sure this a longstanding recurring event in your lives. To me, it's a first, 
as I assumed command of the Naval Observatory just this past August. As is my style when 
dealing with anything new and unfamiliar to me, I will do a lot more listening than talking at 
this event. When I do talk, I'm sure I'm going to be asking a lot more questions than providing 
answers. 

I did manage to recover some history at the Observatory while preparing to make these 
remarks this morning. I went back 25 years to the Second Annual PITI meeting held at NRL 
in Washington in December of 1970. I looked at the objectives laid out for the 1970 meeting 
and compared those to this session (see Figure 1). 

The 1970 objectives can be summarized as: Disseminating information about PITI; reviewing 
present and future requirements for PITI; and reviewing current and planned PITI systems. 

The objectives for this meeting are very similar: The first, second, and fourth objectives are 
essentially repeat items of the 1970 objectives. One additional item was thrown in, that is, to 
inform government officials of PITI technology and its problems. This new item seems very 
closely associated with the fourth objective, and I therefore think I can say that the objectives 
of this meeting are essentially the same as they were at the meeting in 1970. 

Without checking the records of every meeting between 1970 and now, I think it's fairly safe 
to assume that each year's objectives were similar to the ones listed here; and if they weren't, 
they probably should have been. So after 25 years of aiming at the same objectives, where are 
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we today? 

When I look through the agenda of sessions one through ten of this meeting, they suggest 
the following to me: One, we are ,providing a lot of PTTI information to all attendees; and 
two, we are exchanging a lot of science and technology tied to PITI. I think we could all feel 
con1:ident about accomplishing objectives one, three and four here, based on the suggestions of 
this agenda; and I'm sure when 'this meeting adjourns, we will have our confidence verified. 

What I don't feel confident about, _ however, is that objective number two, reviewing PITI 
requirements, may not be getting a fair shake. I don't even see the word "requirements" in a 
single title in this agenda. I find this apparent inattention to requirements a little bit disturbing, 
and it's not the first time that I have found an absence of information-specific information-on 
this subject. 

I know that I'm on a very steep learning curve in this new job of mine, and I know that I've 
got a long climb ahead of me before it even begins to level off. But the first easy lesson 
I learned is this: When you talk about current and future capabilities for precision accuracy 
involving time and positioning, especially those under development, the first question you get 
is "What is the requirement?" I've gotten the same question put to me by warfare-experienced 
Navy bean-counters-budgeteers-and laymen as well. When I turn to my prestigious ranks of 
PTTI experts at USNO for the requirements, especially the future requirements, I get a lot of 
looks of nervous uncertainty and a variety of very softly spoken numbers. 

Figure 2 has been used in the past in USNO program briefs to show the long-term increases in 
USNO technology versus the increases in user requirements for precise time. I can tell you that 
the requirements line here is a rough quantitative estimate due to the uncertainty of precisely 
defined system-specific requirements. If, however, the slopes and the trends of this figure are 
generally correct, you can draw some inferences about the capabilities versus requirements. 

From 1950 to about 1980, USNO technology preceded future requirements at any level of 
accuracy out to about 10 years. I guess this is probably a fairly comfortable margin. After 
about 1980, however, the technology development margin over future requirements shows a 
decreasing trend, as the lines beyond that point tend to converge. And by 1990, the relatively 
stable historical margin of USNO capabilities over current requirements begins to dwindle also. 

These decreasing margins of capability over requirements should concern everyone here today. 
What this figure does not show is that the slope of the USNO capabilities line, which is of 
course the rate at which we can develop higher technology, is a partial function of resources, 
money, and people. Money and people are what all Navy and DoD activities are having to 
fight for on a continuing basis in order to minimize their losses. DoD is not a growth industry, 
and USNO is no exception to that rule. 

USNO and other precise time activities do not launch combat aircraft; we do not put ships to 
sea; we do not aim and pull the trigger on any weapons system. We, therefore, in the eyes 
of war-fighters and defense bean-counters, don't do anything glamorous. But we do support 
marine and air navigation; we do support precise geo-Iocation and putting weapons on target; 
and we do support synchronization of command, control, and communication systems. It's 
unfortunate, however, that these technical support functions are not well understood by war
fighters and bean-counters. The resources that provide these functions come under constant 
risk in competition with other more glamorous and high-priority requirements. 

Our surest way to defend those resources against budget reduction drills, which are sure 
to continue, is through well-documented system-specific requirements, defined as precisely as 
possible and made understandable and appreciated by warfare commanders and bean-counters 
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alike. This will not happen without the proactive involvement of the PITI expertise assembled 
in this room. 

I would like to repeat that for emphasis. Systems-specific requirements defined as precisely as 
possible and made understandable and appreciated by warfare commanders and bean-counters 
will not happen without the proactive involvement of the people in this room. 

So I urge all of you to begin thinking and focusing on the requirements review that has been, I 
think, an objective of this annual meeting for 25 years, and of the process used by the Defense 
Department in validating requirements. We need to come to grips with better requirements 
definition and to be a part of the continuing requirements process. This is especially true for 
future requirements that we must have to support continuing technology development. 

Well, having overshot my precise time interval assigned to me by this agenda, I'll tum this 
podium over to someone who needs no introduction for any prior attendees at these meetings. 
Dr. Gemot Winkler, of course, was Director of Time at the Naval Observatory for 29 years, 
and culminated his enviable career with retirement earlier this year. I'm thankful, though, that 
we still see and welcome Dr. Winkler at USNO a day or two a week, and I'm happy to say 
that he's here with us now to present the Distinguished PITI Service Award. 

Ladies and gentlemen, I thank you for your efforts and your interest here this week. Please 
now welcome Dr. Winkler. Thank you. 
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PTTI DISTINGUISHED SERVICE AWARD 

Presented by 
Dr. Gernot Winkler 

USNO, Retired 

to 

Dr. James A. Barnes 
Austron, Inc., Retired 

Thank you very much, Captain. It is a very great pleasure for me to satisfy one requirement 
right here, and that is to recognize past achievements. I'm extremely happy that I can do that 
for my friend Jim Barnes, whom I have known for a long time, about 30 years. There is one 
thing which comes to mind immediately: his high personal qualifications, about which everyone 
agrees. 

Jim's fairness has been recognized by quite a few people. And I want to read to you some 
of the comments which have been collected by David Allan, who wrote up the award , dtation. 
He has been an outstanding public administrator, bringing fairness and good will to his job. 
As the Time and Frequency Division Chief at the National Bureau of Standards (now NIST), 
he always treated outside agencies with respect and dignity. Dr. Cutler has added: "Jim has 
demonstrated both great depth and breadth in his solutions to problems. He is also a fine 
human being and an excellent leader. It is a real privilege to have known him for more than 
30 years." These are the kinds of comments which have been made from old colleagues. 

We owe him an enormous debt for his vision and follow-through in understanding and char
acterizing the random behavior of precision clocks. The tone of our whole community was 
set starting with his Doctor's thesis work in 1964 through his chairing the IEEE committee 
work leading to the classic publication in IEEE Transactions on Instrumentation Measurements 
entitled "Characterization of Frequency Stability," which has become a classic. The committee 
worked long and hard under his leadership to publish this pioneering work. In regard to this, 
Bob Vessot said "Jim's leadership helped pull together a coherent view by providing simple and 
elegant models to characterize the noise processes observed in clocks and oscillators." 

Jim was born in Denver, Colorado. He will celebrate his birthday a week from this Thursday, 
at which time he will be 62. He received his BS from the University of Colorado, his Masters 
from Stanford, and his PhD back at the University of Colorado. He began summer work at 
NBS in 1956 with the Radio Broadcast Services Section, and the following summer worked 
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with the Atomic Frequency and Time Interval Standards Section. In 1958, he joined NBS full 
time, and in 1965 he was appointed Section Chief. 

A long list of awards and recognitions have come to him over the years, which we will not 
highlight here, as we wish to focus on his service. His pride and joy, however, are his children 
Lisa, Leslie, and Jimmy, and his grandchildren. 

Though his contribution to the understanding of statistical models for precision clocks and 
oscillators is monumental, he has made very important contributions in other areas as well. 
David Allan has printed out five pages of just the titles and authors of his publications while 
he was at NBS. 

In his earlier career, he did some very important work in precision spectrum analysis of microwave 
signals. And among other things, he also was one of the two people who transported physically 
the time from the old Greenbelt WWV station to Boulder, Colorado. 

In 1964, the IEEE and NASA sponsored a symposium on the definition and measurement of 
short-term frequency stability. Looking back with 20/20 hindsight, Jim's presentation at this 
conference probably had more long-term impact than any other, and was the beginnings of 
much of what we accept as standards for measurement in our field. Dr. Golay, during a panel 
discussion, had great vision, as he commented: "I would like to congratulate Mr. Barnes for 
having come with an extremely logical measure of instability." 

Some very important clarification work was added by Bob Vessot, and Bob's paper and a classic 
overview paper by Dr. Cutler and Campbell Searle of MIT were published along with the 
above two theses in the special issue of the "Proceedings of the IEEE" in February of 1966, a 
classic today. 

September of 1967 marked the birth of the Time and Frequency Division of NBS, with Dr. 
Barnes as its first chief. Roger Beehler said of this era: "It was very important in the Bureau 
to have a good beginning for this new division. Jim gave it the leadership, pulled together a 
very good staff, and launched (very successfully) the work of this important division." We are 
all the beneficiaries of Jim's fathering this division's efforts. 

Because of his recognized stature in our field, he was asked in 1980 to write the section in the 
Encyclopedia of Physics on "Clocks, Atomic and Molecular." He represented 'NBS for many 
years on the Consultative Committee for the Definition of the Second, and he has helped to 
steer international time and frequency activities in a healthy direction. 

His work now spans over nearly four decades. And it is now with great pleasure that we 
give Jim his award as we express to him our deep appreciation for his outstanding service and 
contnbutions to our community. Jim, may I ask you to come up here? 

As we all know, the fitting token of this award is, of course, a clock. What else? This is what 
we would like to present to you. It's a PTTI clock, not keeping time as well as the clocks at 
the NBS or NIST, or the Naval Observatory, of course, but at least something which you may 
find as a remembrance to the service to our community. Congratulations! 

DR. JAMES BARNES: I would like to make two very brief comments. One is that I'm 
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deeply honored by the award and I'm very pleased. I couldn't be more pleased with the 
chairman who just spoke to you. He was the first recipient of this award I understand. And I 
couldn't share it with better company. 

One last thing is I've had some speech people help me at certain times. And they told me an 
interesting thing: If you have a lot of trouble, you say it very loud. And what I have to say 
then is THANK YOU VERY MUCH! 

9/10 



KEYNOTE ADDRESS 
PROGRESS OF TIMING IN 
TELECOMMUNICATIONS* 

Ron Brown 
Bellcore 

Morristown, New Jersey 07960 

Abstract 

This taUc provides an overview of why time and frequency are important in telecommunication 
networks. A historical perspective of the progress made in the telecommunication industry of both 
understanding and using PITI are given. Switching, fiber-optic transmission, and wireless transmis
sion are discussed. FinaUy, some prognostications about the future of PTTl in telecommunications 
are given. 

It is a pleasure to be with you today, particularly in San Diego with the beautiful weather. I 
spoke to my wife this morning, and back in New Jersey they got an inch of snow. She was not 
too happy about having to shovel it herself; I am happy to be out here. 

I am going to be talking about the progress of timing in telecommunications. The punchline 
of my talk is that the telecommunications industry has corne a long way in the field of 
synchronization over the past 10 years, but we still have a ways to go. 

Let me give a little background of who I am; I work for Bellcore. Bellcore is a software and 
consulting firm that is owned by the seven baby bells, and we do most of our business with 
the seven baby bells. I am chairman of T1X1.3, which is the standards committee that sets 
standards for synchronization for telecommunication systems. 

One example of how far we have come in telecommunications, goes back to when I began 
working at Bellcore seven years ago. When I hired in, my boss at that time was Joe Ohweiler. 
During my first week on the job he said "Right now there's only one person who really 
understands timing in telecommunications. His name is George Zampetti, he works at AT&T, 
and I want you to find out what he's talking about, if it makes sense, and if he's trying to 
somehow put one over on us." That was my mission. In the past seven years, I've had a 
chance to learn a tremendous amount from a lot of different people. In the telecommunications 
industry today, we have a lot more than one person who understands timing. We have come 
a long way. 

·Editor 's note: This is a transcript of the oral presentation. Both the editor and the presenter have edited this paper. 
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One thing I want to say before I jump into my talk is Bellcore basically was created by lawyers 
. and we have a lot of lawyers in our company. At Bellcore, it is very important for us to be 

unbiased. I'm going to talk about some specific companies in this talk. When I mention the 
companies, it is not an endorsement. In particular, I look at three companies that have really 
done a lot to drive progress in timing in the telecommunications industry. One of them is 
Bellcore, of course. The second one is AT&T Communications. The third one is Telecom 
Solutions, who builds timing equipment. So just because I mention those companies doesn't 
mean that I'm endorsing AT&T over Mel and Sprint or Telcom Solutions over lIP, Austron, 
and all the other competitors in that field. I'm recognizing that they happen to have done a lot. 
I'm going to be around for pretty much the whole PTT!. If you want to get me off-line and ask 
about anything I bring up that we don't have time for questions and answers for, if you want 
to get in contact with me after the conference, my e-mail addressissync2@cc.bellcore.com. 

What I'm going to talk about is why do we bother to synchronize telecommunication systems. 
As I was going through this talk, it was a little bit long, so I'm going to go over this very 
briefly. Next, I'm going to talk about general milestones that have happened over the past 20 
years in telecommunications; and then look at some specific topics that I think are of particular 
interest to this audience. Finally, I will take a quick look at the future. 

Why do we bother to synchronize telecommunication networks? At a very general level (slide 
3), it comes down to two things: delay and bandwidth efficiency. A synchronized system 
can have lower delay because you can have smaller buffers. A synchronized system will 
have better bandwidth efficiency for several reasons. One example is that you don't have to 
waste bandwidth on frequency difference accommodation. Another example is frequency reuse 
schemes in cellular systems. Every now and then you'll read that bandwidth, because of fiber 
optics, is free. This statement drives me crazy. Bandwidth is never free. There are always 
trade-offs. What we have found that the cost of synchronizing the system has benefits that 
outweigh the costs as far as bandwidth efficiency. 

This leads us to design systems to be synchronous. When there are synchronization faults, 
they can lead to data errors that are usually related to buffers overflowing or underflowing. 
Those are sometimes called "slips." There are also impairments called "jitter" and "wander". 
All of these are impairments, but they're second-order effects due to the general things that I 
mentioned before of controlling delay and optimizing bandwidth efficiency. 

Another area that I'm not going to talk about too much, because it's not my main area of 
expertise, is cellular or personal communication systems (slide 5). When I look to the future, 
I think cellular, as they move from the analog systems to the digital systems, is a big area of 
growth for synchronization. 

Let me give you some rough numbers (slide 8). I think this is mostly a scientific and engineering 
audience, but for those who might have a marketing interest, I want to give you an idea of 
the market size. The baby bells, who are Bellcore's clients, sometimes called "local exchange 
carriers," (LEes) have roughly about 1,000 switching offices each. Each one of these offices has 
a clock. There are seven companies that are true baby bells that were formed when AT&T was 
broken up, and then there are many other independent LEes as well. GTE is the biggest, and 
is actually bigger than any of the baby bells. There are a handful of smaller players, Rochester 
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Tel for example. All together, I'd estimate that LECs in the U.S. have about 10,000 switching 
offices. 

Inter-exchange carriers (rxCs) are companies that provide "long distance" service, like AT&T 
Communications, Sprint, and MCI. They have larger networks in terms of geography, but much 
smaller networks in terms of the number of offices, anywhere from 10's up to about 100 offices. 
They also have some large offices that don't have switches in them. Because of these network 
architecture differences, they tend to treat synchronization a little bit differently. 

End users have their own networks with their own synchronization needs. I am not able to 
put a number on this, because there are a lot of private networks out there that vary all over 
the map in terms of size. For example, if you look at a company like General Motors, they 
have their own network for hooking their manufacturing operations and their dealer network 
together. Almost every large company has some form of private network. Some of them take 
synchronization from their carrier, and some of them have their own synchronization sources. 

Cellular is an area that I've identified as a high growth area for synchronization needs. Another 
is the international market. North America has tended to be a little bit ahead of the international 
market in the synchronization area. I think in the near future carriers outside the US will be 
starting to catch up and doing a lot more in the synchronization area. 

Let me jump into the milestones, starting with the 1970's (slide 9). I was very young in the 
1970's, I was eight years old in 1972. So I certainly don't remember this, but I've been told that 
that's when the first triplicated cesium ensemble was built by AT&T to time the analog network. 
But things were happening in digital systems in the 1970's as well. First of all, in the early 
1970's - I think that really might have been the late 1960's - digital transmission technology 
was developed, specifically the T-1 carrier system. It was a way of digitizing voice and carrying 
24 voice channels within one circuit. In the late 1970's, digital switching was developed. Digital 
transmission has very clear benefits as far as signal-to-noise ratio; you can transmit data long 
distances and maintain your signal-to-noise ratio. I think most people understand the benefits 
of digital transmission. The benefits of digital switching are a little bit less clear and it took 
a little bit longer to gain acceptance. Digital switches were introduced in the late 1970's, but 
it didn't really grow until the mid-1980's. The main benefits have to do with the fact that 
if all your transmission facilities are digital, then it's easier to hook those digital transmission 
facilities together with a digital switch so that you don't have to convert back to analog. When 
the digital switches interconnected the digital transmission facilities synchronization became 
critical. In a simple point-to-point network, synchronization is not that important. It's when 
you're switching time slots that are created at Point A at Point B so that you can get to Point 
C that those time slots have to be of the same size and network synchronization is important. 

Next we move into the 1980's (slide 10). The BITS concept was introduced in the early 
1980's. The BITS concept stands for Building Integrated Timing Supply and simply states that 
you should have one master timing source in each office. When the BITS concept was first 
introduced, the master clock was usually the clock in the switch in the office. Switqhes were 
large and cost on the order of millions of dollars. They had pretty good oscillators in them, 
so it seemed to make sense to use that clock to time the rest of the office. It turned out not 
to work that well because the sw~tch's main purpose in life was to switch telephone calls, and 
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it was not to be a synchronization box. 

To address the shortcomings of the digital switch as a master synchronization source, Bellcore 
introduced the "True BITS" concept in 1986. The True BITS concept is differentiated from 
the BITS concept in that the master, or BITS, clock is a stand-alone clock rather than a 
clock embedded in a digital switch. Requirements for a dedicated, stand-alone synchronization 
system called a "Timing Signal Generator (TSG)" were published in a document called TA-378. 
The development of TSGs was important because now we had one box whose sole function in 
life was synchronization. By putting that emphasis on synchronization, we were really able to 
improve the quality of synchronization throughout the network. 

1984 was the year of divestiture. Divestiture was a political event that drove of a lot of technical 
innovations that happened later. In 1985, Pac Bell deployed their own cesium PRS's - I'm 
going to talk about PRS's as their own topic a little bit later. 

In 1986, a rubidium Stratum 2 clock was developed. In telecommunications, we have a hierarchy 
of clocks. The T1.101 synchronization standard defines four strata in the hierarchy. Primary 
reference sources are Stratum 1 clocks and are the best clocks and are at the top of the 
hierarchy. As you go down, you go to lesser quality clocks. Stratum 2 is the second layer. 
Up until this point, Stratum 2 clocks have been double-ovenized crystal oscillators. Telecom 
Solutions made the decision to go with a rubidium oscillator for their Stratum 2 clock in their 
TSG. I think the rubidium turned out to be much more stable than the crystal and really helped 
to improve the performance of the network. 

In 1987, AT&T started investigating GPS and started building a system to use it in their network 
- again, I'm going to talk about primary reference sources in detail later. 

In the late 1980's, SONET started to be deployed. SONET stands for Synchronous Optical 
Network. It was the new fiber-optics standard. The important thing is that the's' in SONET 
is for 'synchronous.' Before this, fiber-optic systems had been asynchronous. At this point, the 
industry made the decision to make optical systems synchronous, and there are a lot of reasons 
for that. I think in the bottom line, it goes back to delay and the bandwidth efficiency. For 
those of you with an international interest, SONET is the North American version of SDH. 
SDH stands for "Synchronous Digital Hierarchy." 

Also in the late 1980's, there were some large network outages that were related to, network 
synchronization and related to some problems with BITS boxes. The bottom line ' of these 
outages was not a precise time and interval-type issue, it was an availability issue. But the 
outages helped focus the telecom ' providers on synchronization. They saw that synchronization 
problems could bring down their network and create major outages. It was really right about 
when I started with Bellcore, so it made me kind of nervous whenever I was working in an 
offi~, knowing that I could bri~g down the network. 

As we moved into the 1990's (slide 11), a big development was the adoption of TDEV as a 
performance parameter. I'm going to talk about parameters as a separate topic a little bit 
later. Also, SONET rings became the architecture of choice for SONET deployment. This is 
important because it impacts timing distribution architectures. Originally, switches were used to 
distribute timing. This led to a very simple star architecture. As SONET was being deployed, 
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we wanted to use SONET for timing distribution, but because it was in ring architectures, it is 
very hard to avoid timing loops. A timing occurs when a clock is disconnected from a primary 
reference source and somehow timed from itself. So SONET rings created a difficult planning 
issue. 

Also in the early 90's a filter clock, Stratum 3E, was defined and built. As the industry was 
working on the performance specifications, it was clear that there was too much phase noise 
in the network and a clock that would filter out this phase noise was necessary. Up until this 
point most of the Stratum 3 clocks had been jitter filters, which meant their bandwidth was 
around 10 hertz. The industry decided we needed a clock that would filter to about 0.01 hertz. 
The 3E clocks that were developed were very neat pieces of engineering because there were 
some the very tough requirements on them. First of all, they needed a narrow bandwidth to 
do a lot of filtering, but also, when they had a good clean reference, we didn't want them 
generating a lot of wander, which implies a wider bandwidth. So there are a lot of design 
trade-offs to make both of those things happen. . 

TR-1244 was published by Bellcore and the ITU published G.812 in the early 90s. Up until 
this point, we had just had interface specifications and we didn't have any good detailed clock 
specifications. These documents were one of the first documents to say that this individual 
clock has to have this level of performance. 

This year, we're seeing some primary reference sources using GPS with crystal being developed. 
There is a lot of excitement about this; it's helped drive down the cost of PRSs. Again, I'm 
going to talk about PRSs next. Let me jump into that. 

PRS stands for "primary reference source." In the ITU terminology it's a PRC, a primary 
reference clock. They're at the top of the stratum hierarchy. Their main characteristics are 
an accuracy of 10-11 and low wander. The peak-to-peak phase movement at one second is 
required to be less than 10 nanoseconds. 

At divestiture (slide 12), there was one primary reference source for the Bell system; it was 
located in Hillsboro, Missouri. It was a triplicated cesium ensemble. Sprint and MCI had 
their own PRSs. They chose to go with LORAN technology and had quite a few distributed 
throughout their network. At this time, the baby bells were taking timing from AT&T. 

Since divestiture (slide 13), as I said, the other IXCs were using LORAN and continue to 
do that, although I think they've started investigating GPS. In 1985, Pac Bell decided that 
the quality of synchronization they were getting from AT&T, as it was transported over the 
plains and then the Rocky Mountains and then the deserts of California, was not meeting their 
requirements. So they deployed their own primary reference sources, and they chose to use 
cesiums verified with LORAN. Th~y had four of those distributed throughout California. That 
was the first of the baby bells to "break away" from AT&T. 

Then in the late 1980's, AT&T, as I said before, started moving to GPS. Instead of having just 
one PRS in Hillsboro, they decided to have 16 sites throughout their network. Their PRS had 
3 rubidium oscillators in conjunction with the GPS receiver. Their primary reference clocks 
are quite a rack of equipment, with GPS receivers, rubidium oscillators, time interval counters, 
and a lot of software. 
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As we look now in the 1990's, we see GPS gaining wider acceptance. But there's also a lot of 
interest in cesium, at least in the baby bells. There are a few reasons for this, the main one 
being the antenna required for either LORAN or GPS. The baby bells are very risk-adverse. 
When they see an antenna on a roof, they don't see that as a way of bringing timing into a 
building, they see it as a way of bringing lightning into a building and destroying equipment 
in the building. Certainly you can have lightning protectors, and that helps, but the lightning 
protectors need to be grounded. -The baby bells are also very process-oriented, and so there 
are a lot of rules about how those things are grounded. This drives installation cost up. 

We're seeing manufacturers being very aggressive in pushing GPS technology and driving the 
cost down. But the installation costs have been up to four times the equipment cost. That 
makes it very expensive. Cesium has no antenna, so the installation costs would be much 
less. There have been rumors about low-cost long-life cesiums, although I'm not aware of any 
products that have been announced. So the installed cost for the different technologies could 
end up being fairly close, even though the equipment cost will be higher for cesium. 

Another thing about GPS is that telecommunications people have never been completely 
comfortable with it. The Selective Availability issue and the fact that the DoD retains the right 
to mess it up to any level at any time makes people a little nervous. Also the fact that it is not 
a completely mature system concerns people. I just started subscribing to CPS World since a 
lot of my clients have been deploying GPS, and the first issue that I received talked about a 
problem with the PRN-12 satellite. It doesn't seem like it was a terribly serious problem, but 
it's the type of thing that causes a sync coordinator in a Bell Company to ask if he can trust 
his telecommunications network to this system. 

I tried to put together some rough projections on slide 14. We've had some cesium deployment 
up until now, as you can see in the second column, and we've had some LORAN deployment 
up until now as well. Given the 1994 FRP, I would be surprised to see much more deployment 
of LORAN equipment. GPS has taken a big step this year. Again, a lot of that has to do with 
the aggressive pricing by the suppliers. 

I think the project for the year 2000 for the total number of PRSs is a good guess (4000). I 
think we're going to get to where we have about 40 percent of our offices timed by primary 
reference sources. It eliminates the distribution problems that we were talking about before. 
But the breakout between cesium and GPS, I think, is the big question. The competition 
between cesium and GPS will be an interesting thing to watch. I just kind of took a guess here 
that I think GPS might win out a little bit in the end, but it's anybody's guess right now. 

As I was going over this talk last night, I realized that I left off a fairly important topic of 
interest to this audience; and it goes a little bit to the introductory speaker about what are our 
requirements. Right now, we have an accuracy requirement of 10-11 . That's been around for 
a long time, since the mid-1980's. It is still our requirement, and I think it probably will be in 
the future. There's been talk of better accuracy, 10-13, 10-14, and I think NTT out of Japan 
has taken this issue to some of the lTV standards groups. 

I'm an engineer and I have a little bit of scientist in me, and I think it would be neat to 
develop a 10-13 system just to say I did it, or we did it. But as an engineer, I need to know 
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the cost-benefit analysis: What are we going to gain with going to 1O-13? People usually cite 
higher byte rate systems. As you go up in byte rate, the size of your unit interval (nanoseconds 
per bit) decreases. 

But that's not a driver this accuracy issue. The highest bit rate we have defined now is 
OC-192, which is a 10-gigabit system. But the 10-gigabit system is just a point-to-point system. 
The point where you need the synchronization is on the payload signals that you're switching 
or cross-connecting. Those signals are cross-connected at either the 50-megabit level or the 
155-megabit level. That 10-gigabit signal - and this is kind of what SONET is all about - is 
made up of lots of these 155-megabit signals. So it doesn't matter how high you go in bit-rate, 
you're still cross-connecting the iSS-megabit signal. That's where the synchronization comes 
in, at the cross-connected signal. So the bit rate is a non-issue in my opinion. 

There could be other things that drive future accuracy requirements. One new technology is 
called '~TM," Asynchronous Transfer Mode. Without going into a lot of detail, one of the 
things in ATM is a time-stamping mechanism. Right now, it is purely a frequency time stamp, 
but it's conceivable that it would be a more robust system, if it used a true time of day time 
stamp. 

Having said that, I was going to mention this in the introduction, the clocks I'm talking about 
are just recovering frequency, they're not recovering time of day. I'll talk about time of 
day a little bit more later. Currently our clocks are a bunch of either phase-lock loops or 
frequency-lock loops that are chained together. So they're recovering time from an upstream 
clock and not time of day. 

We have improved some of our performance specifications. In the 1980's, there was a single 
number for wander, 18 microseconds. It related to the buffer size for DS-l slip buffers. 
Basically the specifications were written to prevent more than a slip a day, by controlling the 
wander to 18 microseconds a day. 18 microseconds is a pretty large number. 

In the 1990's, we finally completed those wander specs down to intervals shorter than a day. 
Wander is specified using MTIE, which is a peak-to-peak wander within a given observation 
window. For DS-l signals, which is the one-and-a- half megabyte signal - the MTIE for 
observation times of 1 seconds is 300 nanoseconds; for SONET signals, it's 70 nanoseconds; 
and for the primary reference sources, it's 10 nanoseconds. Again, I don't see too much driving 
need to get too much tighter in the future. 

Additionally, holdover specifications have evolved over the years. Holdover is when these PLLs 
go into a flywheel operation after a reference that they were locked to goes away. In the 1980's, 
there was just one number on this flywheel operation. In the 1990's, we decided to break that 
one number into components. What we saw is that clocks were very sensitive to temperature; so 
we could take that temperature component, break it out, and it becomes the largest component. 
The drift and the initial offset can become small compared to that temperature component. 
It leads you to the realization that the clocks were actually performing much better than the 
specification, because normally we don't have the wide temperature variations. 

As we look to the future, I'd be surprised if we tightened up holdover specifications. The 
future is always a tough thing to guess at, but right now, at least for SONET, it seems like 
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we've nailed things down. 

Another area of interest is performance parameters (slide 15). In the 1980's, we used two 
performance parameters, frequency accuracy and MTIE. In the late 1980's, we were using 
something called "RMS TIE." I joined Bellcore in 1988, so I don't accept any responsibility for 
this mistake. T1X1.3 quickly learned that RMS phase noise is a bad thing; it doesn't converge. 
We threw it out. This was an interesting time because we needed to make some big decisions. 
What we're finding out was there was too much wander in the network for our SONET systems 
to work. There were a whole bunch of issues that were interrelated; it was a very difficult 
problem to try to analyze. We didn't have a good measure of how much wander we had in 
the network, so we had to first pick a parameter to specify the wander in the network. 

Working with Dave Allan and NIST, we chose TDEY. I must admit at the time I was a 
proponent of using a power spectral density parameter. I thought more information would be 
better. Since then, I've seen the light, and understand the power of TDEV to provide spectral 
information without being overly complicated. 

As we get into the 90's now, we're nailing down a lot of definitions for parameters that have 
not been rigorously defined before. I want to credit one person in T1X1, Dan Wolaver, who is 
an old MIT professor. He's helped to bring some mathematical rigor to T1X1.3. We've nailed 
down a good mathematical definition for frequency drift and other items. 

Another interest to a precise time group is our measurement methodology information (slide 
16). Back in the mid-1980's, measurements were made with phase comparators and chart 
recorders. There is a company out of Rochester, New York, called Spectracom that puts these 
two together in a box and calls it a wander test set. We were still using these when I joined 
the group. We could get 100-foot-Iong tapes and we would stretch them out in the hallway 
and try to figure out what a clock was doing. This was not the easiest thing to do. 

At this time, people in the industry were also using time interval counters that were hooked to 
printers. They'd get numbers; and they'd take the numbers and plot them. So this was getting 
a little bit more accurate, you had actual numbers you could work with, but it was still very 
difficult and tedious. 

Finally in 1989, we programmed computers to control the time interval counters, and get 
the data electronically and automatically so that we could do analysis like MTIE and TDEY. 
Recently, there's been an integrated test set that does all this: Microwave Logic, which has 
since been bought out by Tektronix, developed a SONET test set called the SJ-300. 

I put clock extractors on the slide. They're one of the banes of my life. Clock extractors serve 
a couple functions; they take data signals that have ones and zeros and create a square wave 
that is more useful with a time interval counter. They typically also do frequency division to 
give you a lower rate signal so that the edge crossing issue goes away as well. I have found 
them to be fairly unreliable and the largest source of measurement noise. 

We're a little bit lucky in telecommunications because the level of noise we're measuring tends 
to be fairly high for wander: tens of nanoseconds. Therefore, we don't have to worry about 
things like the double-balanced mixer technique advocated by NIST. I think those techniques 
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are possible, but it would be that much harder to make the measurements. 

However, for high-frequency phase noise called jitter, there are some very tight specifications 
that are more difficult to measure. For example, there's a 0.01 unit interval rms specification for 
OC-48, which is a two-and-a-half gigabit signal. 0.01 VI at two-and-a-half gigabits translates out 
to about four picoseconds. That's a very difficult thing to measure. Companies like Microwave 
Logic have developed test tests to do this, and I think they take advantage of balanced mixer 
techniques. 

Another issue for Bellcore is that we're having trouble verifying PRS performance. I have a 
cesium in my lab that has an accuracy specified at 5 parts in 1012 • I'm trying to measure the 
accuracy of GPS receivers that are specified to be at least as accurate, if not more accurate. 
I know I could buy a Hewlett-Packard cesium, but unfortunately I don't have the money. So 
we're looking at some cheap way to be able to verify accuracy performance for PRSs. 

Finally, I will look into my crystal ball and share what I see in the future of timing in 
telecommunications (slide 18). The first item is pretty much a no-brainer. We definitely will 
see more PRS deployments. This goes back to the SONET deployment that is making it 
more difficult to distribute synchronization. So our synchronization coordinators want to either 
eliminate completely or minimize synchronization distribution, depending on who you talk to. 
The question here, I think, is which technology wins out in the end: GPS or cesium. 

Time of day is something I have a question mark by. There's definitely a need for time 
stamping alarm events so that you can correlate them and figure out where problems actually 
are. Also time of day is need for billing. However, those applications don't have particularly 
tight time-of-day requirements, probably on the 10's to 100's of milliseconds. 

Currently, I think people are going insert time of day at a few points in the network and then 
distribute it around using network time protocol (NTP). However, it seems if you had very 
accurate time of day, you could then use that for things like frequency synchronization, as 
well as other things such as encryption and secure digital signatures. The question is will the 
benefits of those applications justify the costs of much more time-of-day deployment. 

PCS cellular seems like a big growth area to me. $7 billion has just been spent on the 
spectrum by these carriers. They're all going with digital technology. I think both of the digital 
technologies, CDMA and TDMA, have synchronization concerns. I think these concerns are 
related to both the frequency reuse issue between the cell sites; and also to hand-off issues as 
phones move from one cell site to another. 

Another issue I see on the horizon is better monitoring. Right now, we send synchronization 
to another office and we assume that they're using it correctly. We've seen that improper 
synchronization can degrade performance, and there's a feeling that we need to do more to 
make sure that performance is not being degraded. However, we're not completely sure exactly 
how to get there. The introduction of SONET only makes this more complicated. 

The other thing that I see in the crystal ball is international markets. The international folks, 
I think, are starting to accept the BITS concept and the idea that you need stand-alone clocks. 
I think they're taking synchronization much more seriously now. 
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In conclusion (slide 19), I think we've come a long way but we have a long way to go. The 
telecommunications synchronization personnel will have jobs for awhile. To me, that's pretty 
important, given where I am in my career. If the government shuts down, we can take a few 
of you folks, but not all of you. 
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Progress of Timing In 
Telecommunications 

Outline 

Ron Brown 
P1TI, December 1995 

• Need for synchronization in telecommunications 

• General milestones 

• Evolution of specific topics 

• Look to the future 
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Progress of Timing in Telecommunications 
-PTTI1995 

Why Synchronize Telecom Networks? 

• General 

- Delay -smaller buffers 

- Bandwidth efficiency -bandwidth is not free 

• Specific 

- Data integrity -slips, jitter 

- Frequency reuse - cellular 

BeIIconJ ... --
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Elastic Stores 

• Slip buffers, desynchronizers, pointer processors 

• Read clock may be filtered version of write clock 
or independent 

Write Read 

Clock Clock ~ 

Buffer 
.. 

Incoming Data Outgoing Data 
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SONET Based Timing Distribution 

• Complicated 
nngs 
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Some Rough Numbers 

• Baby bells - 1000 switching offices each 

- 7 baby bells & GTE 

BIIIcare ---

- many independents with a few to 100 offices 

• IXCs 
- lOs to 100 switching offices 

- also non-switching offices - lOs to 100 as well 

• Large number of private networks 

- large variety in size 

• Cellular -lots in the future 
stide 8 

24 

Belcore ---



i 
I 
L ____ _ 

Progress of Timing in Telecommunications 
-PTTI1995 

Milestones of the 1970s 

• 1972: Hillsboro triplicated Cesium ensemble 

- Analog network synchronization 

• Early 70s: digital transmission equipment: T1 
carner 

• Late 1970s: digital switching developed 

slide 9 

Milestones -1980' s 

• Early 1980s: BITS Concept 

• 1984: Divestiture 

• 1985: Pac Bell deploys Cesium PRS 

IJeIIconJ ---

• 1986: True BITS -standalone clocks (TA-378) 

• 1986: Rubidium ST2 clock 

• 1987 : AT&T decides to go to GPS 

• 1988-90: SONET starts to be deployed 

• 1989,90: Large sync related service outages: SS7 
Balcare ---slide 10 
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Milestones -1990' s 

• 1991: TDEV adopted by TIX1.3 

• SONET rings architecture of choice 

- complicates sync planning 

• 1992: ST3E filter clock developed-SONET driven 

• 1993: TR-1244 "Synced Clock Requirements" 
published by Bellcore 

• 1995: PRS using GPS with crystal developed 

slide 11 

PRSs at Divestiture 

• PRS at top of hierarchy 

• AT&T 1 PRS in Hillsboro, MO 

- triplicated Cs 

• Sprint & MCI 

-LORAN-C 

• Baby Bells take timing from AT&T 

slide 12 
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PRS Since Divestiture 

• 1989: AT&T moves to distributed GPSlRb 

• 1980s: Other IXCs use LORAN 

• 1985: Pac Bell deploys 4 Cs verified wlLORAN 

• 1990s: GPS gaining acceptance 

• Interest in low-cost, long-life Cs 

-no antenna 
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Rough PRS Projections in 7 Baby Bells 

• 
• 1990 

• 1995 

Cs 

10 

16 

LORAN GPS TOTAL 

10 

128 

1 

415 

21 

559 

• 2000 1500? 200 2300? 4000 
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Progress of Timing in Telecommunications 
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Performance Parameters 

• 1984: Accuracy, MTIE 

• 1988: rms TIE (!) 

• 1991: TDEV adopted with help from NIST 

• 1995: Defined methodology for frequency drift 

slide IS 

Measurement Techniques Evolution: 

• 1985: phas'e comparator & strip chart 

• 1987: Time interval counter and printer (!) 

- clock extractors 

Balcorw ---

• 1989: Computer controlled time interval counter 

- computer programs for MTIE, TDEV analysis 

• 1993: Integrated Test Set (SJ-300) 

BaicOl. ---slide 16 
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Progress of Timing in Telecommunications 
-P1TII995 

Measurement Techniques Issues: 

• Enough wander - mixer techniques not necessary 

• Jitter measurements for high bit-rates harder 

- 0.01 UI rms at OC-48 = 4 picoseconds! 

• Trouble verifying PRS performance 

- 10e-12 hard to measure 

slide 17 

Crystal Ball 

• Greater PRS deployment 

- eliminate distribution related issues 

• Time-of-day 

- where? distribute with NTP? accuracy? 

• PCS/Cellular 

- biggest growth area 

• Better monitoring 

- get away from "send and pray" 

slide 18 
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Conclusion 

Progress of Timing in Telecommunications 
-PTTI1995 

• We have come a long way, but we 
have a ways to go. 

• Telecommunications sync personnel 
will have jobs for Qwhile. 

s*o.. ---slide 19 
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QUESTIONS AND ANSWERS 

DR. GERNOT WINKLER (USNO, RETIRED): Could you put the slide back on evolution 
of performance? The 18 microsecond per day wander is, of course, as you mentioned, the 
allowance for one slip of one frame per day. That requirement necessitated the absolute 
accurate specification of 10- 11 • In other words, that accuracy requirement comes from concern 
about the international connections, or the intercontinental connections. 

Now if you look at development where you go to 300 nanoseconds, it goes to 300 nanoseconds, 
70 nanoseconds, and so on at these increased bandwidths and higher communication speeds, I 
would expect that this would also then mean there would be a greater accuracy requirement for 
that. In other words, for the operation within your network, there is no benefit in having that 
accuracy. But for the interconnections between that, particularly accuracy, - so the accuracy 
requirement is an external requirement, and not an internal requirement. 

RON BROWN (BELLCORE): My take on that again is that the higher bit rate signals, you 
can really view them as point to point; the 10-gigabit signal is point to point. You're going to 
need a buffer in the front end of your 50NET equipment that needs to accommodate jitter. 

One of the slides I skipped (slide 4) discussed elastic stores Elastic storage is the concept, I 
think, that probably most engineers are familiar with. An elastic store is a buffer that has 
a separate read and write clock. Elastic storage has a lot of different applications. One 
application is a DS-I slip buffer. In a DS-I slip buffer, the write clock is from the incoming 
data, the read clock is from the system clock. 50 if those two are different, eventually this 
buffer is going to overflow or underflow. 

In the 50NET system, there are actually several layers of these elastic storage. The first layer, 
in what I call the front end of the equipment, you have the relationship between the write 
and read clock in that the read clock is a filtered version of the write clock. It's not tied into 
the system clock. 50 if the system clock is different than the clock on the received data, it 
doesn't affect this buffer. It's the buffer at the next layer down that can be impacted. That 
next layer down is called the "point or processor buffer." That works on the ISS-megabit or 
the 55-megabit signals. It's always going to work on the ISS-megabit signals regardless of the 
line rate. 

DR. GERNOT WINKLER (USNO, RETIRED): 50 if I understand you right, that suspicion 
that I voiced is not valid because you have buffering in an entirely different way. 

But there is a second comment which I want to make, and that goes back to a need for 
having more precise definitions of these different requirements. You have five levels, and the 
five levels are to operate on the same frequency; to be on the same accurate frequency, an 
additional requirement which, of course, costs money; to be synchronized; to be synchronized 
in time - in other words, not allowing any steps, but without resolution of delays; and finally, 
to be on UTe, the time of day. If there is any requirement to be on time of day, then of 
course the use of GP5 is far superior to the use of just the cesium standard. 

RON BROWN (BELLCORE): Right. In the competition between cesium and GP5, I think 
time of day is a critical issue. If there is a time-of-day requirement, and that time-of-day 
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requirement gets tight enough where you can't distribute time of day, then GPS is clearly the 
technology of choice. I've seen a lot of articles by NTT and distributing time of day, and it 
seems like they can get fairly good accuracy. But if you need a nanosecond, or 10-nanosecond 
accuracy, I don't think you're going to be able to distribute it. So if that requirement becomes 
real, then GPS definitely will be the winner in that technology race. 

The worse scenario, at least from my clients' point of view, is that that requirement isn't clear 
now, they choose cesium; the requirement becomes a requirement later on; and then they have 
to employ GPS on top of the cesiums they've already bought. But right now, there's no drive 
for 10 nanoseconds absolute UTC accuracy. Certainly if you have that, you can drive everything 
else into it. It's not a bad argumeI,lt to say that why don't you just get that so that you derive 
everything else, and then you don't have to worry about where things go in the future. So, 
there's definitely a strong argument that can be made for GPS and getting that capability. By 
the way, I don't want to discourage people from developing 10-13, 10-15 cheap receivers. I'm 
sure if it becomes cheap enough, we'll definitely take advantage of it. So, there's always a cost 
benefit. As the cost comes down, it becomes easier to justify. 

CAPTAIN STEVEN HUTSELL (USAF): You bring up a very good point about the amount 
of confidence that civilian users have in using GPS for time transfer. And I think it's important 
to point out that as with any costly expensive system that people decide to use for precise 
timing, whether it's a cesium ensemble, LORAN, or GPS, a lot of the confidence level that 
the user will have will greatly depend on the application and the implementation. I think 
it's important to point out that there are relatively simple techniques to identify and catch 
problems similar to what you were mentioning about PRN-12, as was mentioned in the CPS 
World article. Those include high-sampling checks of the parity and the help settings in the 
navigation message. That's probably a good first line of defense, and a good second line of 
defense would probably be something similar to a receiver set that could track all satellites in 
view and easily isolate a problem bird such as PRN-12. 

RON BROWN (BELLCORE): Thanks for the input. We have tried to write requirements 
to make things as robust as possible, but we're not GPS experts. So, maybe I'll try and get 
with the GPS experts to get some more of those details. 

RON ROLOFF (DATUM): One more question. You mentioned long life in cesiums. What 
is your long life? 

RON BROWN (BELLCORE): My synchronization coordinators tend to be a little bit older 
group, so their definition is '~ long as it's going to take me to retire!" But seriously, the 
number that I have heard thrown around is 15 years. I don't know if this is realistic or if it just 
the cesium suppliers trying to compete with the GPS suppliers. But, 15 years is the number 
that's getting people excited. 

RON ROLOFF (DATUM): Why is that different than applied to your other equipment? Or 
is it? 

RON BROWN (BELLCORE): You mean like other telecommunication equipment? 

RON ROLOFF (DATUM): Yes. 
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RON BROWN (BELLCORE): Okay, telecommunication equipment life cycles is a bigger 
can of worms than you might realize. There are bigger depreciation cycles for different areas. 
So public utility commissions sometimes require 30-year depreciation cycles, whereas a normal 
business might look at it on a 5-year depreciation cycle. So, there's a bunch of depreciation 
issues there that are related to regulatory issues that I don't completely understand. 

Then there's just a replacement cost. If you just look at lifetime cost of a product, you've got 
to look at how often it needs to be retrofitted, and how much that's going to cost you to do it. 

SAM STEIN (TIMING SOLUTIONS CORPORATION): I would like to pursue this 
issue of the time synchronization in a network as opposed to frequency synchronization. I 
believe what's driving the interest of NIT in Japan is that the wander over lOOO-kilometer 
networks is on the order of many microseconds. This is a substantial fraction of the allowable 
wander budget in the network. The issue being the ability to construct signals at the user end 
-to be able to reconstruct - in the phase-lock loop. So they would attempt to drive the 
wander due to - and alignment down from five microseconds to some small fraction thereof. 
- -. I was wondering whether there is support for that kind of approach within the United 
States in SONET and whether this is within long-term direction. 

RON BROWN (BELLCORE): Let me raise a few issues. First SONET is a little bit ahead 
of SDH and there has been more SONET equipment deployed than SDH equipment. Anytime 
you look at changing the SONET standard, you are looking at possibly retrofitting a lot of 
equipment. So the carriers have to be convinced that the benefits are going to be significant to 
incur that cost, whereas the cost is maybe less for the SDH people because they do not have 
quite as much deployed. There is interest in going to higher accuracies; it has been brought 
up in TIX1.3 and when it gets brought up people say that it is interesting, better seems better, 
lets pursue that, and try and push for that. Which is not to say that won't happen in the future, 
but it is not clear to me what the NIT goal is. ' 

DR. GERNOT WINKLER (USNO, RETIRED): I thought you were going to mention the 
Thursday evening seminar about "Robust Timing" techniques, which has a direct implication 
to what we have discussed here. ' 

SAM STEIN (TIMING SOLUTIONS): I am going to talk about government interests in 
pursuing exactly that technology for reducing total wander across SONET links. 
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GPS MONITOR STATION UPGRADE PROGRAM 
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Abstract 

One of the measurements mack by the GPS Monitor Stations is to measure the continuous pseudo
range of aU the passing GPS satellites. The pseudo-range contains GPS satellite and Monitor Station 
clock errors as weU as GPS satellite navigation errors. Currently the time at the GPS Monitor 
Station is obtained from the GPS constellDJion and has an inherent inaccuracy as a result. Improved 
timing accuracy at the GPS Monitor Stations wiU improve GPS performance. 

The u.s. Naval Research Laboratory (NRL) is developing hardware and software for the GPS 
Monitor Station Upgrack program to improve the Monitor Station clock accuracy. This upgrade wiU 
allow a method inckpencknt of the GPS satellite consteUation of measuring and correcting Monitor 
Station time to u.S. Naval Observatory (USNO). The hardware consists of a high-performance 
atomic cesium frequency standard (CFS) and a computer which is used to ensemble this CFS with 
the two CFSs currently located at the Monitor Station by use of a dual-mixer system. The dual-mixer 
system achieves phase measurements between the high-performance CFS and the existing Monitor 
Station CFSs to within 400 femtoseconds. 

Time transfer between USNO and a given Monitor Station is achieved via a two-way satellite time
transfer mockm. The computer at the Monitor Station disciplines the CFS based on a comparison 
of one pulse per second sent from the master site at USNO. The Monitor Station computer is also 
used to perform housekeeping junctions, as weU as recording the health status of aU three CFSs. 
This information is sent to USNO through the time-transfer mod~m. 

Laboratory time synchroni'l.ation results in the sub-nanosecond range have been observed and: the 
ability to maintain the Monitor Station CFS frequency to within 3.0 x 10- 14 of the master site at 
USNO. 

INTRODUCTION 

The GPS Monitor Station Timing Subsystem Enhancement (MSTSE) project will provide a 
timing subsystem to the existing GPS Monitor Stations in Hawaii, Kwajalein Island, Ascension 
Island, and Diego Garcia. The new timing subsystem will provide uninterrupted frequency 
output that is syntonized to Universal Time Coordinated from the U.S. Naval ObseIVatory, 
UTC (USNO), via a 1\vo-Way Satellite Time Transfer modem (TWSTT). A new cesium-beam 
frequency standard (CFS) will be ensembled with the exjsting clocks, which · will increase 
reliability and stability. If one of the clocks at the Monitor Station (MS) site begins to fail, 
the KAS-2 (Kalman Filter Algorithm for Time Scale Computation) software will automatically 
deweight that CFS out of the system. This upgrade will also allow remote monitoring of the 
health and performance of the clocks in the ensemble. This will allow an independent means 
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to confirm the subsystems performance and the quality of the timing reference available to 
each MS. All of these functions will be automated and not require operator intervention. 

The GPS Monitor Stations measure the continuous pseudo-range of all the passing GPS 
satellites. These data are sent to the Master Control Station (MCS) over a communications 
link. At the Monitor Stations there are three components that contribute to major errors in the 
pseudo-range measurements, errors from the clock in the space vehicle, errors in the ground 
receiver, and errors in the ground clock. If the problem involves the CFS, then the system 
must be switched over to the backup CFS. This manual switchover by the operator at the 
MCS may cause a phase discontinuity which can appear as a data anomaly. At the MCS the 
data that have been collected is preprocessed and input to the system Kalman filter. Recently 
measurements taken from the satellite constellation have been used to improve these error 
models, and system performance has improved. The purpose of the GPS MSTSE is to improve 
the reliability of the present system and to provide an independent method of measuring the 
clock performance of the ground station clocks, thus making possible improvements in the clock 
models and reducing noise from the ground clocks for the Kalman filter calculations. 

OBJECTIVES 

The GPS Monitor Station Timing Subsystem Enhancement Project has the following objectives: 
to non-obtrusively enhance the existing Monitor Station systems using existing interfaces, to 
provide a higher degree of reliability at each monitor site, to syntonize the Monitor Station 
frequency to the USNO Master Clock, to provide an independent means to measure .Monitor 
Station performance, and to provide for remote unmanned operation. 

MONITOR STATION INTERFACE 

The new timing subsystem will appear, to the existing hardware interface at the GPS MS, as 
one of the CFSs already installed at the monitor site. The output from the MSTSE will be 
provided into the existing MS hardware as if it were the output o! a single CFS. The MSTSE 
will also provide a clock health status signal into the existing hardware interface. Figure 1 is a 
diagram showing the way in which the MSTSE is integrated into the existing system. 

HARDWARE CONFIGURATION 

As shown in Figure 2, the MSTSE hardware configuration consists of an HP5071 CFS, a 
dual-mixer phase measurement system, an autoswitch, a TWSTT, a system computer, a backup 
power system, and a watchdog timer. The equipment is contained in a single rack, excluding 
the Very Small Aperture Terminal (VSAT) for the TWSTT. The rack layout is shown in Figure 
3. The HP5071 Primary Frequency Standard has the high-performance cesium beam tube 
option, which allows for time domain stability of 2.0 x 10-14 seconds in a 30-day period. This 
CFS has a microprocessor-controlled Voltage-Controlled Crystal Oscillator (VCXO) which is 
corrected several times a second so that it remains locked to the cesium transition frequency. 
The HP5071 can be accurately disciplined by ensemble software and the TWSTT modem. 

To measure clock quality, a four-channel dual-mixer system is being employed. Measurements 
between the two existing HP5061 CFSs and the new HP5071 CFSs will be performed with 
precision in the 400 femtosecond range. The measurements are collected hourly. These data 
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are then applied to the KAS-2 ensembling software[1). The resulting ensemble output is then 
used to discipline the HPS071 CFS. 

The dual-mixer hardware consists of three elements, an offset reference oscillator, a crossover 
detector, and an event timer. The dual-mixer hardware uses a Guide Technology 401 event
timing controller. The GT401 has its own on board microprocessor and the ability to time-tag 
an event on any of four channels to 0.4 J..'s accuracy. This card has a real-time clock which 
takes an external 10 MHz input supplied by the reference HP5071 CFS. This real-time clock 
is then the baseline reference for the time-tag generation. The 5 MHz outputs of the three 
CFS are fed into the distribution amplifier (DA). The outputs from the DA are then mixed 
with the output from the offset reference oscillator, thus providing the heterodyne effect, and is 
then sent to the event counter (GT401 Event-Timing Controller Monitor) for phase crossover 
detection and time-tagging. A more detailed description of the dual-mixer phase measurement 
system can be found in [2]. The dual-mixer software processes the time-tagged data and then 
outputs phase data on the different CFSs. The data generate~ by the dual mixer are infegrated 
into the daily TWSTT message and sent during every time transfer. 

The function of the autoswitch is to shut off the 5MHz RF signal to the MS in the event 
of a major failure; this is a failsafe feature. The existing MS system detects clock failure as 
a loss of signal and switches to the secondary CFS. The autoswitch hardware monitors the 
signal level and phase of the 5 MHz signals on all three CFS channels. The autoswitch has 
frequency drift and signal amplitude detection hardware. The autoswitch continuously tests the 
incoming signals. A comparison . between all three inputs is done and a majority vote is taken 
to determine if any of the CFS outputs is drifting off frequency compared to the other two 
clock channels. If a CFS output frequency has drifted too far from the other CFSs, then that 
channel is shut down by the autoswitch. This provides a safeguard against a poorly performing 
CFS providing a bad frequency signal from the MSTSE. 

The 1\vo-Way Time Transfer modem is capable of precise time transfer with sub-nanosecond 
precision using commercial communications satellites. This modem allows for frequency syn
tonization of the HP5071 to the USNO Master Clock. This modem consists of a commercial 
PC/AT computer in an industrial chassis, an analog transmitter section, and a VSAT commu
nications antenna. The system was developed at NRL and Allen Osborne Associates during 
the last 4 years[3] . The digital section of the modem is connected to the system computer 
using an RS-232 serial connection. The TWSTT modem can then not only send time-transfer 
results to the main system computer, but also CFS measurement data back through the modem. 
The TWSTT modem is configured as a target at the remote site, with USNO operating as 
the master station. The modem is configured for automated operation and will automatically 
perform a time transfer when initiated from the master site. 

The system computer section of the timing subsystem is an PC in an industrial chassis. The 
computer has RS232 port connections to the Two-Way Time Transfer modem and the HP5071 
CFS. The computer module also contains the dual-mixer hardware and the autoswitch module 
connected via its Industry Standard Architecture passive backplane. Along with the computer's 
power supply is a battery charger and voltage regulator for keeping the emergency batteries 
charged. The centronics parallel output of the computer is connected to a watchdog timer 
module. The watchdog timer is another failsafe feature of the timing subsystem. It controls 
the System Health Status line to the MS system and the MCS. A health status message will 
be indicated to the Monitor Station and the output of the autoswitch cut off if the system 
computer fails . 
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SOFTWARE 

The system computer operates under a multitasking operating system, with operations handled 
by small independent routines. There are separate routines to handle each portiot:l of the 
timing subsystems' functionality. Tasks communicate to each other via files or pipelin'es. The 
operating system is Linux, which is a POSIX-compliant implementation of the UNIX operating 
system. Linux is an ideal operating system for implementation of the timing subsystem, and 
will accommodate possible future integration into a new MS open system architecture. 

The MSTSE software consists of fiv~ software modules controlling the various parts of the data 
collection and control functions of the MSTSE, ' as shown in Figure 4. The five major software 
modules are: the control program, the dual mixer task, the autoswitch task, the cesium task, the 
modem task, and the watchdog task. Figure 4 illustrates the lines 'of communication between 
the different software modules. 

The control program initializes all of the other software modules when the system first boots 
up. This program provides a display interface to the video output which shows the status of 
the autoswitch. This module also communicates with the cesium task to get status information 
from the HP5071 CFS. The control program provides a quick way to determine the health and 
status of the HP5071 CFS and the autoswitch. 

The Dual Mixer task processes the dual-mixer data to provide the phase relationship between 
the Master Clock (HP5071) and the two existing HP5061s at the Monitor Station. The 
dual-mixer hardware collects hourly time-tagged data on four channels. The first channel is 
the reference HP5071, and the second and third channels are the two HP5061s. The fourth 
channel measures the reference HP5071 against itself as a noise channel and an extra check of 
dual-mixer performance. The GT401 event-timing controller monitor ISA bus card is checked 
continuously by the dual-mixer task to maintain the proper relationships between collected data. 
After data collection is complete, the dual-mixer software begins to perform postprocessing, 
which involves providing the correct time tags for each phase measurement. The dual-mixer 
task provides clock quality data to the modem task for inclusion into the daily time transfer. 

After the phase data processing is complete, the dual-mixer task calls the KAS-2 software which 
generates the ensemble. The cesium task output then receives these data from the KAS-2 
software for determination of the correct output frequency. 

The autoswitch task monitors the autoswitch every 5 seconds and updates a status file. This 
software routine queries the hardware in the autoswitch to monitor the signal level and phase 
quality of the signals coming from the CFSs on all three channels. 

The cesium task monitors and controls the HP5071 CFS. Every minute it checks the operating 
status of the HP5071. Once an hour the task collects the operating parameters from the CFS. 
The current discipline value generated by analysis of the TWSTT data is provided to the cesium 
task, which then disciplines the HP5071. In this way the reference HP5071 is syntonized to 
UTe (USNO). 

The modem task monitors the operation of the TWSIT. After the time transfer has been 
initiated by USNO, the modem task collects the results of the transfer. The data from the 
transfer are then sent to the clock discipline task, where a calculation in the discipline algorithm 
determines if a command should be sent to the HP5071. The purpose of discipline task is to 
syntonize the reference HP5071 CFS to UTC (USNO). The disciplining algorithm estimates 
the frequency offset of the reference CFS to UTC (USNO) by using the slope of the data 
from a linear fit to the frequency data. The slope is calculated from a minimum of three 
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time-transfer measurements and is compared to a predetermined threshold. The threshold is 
preset. When the system is in the initialization process, a jam syntonization occurs between 
the reference CFS and USNO. This is a one-time gross adjustment of the remote clock after 
the first three time-transfer measurements are gathered. After the jam sync of the reference 
CFS, the discipline commands are limited to a maximum frequency value of 2 parts in 10-14 • 

Discipline commands in this range should be well below the measurement threshold of the 
existing MS equipment and, therefore, transparent to its operation. The modem task also 
controls the packing task, which prepares the last three days of clock quality data to be sent 
to USNO during the transfer. 

The watchdog task sends a reset signal to a watchdog timer every 60 seconds; failure to do 
so changes the health status message to the Monitor Station Frequency Standard Element and 
turns off the autoswitch. The MS system then switches to the secondary (backup) HP5061 as 
the frequency reference to the Monitor Station. This final switching occurs externally to the 
MSTSE. 

PERFORMANCE EVALUATION 

Clock Quality 

Performance of the MSTSE software and hardware configuration was tested against the time 
and frequency reference systems at the NRL Precise Clock Evaluation Facility [4) • The time and 
frequency reference used at the NRL Precise Clock Evaluation Facility contains two Sigma Tau 
hydrogen masers. These masers produce 1PPS and 5MHz signals that are synchronized to UTC 
(USNO). The test configuration assigned each system under test consisted of one HP5071 as the 
primary or reference CFS. The other two CFS in the systems were two other HP5071s, which 
were also monitored by the precise clock evaluation facility's long-term clock measurement 
system. All three clocks have their 5MHz outputs routed into the Precise Clock Evaluation 
Facility's long-term measurement system. This dual-mixer system is capable of measuring 48 
clocks simultaneously with a T-interval of one hour and a noise floor of 6 x 1O-12/T. 

A test was run over a four-day period in which measurements of the three clocks were taken 
by the MSTSE system and NR~s precise clock evaluation facility. Figure 5 is a plot comparing 
the two systems. There is a intentional 1-nanosecond offset in the data to allow for easier 
comparison of the two phase plots. The correlation between the two sets of measurements is 
very good, as can be seen. Consequently the measurement precision and accuracy was verified. 

Two-Way Satellite Time Transfer 

At NRL a test configuration was set up to verify the performance of the TWSTT that will be 
installed in the MSs. Two different configurations were used to evaluate the performance of 
the TWSTT. The first configuration tested involved taking two modems and connecting them 
directly without a using a satellite antenna. The second performance evaluation involved using 
a satellite link. 

The first data plot (Figure 6) shows 16 days of data. As can been seen in the data, the original 
jam syntonization is on the order of 18 parts in 10-14 • After this initial frequency correction, 
the reference CFS has very little drift in the next 13 days. The discipline algorithm doesn't 
sent a command to the CFS because the threshold frequency drift has not been crossed. 
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The second data plot (Figure 7) shows the modem performance using the satellite in the test 
configuration. Again, a jam sync occurs after the firs,t three time transfers have occurred. After 
33 days the CFS frequency drifted over the threshold set by the discipline algorithm and a 
command was sent to the cesium task to provide a correction. This demom~trates that the 
algorithm worked, and that the CFS can be syntonized remotely. 

CONCLUSIONS 

The system improves performance at the monitor site by providing a very stable frequency 
standard with the HP5071. It allows measurement of the existing CFS against the new CFS 
and disciplines the new CFS to the UTC time provided by USNO. This upgrade will provide 
composite clock capability, which until now has only been available at the MCS. Greater 
reliability is realized through multiple safeguards to ensure continuous monitored performance 
at each ground site. 
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Questions and Answers 

CAPT. STEVEN T. HUTSELL (USAF): If my understanding of the proposal is current, 
the recalculation of the disciplining commands is going to be done once per day. Is that correct 
or is that current to your understanding? 

, 
DWIN CRAIG (NRL): There will be calculations going on after every time transfer. 

CAPT. STEVEN HUTSELL (USAF): And is that going to be done once a day still? 

DWIN CRAIG (NRL): My understanding is now for the operational deployment it should 
be a daily transfer. 

CAPT. STEVEN HUTSELL (USAF): Because operationally one could make a safe ar
gument that it would be disadvantageous to even do disciplining at all, and the reason for 
that is very simple. Disciplining, using a sampling of once per day, as far as we're concerned 
operationally, though it may improve the long-term stability of the frequency standard or the 
timing system at the monitor station, that's based on a sacrifice in the short term. By "short 
term" I mean that tau equal to or less than one day. 

The real problem in this is currently MSTSE does not have any means to electronically notify the 
GPS composite clock that there are transients, if you will, being introduced that are completely 
independent of the natural noise that's occurring for that particular day. In other words, it's 
based off of information from previous days. I think one could make a safe argument that it 
would benefit us maybe not to consider disciplining the MSTSE. 

In spite of that, we're very interested in the prospects of this. If we can have 5071s along 
with this ensemble algorithm at all of our sites, that would greatly benefit us. I'd like your 
comments on that. 

DWIN CRAIG (NRL): Well, there are a lot of things that you could envision using this 
technology after it's been deployed. I personally look at it as an investment in infrastructure. 
And you're correct, a lot of your comments are correct. There have been some safeguards 
written into the software that performs the disciplining. 

There's a gentleman here named Bill Reid who would be a good person to talk to concerning 
that. I did not write the disciplining algorithm, and that's why I don't think it's appropriate 
for me to go into depth. 

DR. GERNOT WINKLER (USNO, RETIRED): I would like to make a comment to that. 
Look at Paper 21, which will begin tomorrow afternoon. The concern expressed by the questioil 
about degrading the stability of the local standard, it's just a question of how the servo loop is 
designed. You can completely avoid that if your main concern is the long-term correction. I 
would suggest looking at that after Paper 21 is given. 

DWIN CRAIG (NRL): You're absolutely correct, Dr. Winkler. There's no debate about 
that at all. You're absolutely correct. Those things were taken into consideration. But again, 
I'm not the expert in depth on that particular algorithm. 

I hope that I didn't leave anyone with the impression that there was going to be a discipline 
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sent to the clock on a very regular basis. If I did, I apologize. That's not the way the system 
operates. 

CAPT. STEVEN HUTSELL (USAF): When we're talking about short-term versus long
term stability, it's important to point out that long-term stability is nice, but our primary concern 
is what I call "short-term stability," tau equals one day or less. The reason for that is because 
we update the navigation message in all of our satellites normally, as often as once per day or 
more. We're concerned about the predictability up to tau equals one day. 

Yes, long-term stability is nice, but if we're making a sacrifice to short-term stability to maintain 
that, we could argue that well, it's maybe not as important as we'd like to think. 

DWIN CRAIG (NRL): I agree with you, Sir. And I think one feature of the system that 
could actually contribute to helping you at the MCS would be the fact that you get the daily 
phase measurement data back, independent of the system as it exists now. That will provide you 
a second data source, sort of a sanity check on how the system is performing on a day-to-day 
basis. 
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INTRODUCTION 

Over the last twenty years, the Global Positioning System (GPS) has revolutionized the per
formance and the geographical availability of time and frequency dissemination, while at the 
same time reducing the cost to the individual user. This paper examines the question of what 
comes next for time and frequency dissemination. The question has two motivations: How can 
improved performance be achieved in the future, and how can redundant sources of time and 
frequency be provided to critical systems? A model is developed for time and frequency dissem
ination based on the time management performed in GPS. Several candidate systems for future 
time and frequency distnbution are identified. One system-SONET telecommunications-is 
discussed in detail. . Performance requirements and hardware implementations are presented. 

SYSTEM MODEL 

The implementation of time and frequency distribution begins with a model for the operation 
and management at the system level. In order to successfully integrate time and frequency into 
future systems, the time has to serve both internal system requirements as well external customer 
requirements. There are lessons to be learned from the GPS system on the requirements for the 
management of time. The GPS system provides a good model for the successful integration of 
internal and external requirements. Thus, the initial model for embedding time and frequency 
into future systems is based on the features and characteristics of how time is implemented in 
GPS. 

GPS is an operational system serving military and civilian requirements. The system contains 
24 satellite clocks as well as monitor station clocks, to form a distributed clock set which 
provides clock intercomparisons by virtue of the very operations of GPS itself. From the clock 
intercomparisons, GPS computes a composite time (a timescale that becomes the GPS time). 
The feature of time transfer within the system is built-in and automatic. It has a robust system 
architecture which is maintained, centrally managed, and globally available for recovery of 
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Universal Coordinated Time (UTC). GPS time itself is steered within what only a short time 
ago would have been considered to be very narrow limits. In addition to the steering of GPS 
time, GPS broadcasts UTC corrections, providing the user the capability to determine if and/or 
how the local time will be steered to UTC. No matter what steering algorithm is used, there is 
always a differential between the physically realized time at the user and the system time (UTC 
or GPS in this case). That differential is known and reported to the user, but not necessarily 
removed instantly. 

The fundamental system requirement that is gleaned from the GPS model is that time and 
frequency within the system are provided as a by-product of the system operations. Unlike 
wwv, which was designed to disseminate time, the GPS system was designed to support a 
navigation mission with a timing sub-mission. GPS has set the standard for excellence in 
the field and time-transfer performance. Future systems that will be of interest for time 
dissemination are going to perform at comparable or better levels. They will probably have 
comparably very large costs. It will take billions of dollars to implement systems that can 
provide worldwide globally available timing to the tens-of-nanoseconds level as GPS does. So 
it is unlikely a stand-alone timing mission would be implemented with the phenomenal cost 
that would be involved. On the other hand, the cost of timing that is provided within major 
systems like GPS is only a few percent of the total system cost. 

Just as the timing mission is not a stand-alone mission, the timing expertise must not be 
isolated, either. If the timing community is going to advance, the timing expertise must be 
distributed to the system level. It is important that on the operational level, people running 
these programs and systems truly have their own expertise, and not rely on experts located at 
centers of excellence. 

FUTURE SYSTEMS 

One candidate for future systems which will require time and frequency distribution is a 
Department of Defense (DoD) project known as Global Grid. It's a concept 'for aggressive 
worldwide distribution of information, communications, and information processing. The Global 
Grid concept will use established government and commercial assets for communications, i.e. 
government and commercial satellites, optical fibers, and telecommunication systems utilizing 
established protocols such as SONET and ATM. Currently, there are many aspects of Global 
Grid that are being worked and, demonstrated by multiple organizations. Three examples are 
the Global Broadcast System (GBS), Personal Communications Systems (PCS), and laser-based 
satellite communications (LASERCOM). These examples are discussed separately below. 

The Global Broadcast System utilizes geosynchronous satellites for the one-way broadcast and 
dissemination of information. Adding the precise satellite position to the information downflow 
enables GBS to deliver precise timing to a user with a known position. Presumably, a stationary 
user with a known position can achieve 10 ns precision for time recovery. In fact this kind of 
precision has been demonstrated on an experimental basis by some of the commercial satellite 
companies. Such a system could also augment GPS by providing pseudolite signals. 

In the Global Grid architecture, the Personal Communication Systems (PCS) represent the last 
mile of the communications systems. Often a commercial link exists (via satellite or cable) 
to an end point which does not serve the user, who may be deployed in an undeveloped or 
unstable area. The pes systems are used to get information out to the individual in the field. 
Such systems often utilize wireless links. These links can be satellite-based or a combination 
of radio links and land lines. Time and frequency signals could be delivered to the user via 
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these PCS links for many military applications. 

Laser communications (LASERCOM) will be used for satellite downlinks in future systems. 
Laser downlinks are occasionally interfered with by weather (Fig. 1), prohibiting the signal 
being received at a ground station. The impact of local weather on the ability of a ground 
station to receive the optical signal creates a requirement for multiple options for ground 
stations and the ability to seamlessly switch between ground' stations. The transition from one 
ground station to another results in massive changes in signal path delay. The downlink is 
eventually fed to a synchronous oJ?tical communications system and it will be necessary to cope 
with the synchronization of data at the hub. The challenge of such a system is going to be the 
management of the path delays. Time recovery and synchrony at each ground station will be 
required to fuse th~ data at the hi?h bit rates that are possible with LASERCOM systems. 

SONET IMPLEMENTATION 

One possible implementation that will be applicable to future systems is the use of the 
Synchronous Optical Network (SONET) to disseminate time and frequency as a by-product of 
the transfer of payload data. SONET (or SDH) is being used to implement precision timing 
and precision frequency management both within the U.S. government and elsewhere. Nippon 
Telephone and Telegraph (NTT) has been publishing[1) and working with the ITU for many 
years in this area. In this paper we use a SONET system as an example of how precise 
timing (an order of magnitude better than GPS) may be implemented within a communications 
system. One of the advantages of using a communications system is that, for the most part, 
the traffic is two-way. This enables the implementation of two-way time transfer, which is the 
traditional technique for delivering high precision time. The current operating level of GPS 
with regard to delivering time is only quasi-two-way. One way is the management of the system 
through the monitor stations and master control station, and the other way is the delivery of 
the information to the user, but the two directions are asymmetric. Large offsets in time and 
large offsets in geolocation between the two links limit the performance of GPS time delivery 
to somewhere in the 10-25 ns range. 

The implementation of precision timing within communications is being driven today by very 
high precision timing users with different agendas. However, the synchronization of networks 
in the time sense would be a significant benefit to all communications timing users. Time 
synchronization of network nodes c.an eliminate path changes as a source of wander on SONET 
or SDH networks. This results in allocating the entire wander budget to sources other than 
the path changes that currently dominate the calculation. This wander budget determines the 
ability to reconstruct analog signals, such as voice and facsimile, when the signals travel over 
the SONET network for long distances. Such a synchronization system will serve all time users 
(all the way down to the private branches) who in any way connect to the network at the OC-3 
level or higher. 

An architecture and a time code have been developed for SONET-based time and frequency 
dissemination. Hardware has been developed for this application and is currently under test. 
The implementation plan starts with point-to-point and extends to LAN, over the air, platform 
distribution, MAN, transoceanic cables, and WAN. The system conforms with the standard 
aspects of the NTT proposal and serves the long-term goal to be consistent with the standards 
that may be adopted by the ITU sometime in the future. 

The SONET architecture is seen in Fig. 2. There are four network nodes with a multiplicity 
of network elements separating the nodes. One node is connected to a master timing unit that 
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provides the interface for an Ultra-High-Precision (UHP) clock system or a primary reference 
clock. Slave units connect to other nodes and re-derive signal sets which are steered to the 
master via two-way! time transfer. The system also supports future goals of using the two-way 
SONET link to measure clocks which are connected to the slave nodes. This allows the 
clocks to be located at the remote slave nodes and still measured (via SONET two-way) at the 
nanosecond level for inclusion into the time scale. This concept of a distributed time scale (the 
clocks are distributed geographically) provides for clock ensembling without the requirement of 
maintaining the clocks in one central location. This increases the reliability and the robustness 
of the system without a performance trade-off. 

The current goal for time and frequency distribution using SONET is to distribute a standard 
time and frequency set consisting of one standard frequency, high quality 1 PPS, and time 
code. The goal is to transfer performance that is representative of a cesium standard with 
a high-performance tube with time transfer accuracy of two nanoseconds. 1\vo nanoseconds 
represents an improvement of approximately a factor of ten over what users are now able to 
do globally using GPS. The SONET system must be automatic, with no external . calibration and 
support redundancy in automatic switch-over. Point-to-point time synchronization supported by 
such a system is limited by the SONET standards, which can communicate over ten kilometer 
fiber-optic cable. The system must also support higher quality future clocks and transfer that 
performance to the user. 

This SONET system is an implementation and demonstration program (as opposed to a research 
program) which requires the use of standard, commercially available, telecommunications quality, 
zero dispersion single-mode fiber using standard connectors. Due to the path delay changes that 
are incurred on a fiber in a nominal enVironment, two-way time calibration is a requirement 
to support a 2 nanosecond accuracy specification. For example, a 10 km fiber with a 70 
degree centigrade maximum environmental swing from dead of winter to heat of summer 
exhibits an approximately 60 nanosecond change in path delay. Extending this to a 3000 km 
SONET link in a network results in a 5 microsecond change. The basic approach is to use 
the synchronous SONET transport as a vehicle for the time code needed to perform two-way 
time transfer. The SONET payload is inappropriate for this application due to the ambiguity 
involved asynchronous data transfer. The transport for SONET at the physical layer supports 
synchronous data transfer, which is an appropriate vehicle for two-way time transfer. 

The two-way time transfer is supported by a master/slave relationship between network nodes. 
The master encodes a time marker in the SONET overhead, which is measured at the time of 
transmission and measured once again at the slave at the time of reception. Similarly, the slave 
transmits a time marker that is received at the master. The two measurements performed at 
the master are transmitted to the slave in the time code, where they are used to compute the 
master-slave time difference, independent of the delay between the two locations. At the slave 
end, a clean-up loop recovers high quality frequency signals. It has been demonstrated that a 
clean-up loop with a bandwidth of 1 Hz can meet the specifications of a high-performance cesium 
standard. The clean-up loop uses one-way measurements. Therefore, its output is subject to 
temperature-variable delays, which are corrected based on the two-way measurements. This 
delay compensation is done by averaging the phase measurements in order to reduce the 
measurement jitter below the local clock time error. The slave local oscillator is held on 
frequency by calibration compared to the master clock. 
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CONCLUSION 

This paper uses GPS as a model for designing time and frequency systems which are embedded 
as by-products of primary mission objectives. This is done to defray the substantial cost of 
achieving high quality time synchronization. It is proposed that communications and data 
dissemination will be the next vehicle to provide system redundancy for GPS in the timing area 
and improvements in GPS timing performance. A SONET architecture is presented which 
conforms to the proposed model, and performance specifications are presented. 
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SPECIAL TECHNOLOGY AREA REVIEW ON 
TIME AND FREQUENCY 

John R. Vig 
U.S. Army Research Laboratory 

Fort Monmouth, New Jersey 07703-5601 

A Special Technology Area Review (STAR) of frequency control technology was held by Working 
Group A of the Department of Defense (DoD) Advisory Group on Electron Devices in March 
1995. The goal was to develop a DoD investment strategy for research and development 
(R&D) on frequency control devices. The STAR sought answers to questions such as: 

What are the DoD system needs and how critical are these needs? 

Are DoD's needs being met? 

What are the commercial needs, and to what extent can commercially available devices meet 
DoD needs? 

What is the total R&D activity in the field - in government, industrial and university 
laboratories? 

What critical-path R&D and manufacturability problems need to be solved, if any? Are 
there any "showstoppers"? What is the probability that solutions will be found? What will 
the solutions cost? What are the trade-offs if solutions are not developed? 

What are the emerging technologies? To what extent can these technologies contribute to 
DoD capabilities in the future? 

Are these technologies being adequately developed? If not, what would it cost? Who are 
the key organizations to make it happen? 

What is the industrial base, and is the industrial base adequate for meeting the future R&D 
and manufacturing requirements of DoD? 

What should be the role of DoD be in this technology area? 

The conclusions and recommendations of this STAR are described in a report entitled "Special 
Technology Area Review on Frequency Control Devices." The report is available from: 

Advisory Group on Electron Devices - Working Group A 
Palisades Institute for Research Services 
1745 Jefferson Davis Highway, Suite 500 
Arlington, VA 22202-3702, U.S.A. 
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Questions and Answers 

RONALD L. BEARD (NRL): Given the general mood of DoD to moving towards using 
commercial standards and getting away from military requirements, do you feel this is an area 
where adopting civilian or commercial standards might be practical? 

JOHN R. VIG (ARMY RESEARCH LAB): I'll tell you my favorite story about the subject 
which some of you may already have heard. I was attending a NATO meeting a number of 
years ago, and we were discussing this subject over dinner. One of my colleagues - I think 
he was from the Netherlands - said that their defense department, some bean counter, was 
looking at purchases; and he noticed that the Dutch Navy was buying 40-watt light bulbs for 
$10 apiece. And he said "Why are we doing this?" Nobody could answer. So he put in a 
suggestion saying "We should buy-com-mercia!. I could go down to the corner hardware store 
and buy light bulbs for three for a dollar." 

His suggestion was adopted. He got a big award for saving money for the Dutch Navy. 
Gradually, all the light bulbs were replaced with these commercial light bulbs. Then they went 
out on NATO exercise, and were somewhere in the middle of the Indian Ocean when the 
command came, "Fire!" And all the lights went out. 

They had one set of replacements, so they put in all the replacements. And the command 
came again, "Fire!" And all the light bulbs went out again. And then the commander had to 
meekly ask the permission to go home to get more light bulbs. 

But the answer to the question is obviously there are some areas where commercial products 
can fill the need, and obviously there are some areas where commercial products cannot meet 
the need. Commercial products are not made to be radiation-hardened. So if you want to 
send an oscillator into space, the commercial products are definitely not the way to go. You 
need a radiation-hardened oscillator to send into space. Depending on what you envision for 
the scenario for future wars, you mayor may not want to rad-harden tactical oscillators. 

Things like vibrationless phase noise, things like gun-hardened oscillators - I mean, there are 
definitely some strictly DoD requirements which the commercial business will never address. 
There are no commercial requirements for an oscillator to be fired from a Howitzer. So if the 
DoD needs an oscillator that has to be fired from a Howitzer, the DoD better be prepared to 
pay for development of such an oscillator; otherwise, it will not be there. 

HARRY PETERS (SIGMA TAU STANDARDS CORPORATION): Your chart of fre.
quency standards and the amount expended on them in the potential market indicated H-masers 
estimated at 10 per year, and a nominal price of around 2ook. The list of companies who 
produced these various standards which you put up there perhaps might have noted that 
the only commercial supplier of atomic H-masers in the West, that is, particularly those that 
have cavity tuning systems - at Sigma Tau Standards Corporation we have over 40 H-masers 
oscillating and a few more in the building stage at this time; and of course, there's been no 
government-funded research on H-masers within this company for the last 10 years. However, 
there has been input of funds from what is generated from profits; and all our research has 
been internal since 1985, but I think at least we might have merited a mention in your list of 
monies that are applied to research in frequency standards. I notice you didn't notice Sigma 
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Tau Standards Corporation. Thank you. 

JOHN VIG (ARMY RESEARCH LAB): I said there were a number of companies under 
$50 million that were not listed. So I apologize for not mentioning Sigma Tau. But the number 
I listed was 10 per year. So if you've built a total of 40, that doesn't seem to contradict the 
total production on the order of 10 per year, does it? 

HARRY PETERS (SIGMA TAU STANDARDS CORPORATION): [Inaudible]. 

JOHN VIG (ARMY RESEARCH LAB): Okay, so it's even less than 10 per year. So I 
overestimated. 

DR. GERNOT WINKLER (USNO, RETIRED): If you look at your horror stories, I think 
the overriding importance of communication is obvious. All of these things happened because 
we did not know about - I mean, systems engineers, system planners and system managers 
did not realize that it was a specific area, a special area requiring special knowledge and so 
on, the PTTI Conference, and Frequency Control Symposium and so on. Now the question is: 
Has this been discussed by that adjunct group? That the greatest improvement or the greatest 
savings could be accomplished if you get these system managers into the conferences? 

JOHN VIG (ARMY RESEARCH LAB): Yes, it was discussed. In fact, unfortunately, as 
I pointed out, not only is there no incentive for a major contractor to come to a government 
lab, there's an incentive for them not to come to a government lab; because, government labs 
oftentimes are looked on as competitors. If Milstar's a problem, and the task of solving the 
problem goes to a government lab, Lockheed and TRW and Hughes Aircraft and Frequency 
Electronics don't make a profit. If Lockheed puts in a proposal for Lockheed to solve the 
problem, then Lockheed gets the money instead of government labs. 

So in a sense, unfortunately, I'm not sure what to do about it, but the contractors look at 
government labs as competitors. And they have a disincentive for sending these problems to 
the government labs for solutions. 

DR. GERNOT WINKLER (USNO, RETIRED): We are talking about the conferences, 
not the laboratories. 

JOHN VIG (ARMY RESEARCH LAB): The conferences do address these questions, but 
unfortunately we can't get the systems people to attend these conferences. Okay? So again, 
we recognize the problem; we offer tutorials; we offer review papers; but the systems people, 
with a few exceptions, generally do not attend our conferences. If anybody has a solution 
to the problem, I would be more than happy to discuss it and listen to suggestions. But 
this is a problem - I think it all ties together, with the lack of university curricula, lack of 
communication, it often costs lots and lots of dollars. 

The total budget of my group, for example, is on the order of a million dollars a year or less. 
This year it's less, a lot less. If you look at the cost of some of these problems, the cost of one 
of these major problems could fund frequency control research in the government indefinitely; 
you just take the money, put it in the bank, draw interest on it, and use that interest to fund 
the research. Again, it is not clear what we can do about it. 
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IDEAS FOR 
FUTURE GPS TIMING IMPROVEMENTS 

Capt Steven T. Hutsell, USAF 
2d Space Operations Squadron 
300 O'Malley Avenue Suite 41 

Falcon AFB CO 80912-3041 

Abstract 

Having recently met stringent criteria for Full Operational Capability (FOC) certification, GPS 
now has higher customer expectations than ever before. In order to maintain customer satisfaction, 
and to meet the even higher customer demands of the future, the GPS Master Control Station (MCS) 
must playa critical role in the process of carefully refining the performance and integrity of the GPS 
constellation, particularly in the area of timing. 

This paper will present an operational perspective on several ideas for improving timing in GPS. 
These ideas include the desire for improved MCS-USNO data connectivity, an improved GPS-UTC 
prediction algorithm, a more robust Kalman Filter, and more features in the GPS reference time 
algorithm (the GPS Composite Clock), including frequency step resolution, a more explicit use of the 
basic time scale equation, and dynamic clock weighting. 

Current MCS software meets the exceptional challenge of managing an extremely complex 
constellation of 24 navigation satellites. The GPS community will never want to risk losing the 
performance and integrity that we currently have. The community will, however!.....!!lways seek to 
improve upon this performance and integrity. 

INTRODUCTION 

The GPS community will never experience a period of accepted complacency. Customer demands for 
accuracy will continue to increase. The increasing dependence on GPS as the primary mechanism for 
precise time transfer incurs the expectation for extremely high reliability within the GPS architecture. The 
community is quickly understanding the need to delicately balance integrity with performance 
improvements. 

The GPS Master Control Station (MCS) software plays an integral role in this balance. The current 
release, version 5.41, is largely responsible for GPS maintaining Full Operational Capability (FOC). 
Generating, integrating, testing, and installing over two million lines of code is not an easy task, to say the 
least, especially when this code is responsible for the command and control of a 24 navigation satellite 
constellation. 

This paper focuses on an operational perspective of various methods the GPS community could consider 
for refining the measurement, estimation, and prediction of timing within the MCS software. 
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MCS-USNO CONNECTIVITY 

The United States Naval Observatory (USNO) is the official Department of Defense (DoD) source for 
precise time and time interval (PIT!) information. USNO provides the 000 reference for Coordinated 
Universal Time (UTC). Precise time transfer is one of the three very important missions of GPS, and GPS 
is the primary means to disseminate precise time to the vast majority of 000 time transfer users [6] . 

This rather great responsibility depends hugely on the interface between the 2d Space Operations Squadron 
(2 SOPS) and USNO. The interface control document, ICD-GPS-202, defines the working relationship 
between these two agencies. The GPS Joint Program Office (JPO) will soon publish an update to this 11-
year old ICD [3] . 

The Time Transfer mission in GPS currently operates in a closed daily feedback loop, as described in 
figure I. The MCS transmits UTC information in navigation uploads to all operational satellites. The 
satellites, in turn, broadcast estimates of the GPS-UTC bias and drift in subframe 4, page 18 of the 
navigation message. In order for the MCS to properly generate GPS-UTC correction parameters for 
broadcast, USNO must compare GPS 's broadcast ofUTC to the USNO Master Clock, and feed back this 
offset information to the MCS. 

The USNO Download 

USNO employs an authorized (keyed) GPS receiver, connected to the Master Clock, to monitor the GPS 
broadcast. USNO generates a smoothed measurement for each successive 13-minute track. These 
measurements contain estimates of, among other parameters, the offset of satellite time with respect to 
UTC, the offset of GPS time with respect to UTC, and the time transfer error, based on that single-satellite 
track [6]. 

Every day, at approximately 1500z, the "-MCS downloads a data file from USNO. This file contams 
roughly 160 of these smoothed 13-minute track measurements, along with daily averages of the 
constellation-wide GPS-UTC offset and time transfer error. The MCS uses Procomm, installed on a PC
based computer connected to a keyed modem, to execute the daily download. 

Unlike the interfaces with most other outside agencies, the MCS 's computer interface with USNO is not 
currently governed by formal configuration management. Various problems with the hardware, software, 
and even the communication lines can interfere, and have interfered, with the time transfer loop on dozens 
of occasions over the last several years. On 20 Oct 95 , 2 SOPS and USNO installed more current 
hardware and software to ease the operational headache, but some challenges still exist: today. 

Additionally, because the MCS downloads the UTC information into a PC, operators must manually 
extract and enter information onto the MCS mainframe. This process is susceptible to human error, and 
restricts the ability to pump large quantities of data into the mainframe for processing. Human error, such 
as typing the GPS-UTC sign incorrectly, can be devastating. The inability to receive large quantities of 
data renders the MCS mainframe less capable of measuring the true GPS-UTC offset, and hence, less 
capable of predicting GPS-UTC for titne transfer. 
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GPS-UTC PREDICTION 

As alluded to earlier, MCS operators enter a daily estimate of GPS-UTC into the mainframe. USNO 
generates this estimate by mapping a least~squares fit onto 38 hours worth of their I3-minute smoothed 
measurements of GPS-UTC. We at 2 SOPS call this the daily UTCBIAS point. The MCS predicts GPS
UTC using only two daily UTCBIAS pomts. Using two data points only 24 hours apart for calculating the 
GPS-UTC drift does not make the best use of the available optimal estimation techniques that most of us 
are familiar with. 

By piping USNO-smoothed measurement data directly into the mainframe, the MCS could take advantage 
of techniques to a) apply corrections for known observables, b) edit outliers, and c) Kalman Filter the 
USNO data for optimum GPS-UTC estimation and prediction. 

2 SOPS and Det 25, Space and Missile Systems Center (SMC) are currently addressing two software 
change requests related to the above concerns. 

A ROBUST KALMAN FILTER 

The current MCS Kalman Filter estimates the ephemeris, solar pressure, and clock states for 25 satellites, 
and the clock states for five monitor stations. The MCS Kalman Filter is capable of estimating the phase, 
frequency, and frequency drift states for all operational clocks. 

SystematicslPeriodics 

The Kalman Filter does not currently perform explicit estimation of 12- or 24-hour periodic terms for our 
clocks. During earth eclipse seasons, our spaceborne atomic clocks may exhibit significant periodics with 
amplitudes of several nanoseconds, due possibly to thermal and/or electromagnetic systematics. To a large 
extent, other degrees of freedom in the Filter, particularly the ephemeris and solar pressure states, can help 
to artificially compensate for satellite clock periodics--the eccentricity and solar pressure parameters can, 
many times, help to model the effects of these periodics . In counterpoint, however, many could argue that 
this same feature can open the door for ephemeris-clock cross-corruption. 

Because the Operational Control Se~ment (OCS) uses only five monitor stations, the MCS can only 
monitor a GPS satellite for, at most, ~2 hours a day. When monitor stations are undergoing maintenance, 
this visibility lessens dramatically. Not only does this lack of coverage prevent the MCS from ensuring the 
integrity of the constellation full-time, out it also restricts the MCS' s ability to decouple ephemeris, solar 
pressure, and clock errors. More monitor stations could help to minimize this cross-corruption. 

Currently, the MCS does not estimate troposphere height. The MCS is capable of tropospheric estimation, 
based on measurements corrected with environmental sensor data. Unfortunately, the environmental sensor 
data we receive from most of our monitor stations has historically been very inconsistent. Until we can 
realize acceptable reliability from our sensor data, we will continue to use fixed (default) values for 
troposphere height states. Improving tropospheric state estimation could help to remove much of what we 
commonly may see as 24-hour periodics . 
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A Fully Correlated Kalman Filter 

What we know as the MCS Kalman Filter is actually an ensemble of several mini-Kalman Filters, known 
as partitions . Each partition can estimate the states of, a maximum of, six satellites. Each partition 
estimates the states of all monitor stations, and a partition reconciliation algorithm keeps these monitor 
station states consistent between the estimating partitions. The partitioned architecture significantly 
reduces the' computational burden within the MCS mainframe [5]. 

In future architecture, 2 SOPS hopes to utilize a fully correlated Filter capable of estimating the states of 
all satellites . The current partition architecture works very well, but a fully correlated Filter could reduce 
some of the short-term noise caused by temporary deviations between the MS states of the respective 
estimating partitions . Advances in CPU capability will hopefully meet the extra burden imposed by a fully 
correlated Filter. 

THE FUTURE GPS COMPOSITE CLOCK 

GPS, like most timing systems, uses a reference time scale. GPS time is defmed by the Composite Clock 
software, installed in June 1990. The Composite Clock presented a remarkable solution to the need for a 
stable, continuously operating reference against which all GPS ephemeris, solar pressure, and clock states 
are referenced. The GPS Composite Clock is largely responsible for time transfer performance and GPS 
time stability that are both exceeding specifications [1 ,5]. 

Five years of operational use of the Composite Clock have helped 2 SOPS learn how to best utilize its 
capability. Similarly, the same five ye~rs have given us ample time to create a wish list for extra features . 

Frequency Step iResolution 

MCS software algorithms have historically provided excellent visibility into clock phase discontinuities . 
Software version 5.41 alarms, displays, and rejects unacceptably large phase discontinuities . Frequency 
step detection has been more of a challenge, however [2]. 

At approximately 0200z, 21 Dec 94, tne primary timing input for the Colorado Springs monitor station 
(COSPM) failed. Due to a technical error, in recovering from the failure, COSPM experi.enced a discrete 
frequency jump of, approximately, 1.25 E-12 sis. Since COSPM, at the time, had a long-term weighting 
factor of about 20 % in the Composite Clock [1], GPS time experienced a run-off on the order of -22 
nslday, with respect to UTC, as a direct result of the discrete frequency jump. 

The impacts of this run-off were significant. The Control Segment (CS) component of error in GPS Time 
Transfer, usually within ± IOns, jumped to -19 ns . Though -19 ns was smaller than the overall ICD-GPS-
202 time transfer specification (at the time, liOns) [6], many important authorized users greatly depend on 
an error magnitude less than 25 ns . Had the COSPM jump been any larger, we could have seriously 
impacted many important users in late December 1994 (figure 2) . 

In addition to the time transfer error, the GPS-UTC divergence itself was also noteworthy . By the time the 
MCS had completely steered out the GPS-UTC frequency offset of -22 nslday, the GPS-UTC phase offset 
had grown to as large as -257 ns, on 17 Jan 95 . Again, though well inside the system specification of ± 
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1000 ns [6], -257 ns was a much larger magnitude than the typical offset (within ± 30 ns), and substandard 
to what the timing community should reasonably expect from the Control Segment (figure 3). 

This incident revealed the need for improved integrity monitoring, and a better capability to handle 
frequency jumps. The nyW L-Band Monitor (LBMON) software, installed in February 1995, has greatly 
helped the MCS in detecting frequency steps . LBMON scans ranging measurements once every six 
seconds for anomalies, alerts operators when anomalies are discovered, and provides real-time plots of 
ranging errors. LBMON's anomaly detection algorithm employs qualifying, forward, and backward-in
time filters optimized for detecting phase and frequency changes. 

Several real-world incidents have allowed LBMON the opportunity to validate its role in the MCS's 
integrity monitoring capability . For example, at approximately 1930z, 20 Mar 95, the operational 
Rubidium frequency standard on SVN36 experienced a discrete frequency jump on the order of -1.58 E-Il 
sIs, during a period of earth eclipse. On the previous GPS software release, this error would likely have 
only appeared as successive increases in the ranging measurement residuals, once every K-point {every 15 
minutes) . With this limited information, the operator would have had trouble properly identifying the 
nature of the satellite ranging error. In particular, the GPS analyst would not have been able to quickly a) 
determine if this were a phase error 6r a frequency error, b) minimize the ranging error experienced by 
users, or c) minimize the effect on the GPS Composite Clock. This type of corruption could possibly have 
progressed for over an hour before being properly characterized, under the older software. 

just ' 28 minutes after the jump, L.BMON flagged SVN36's anomalous behavior. Subsequently, the 
Navigation Analyst viewed a display called NPLSVSUM, which shows the near-real time (once every six 
seconds) observed ranging error for one or more satellites. When displaying NPLSVSUM for SVN36, the 
navigation analyst noticed the rather discernible change in ranging error. (Figure 4 is an EXCEL re
construction using the NPLSVSUM display data) . 

BecauseThe analyst visually noticed the unusual run-off in ranging error, he was able to quickly increase 
specified portions of the system covariance matrix. This expedient reaction allowed the Filter to lock on to 
SVN36's new characteristics, permitted the operators to quickly upload new clock estimates for satellite 
broadcast, and minimized the degradation to the GPS Composite Clock. 

Of course, not all anomalies are detected as easily as in this particular case. For instance, the Control 
Segment won't necessarily have visibility into the anomaly, and, in many cases, the anomaly may not be as 
noticeable as the above. Nonetheless, LBMON now allows operators to have a better "seat-of-the-pants" 
grasp of some of the more significant satellite and monitor station problems that can occur. LBMON has 
given the MCS more capability to identify, analyze, and reconcile some types of frequency step anomalies. 

Ultimately though, MCS analysts would benefit from software that, in addition to detecting frequency steps 
like the above mentioned, would also automatically reconcile the step. Software that could automatically 
compensate Kalman Filter state estimates and covariances would reduce the dependency on operator input-
humans are only so reliable in terms of catching anomalies, and a frequency step is one of the more difficult 
anomalies to detect. 

Dynamic q-ing 

The GPS Composite Clock is an implicit ensemble of over 20 of GPS's spaceborne and ground-based 
atomic frequency standards. Clock weighting is implicitly defined by the state covariances located within 
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the functionality of the Kalman Filter. Covariances are primarily a function of the measurement noise, the 
number of measurements, and the continuous time update process noise (q) values. 

Analysts have the freedom to change clock q values periodically. Once per quarter, 2 SOPS derives new qs 
using independent Allan Variance data from the Naval Research Laboratory (NRL). 2 SOPS has 
successfully perfonned this fine tuning since October 1994. By' uniquely tuning satellite clock state 
estimation based on empirical data, representing the true perfonnance of each clock, 2 SOPS, 'thanks to 
NRL and other agencies, has improved the one-day stability ofGPS time by approximately 10 % [4]. 

This quarterly activity should be viewed only as a short-tenn initiative, however. Manually updating the 
data base q values for; each satellite incurs the risk of potentially hazardous typographical errors. The more 
often we update the qs, the higher the risk. Ideally, we'd like software that automatically and dynamically 
updates these qs. Besides alleviatmg the risk associated with manual upqates, dynamic q-ing allows the 
capability to expediently reduce the effective weighting of clocks that have begun to behave anomalously. 
Obviously, dynamic q-ing has its own risks . Most sophisticated time scale algorithms can perfonn this 
task safely, and when we can utilize such a capability in the future, we must ensure that the MCS's version 
is at least as safe as those on existing, proven time scale algorithms. 

Using the Basic Time Scale Equation 

One noted difference between the Composite Clock and other time scale algorithms is the issue of separate 
control for clock weighting. The MCS's qs actually serve a multi-role purpose. Primarily, MCS qs 
increase covariances during time updates, and hence, are integral to Kalman Filter estimation. As stated 
earlier, qs also effectively control the weighting of clocks within the implicit ensemble. Additionally, the 
MCS calculates the user range accuracy (URA) values broadcasted in the navigation message, using these 
qs . 

Other time scale algorithms, such as Al (USNO), AT 1 (NIST), and KAS-2(TSC), explicitly generate 
system time, using a version of the following equation [8]: 

Xi is the state vector of the corrected clock i, and Ai is the user-controlled weighting matrix for clock i . 
This equation essentially mandates that the weighted sum of the corrected clock states (at a time t + 't) is 
equal to the weighted sum of the time scale algorithm's predictions (from t to t + 't) for those same 
corrected clock states . The Composite Clock is defined implicitly within the workings of the MCS Kalman 
Filter, which is responsible for the immense task of sorting out ephemeris and solar pressure state error, as 
well as clock error. The Composite Clock is not explicitly controlled by this time scale equation [8]. 

Use of this time scale equation would introduce the ability to control the weighting of clocks independently 
of the effective Kalman Filter weighting. This would generate a more explicit ensemble time separate from 
the implicit ensemble time generated within the Composite Clock. 
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The weights for each clock (Au i = 1,2, ..... N), could have the capability for both operator control and 
automatic control. M.eaning, at the same time the system would be dynamically updating the weights, the 
operator would have the option to override and reduce the weight of any clock, for whatever reason. 

The following example illustrates the utility of operator-controlled weighting. The MCS Kalman Filter 
operates under the premise of stochastic, optimal estimation. The currently operating Cesium frequency 
standard aboard SVN22 does not behave very stochastically, and therefore, somewhat violates a basic 
assumption of Kalman Filtering. SVN22 experiences frequency jumps on the order of -5 E-13 once every 
45-64 days [7] (figure 5 is an EXCEL reconstruction using NRL data) . When these frequency steps are 
removed, SVN22 has a IO-day stability of around 5 E-14. Unedited, the IO-day stability is around 9 E-14 
(figure 6). Ideally, one would like to keep the Kalman Filter q-ed based on its average performance, but 
prevent the frequency steps from corrupting Kalman Filter estimation, and thus, from distorting the mean 
time scale. A separate time scale with user-controlled weights, along with automatic frequency step 
resolution and dynamic q-ing, could help to reach this ideal. 

The GPS Composite Clock fulfills the need for a stable, continuously operating reference against which all 
GPS ephemeris, solar pressure, and clock states are estimated. Without the GPS Composite Clock, we 
would not have been able to realize the time transfer performance and GPS time stability that we currently 
experience [5] . When introducing these ideas for improving the Composite Clock in the future, we must be 
careful not to introduce software that could impose unacceptable risk, or generate operational problems 
caused by being too complex to understand and operate. Let's take what we have now, value its 
advantages, and refine. 

CONCLUSION 

The time transfer mission of GPS has gained increasing attention in recent years . We all continue to 
appreciate how much timing is the pivotal!ffiysical phenomenon that helps all three missions of GPS te
realize their capabilities . Both from an accuracy and integrity perspective, we must not take our current 
capability for granted; rather, we must take advantage of the continually advancing PITI technology, as 
well as CPU technology. 

Hand in hand, these two can be combined to make long-term improvements to MCS software, with safety 
as the guiding principle. Now is the opportunity to apply our operational experience and lessons learned, 
and exercise consideration towards the above ideas for improving GPS timing performance in the future. 
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Questions and Answers 

EDGAR BUTTERLINE (AT&T): As long as you were giving your Christmas wish list, I'd 
like to give you what I think is the number one item on the "civil users" Christmas wish list: 
Turn off SA. 

As you know, and I realize you're not in a controlling position, the President has commissioned 
several blue ribbon civil commissions to come up with a recommendation for the use of GPS 
for civil users. And the last GPS Civil Users Conference, results of that blue ribbon panel was 
published and issued and discussed. On that list is "Turn off SA." 

What are the prospects? 

CAPT. STEVEN HUTSELL (USAF): I certainly am not in a position to answer that. 

EDGAR BUTTERLINE (AT&T): Nothing is cooking as far as you know? And I realize 
you're not in a controlling position. 

CAPT. STEVEN HUTSELL (USNO): I'm sure it's going to be a continuously-cooking 
matter. I'm sure it always comes up at both the Air Force Space Command level and the 
National Command Authority level. I can say that at the 2S0PS level at our squadron, we 
are really in no position to affect the decision; it's made at a much higher level than what we 
operate at. We are the implement. 

EDGAR BUTTERLINE (AT&T): I understand, I understand. You're not making policy. 

Let me make an offer. One of your big problems seems to be that telephone line. I really worry 
about that telephone line also; and if that telephone line h~ppens to be an AT&T telephone 
line, let me give you my card. I assure you, I can get that fixed. 

CAPT. STEVEN HUTSELL (USAF): Thankfully, with the backup that we have, I work 
with some very helpful people out 'at the Naval Observatory - when we do have communication 
problems, they're vFry helpful about getting the necessary information to us over the phone; 
and they help out on weekends and drive in, if necessary, to fix a problem. 

But' I complain about it a lot. We 're not in seriously dire shape with that. But, it makes sense 
that in the long term we work on something that's a government-paid communication line and 
not something that we don't know for sure whether it's going to work or not. 

WILLIAM KLEPCZYNSKI (USNO): In regard to the connectivity to the USNO, we are 
in the process of moving our alternate master clock out to Falcon. The first phase is sort of set 
up now and it's in operation there. And I'm sure that will go a long ways toward establishing 
better communications between Washington and Falcon; in addition to telephone lines, we'll 
be using satellite links and things like that. So there should be some improvement with time 
- and refinement. 

CAPT. STEVEN HUTSELL (USAF): Right. It would offer, also, a good dual path for us 
in case if, for whatever reason, the connectivity is lost, we can always rely on a backup, whether 
it's the alternate master clock or Washington, D.C. 
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UTe DISSEMINATION TO 
THE REAL-TIME USER: 

THE ROLE OF US NO 

Mihran Miranian 
u.s. Naval Observatory 
Washington, D.C. 20392 

Abstract 

Coordill4ted Universal Time (UTC) is available worldwide via the Global Positioning System 
(GPS). The UTC disseminated by GPS is referenced to the U.S. Naval Observatory Master Clock, 
UTC(USNO), which is regularly steered and maintained as close as possible to UTC(BIPM), the 
internatioll4l time scale. This paper wiU describe the role of the USNO in monitoring the time 
dissemill4ted by the GPS and the steps involved to ensure its accuracy to the user. The paper will 
also discuss the other sources of UTC(USNO) and the process by which UTC(USNO) is steered to 
UTC(BIPM). 

INTRODUCTION 

The United States Department of Defense (000) Instruction 5000.2 charges the U.S. Navy 
and specifically the U.S. Naval Observatory (US NO) with the requirement to maintain the 
timing standard for all precise time and time interval (PITI) operations within 000. The 
accomplishment of this task involves a coordinated effort by the USNO and the electronic 
navigation systems that are synchronized to US NO time. The USNO monitors the time 
emanating from these systems and reports their offsets with respect to the USNO timing standard. 
The navigation systems operators then make the necessary adjustments for synchronization with 
the USNO. . 

The timing standard or Master Clock (MC) of the USNO is a hydrogen maser which is 
continuously steered to the USNO time scale. This time scale is based on an ensemble of 50 to 
60 cesium frequency standards and 8 to 12 hydrogen masers which are located in environmental 
chambers throughout the observatory facility in Washington and at the USNO Alternate Station 
in Richmond, Florida[1]. This is the largest assembly of atomic clocks for any single timing 
operation in the world. Furthermore, the USNO collection of atomic clocks constitutes nearly 
forty percent of the International Atomic Time Scale (TAl) which is formulated at the Bureau 
International des Poids et Mesures (BIPM) in Paris, France. Moreover, to establish a backup 
Me in a secure facility and to better support GPS timing operations, the USNO will soon have 
an Alternate Master Clock (AM C) at Falcon Air Force Base in Colorado Springs, Colorado. 
This AMC will replace the USNO AMC at Richmond, Florida and will be fully integrated into 
the USNO Me System. 
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COORDINATED UNIVERSAL TIME (UTC) AND UTC(USNO) 

Coordinated Universal Time was revised in 1971 and the new system became effective on 
January 1, 1972. On that date, UTC was set to be exactly 10 seconds behind TAL This 
difference was caused by the divergence of the two time systems from January 1, 1958 when 
TAl and the time based on the rotation of the Earth (UT1) were set nearly together. During 
this period variations in the rotation of the Earth which resulted in a longer day, when compared 
to the more precise atomic time, accumulated to a difference of 10 seconds. Therefore, the 
more stable atomic time was adjusted to agree on the average with UTI. This adjusted atomic 
time is UTe. 

By international agreement, UTC is maintained within 0.9 seconds of UTI. This is accomplished 
by making periodic one second adjustments to UTe. These one-second adjustments are referred 
to as "Leap Seconds" and they can be either positive or negative depending on the variations 
of the Earth's rotation. Leap seconds are usually added or deleted on June 30 or December 
31, but under unusual circumstances the adjustment can be made at the end of any month 
(Figure 1). 

Most timing laboratories that contribute to the TAl steer their reference clocks to UTC(BIPM). 
However, this is not an easy task and consequently there is always a difference between the 
reference clocks at each of these laboratories. Therefore, when referring to UTC, it is necessary 
to define which laboratory clock is being referenced, such as UTC(USNO), UTC(NIST), or 
UTC(PTB). 

STEERING UTC(USNO) TO UTC(BIPM) 

The reason steering to UTC(BIPM) is not easy, is because timing reports from the BIPM are 
usually more than 30 days old. Consequently, timing offsets from the BIPM must be predicted 
more than one month into the future. This can only be done if a laboratory has a very stable 
time scale on which to base the predictions. Fortunately, the USNO has such a time scale, due 
to its large ensemble of state-of-the-art clocks in stable environments with close monitoring, 
and an optimal mean time scale algorithm. 

The USNO predictions of UTC(BIPM) - UTC(USNO) are based on the latest 180 days (18 
data points) of data in the monthly Circular T report from the BIPM. These data points are 
compared to the USNO unsteered time scale and a linear least-squares computation is made 
for the frequency and drift, with more weight given to the most recent data. Predictions are 
then made based on the extrapolation of the unsteered time scale in relation to UTC(BIPM) 
incorporating the computed frequency and drift. 

The steering philosophy at the USNO is to make very small (1.0 x 10- 15) frequency adjustments 
to its steered time scale to keep it on time with respect to the predicted UTC(BIPM). Once 
the steered time scale has been coordinated with UTC(BIPM), UTC(USNO) is steered to this 
time scale by making daily frequency adjustments of no more than 3.5 x 10-15 • To maintain 
the stability of UTC(USNO), these adjustments are determined using 10-day averaging and a 
damping factor of 100. This simple process has proven to be very effective and has maintained 
UTC(USNO) to within ±20 nanoseconds of UTC(BIPM) for the past year (Figure 2). 
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GPS TIME AND THE UTC CORRECTION 

The" Global Positioning System has become the most accurate widely accessible source of UTC 
throughout the world. With a constellation of 24 satellites, there are at least four satellites 
in view continuously and a user need only track one of these satellites to obtain precise time, 
if the users location is known. Otherwise, all four satellites must be tracked to determine 
location first. Although we take UTe via GPS for granted, it is important to understand how 
it is disseminated by the satellites. 

Even though GPS time originated from UTC, it is not UTe. At Oh on January 6, 1980, GPS 
time was synchronized to UTC. But unlike UTe, GPS time is not adjusted for leap seconds. 
Consequently, whenever there is a leap second applied to UTC, the difference between GPS 
time and UTC changes. While the two time scales may differ by an integral number of leap 
seconds, they will always be very close at the sub-microsecond level, because GPS time is 
steered to be in phase with UTC(USNO). However, due to the variations of the two time 
scales, there will always be a small difference between them. The accumulated leap seconds 
plus this small phase offset is the correction for UTe. 

Leap second adjustments are announced three to four months in advance, so the accumulated 
leap second correction is clearly defined and easily accounted for. Phase corrections, most 
often no more than ±20 nanoseconds, are determined at the USNO and sent via secure 
communications to the GPS Master Control Station (MCS) at Falcon AFB. The data are 
processed at the MCS and uploaded to the satellites. Page 18 of subframe 4 in the GPS 
broadcast from the satellites includes the parameters needed to relate GPS time to UTe. User 
sets must apply these parameters according to the following relationship in order to estimate 
UTC(USNO). This then becomes a source of UTC referred to as UTC(via GPS): 

UTC(via CPS) = tcps -ll.tUTC 

where UTC(via CPS) is in seconds and 

ll.tUTC = ll.tLS + Ao + Al (tcps - tnT) 
ll.tLs = delta time due to leap seconds 
tcps = GPS time 
Ac = phase correction 
Al = the first-order term 
tRT = reference time for the UTC data. 

Due to Selective Availability (SA) and Anti-Spoofing (A-S) imposed by the GPS, an unauthorized 
real-time user can experience a time transfer accuracy degradation of 150 nanoseconds (one 
sigma) or worse, while the user correcting for SNA-S can expect an accuracy of 28 nanoseconds 
(one sigma). However, some manufacturers have incorporated smoothing algorithms and other 
techniques, which have been shown to improve accuracy by a factor of 2 or greater in their 
uncorrected timing receivers[31. 

MONITORING GPS TIME 

The USNO monitors GPS system time to provide a reliable and stable coordinated time 
reference for the satellite navigation system. There are several GPS timing receivers in 
constant operation in Washington, D.C. and at the US NO Alternate Sites. Each location 
monitors GPS time using both authorized Precise Positioning Service (PPS) an~ uncorrected 
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Standard Positioning Service (SPS) receivers. The receivers are scheduled to track satellites 
according to a recommended common-view tracking schedule, which is provided by the BIPM, 
for international time comparisons. Satellite track times are chosen to maximize elevation 
angles between pairs of stations and open tracking periods are filled with the emphasis on 
providing a balanced coverage of all satellites. 

Data from the SPS receivers are collected and processed on the general purpose computers and, 
to maintain security, the PPS data are collected and processed on a dedicated computer. Each 
receiver outputs a measure of GPS time referenced to UTC(USNO) and also the correction 
for UTC, from individual satellites every six seconds. The six-second data are grouped into 
thirteen-minute intervals to produce one processed data record. The values within each record 
are computed for the mid-point of the track and are a measure of the difference between 
UTC(USNO) and GPS time (Figure 3, column 5) and the difference between UTC(USNO) 
and UTC(via GPS) (Figure 3, column 14)[41. The latter is a measure of how well the satellite 
is disseminating UTC(USNO). 

The USNO has adopted what it calls the "melting pot" technique for data reduction. With 
this technique, the thirteen-minute data from all satellites are grouped into running two-day 
intervals and a filtered linear least-squares solution is made, solving for the beginning of the 
second day. These daily values are a very good gauge of the time dissemination performance for 
the entire GPS constellation. The smooth data in Figure 4 shows that GPS time is most often 
maintained to within ±10 nanoseconds of UTC(USNO). It also shows that on rare occasions 
there can be a large divergence. However, Figure 4 also shows that, during periods when GPS 
time runs off, UTC(via GPS) can remain stable because the USNO reports the magnitude of 
the run-off to the MCS so that the UTC correction can be adjusted accordingly. 

OTHER SOURCES OF UTC(USNO) 

There are many ways in which UTC(USNO) is disseminated to the real time user. These 
range from a simple telephone call to a voice announcer at the USNO to specialized receiving 
equipment for tracking Earth-orbiting navigation satellites. With accuracies ranging from 
±0.05 seconds to less than ±100 nanoseconds, users can select the system that best fills their 
requirements. Figure 5 lists the principal sources of UTC(USNO) and the accuracy a user 
can expect when using one of these systems. It should be noted that while all of the systems 
provide a reference for making phase comparisons, Loran-C and Omega do not provide the 
time of day. 

The USNO Time Announcer, Computer Time via modem, and Network Time Synchronization 
(NTP) satisfy the needs of most users and are relatively inexpensive. In fact, with the possible 
exception of GPS, NTP is the most accessed source of UTC(USNO), with over 500,000 
requests daily. The NTP is a free service and the software is available via anonymous FTP 
from "louie.udel.edu". All three of these services provide UTC(USNO) to an accuracy of ±0.05 
seconds or better. In addition, the commercial Leitch system has a direct link to the USNO 
Master Clock and provides UTC(USNO) to subscribers via its time dissemination system. 

For those who need time in the microsecond range, the Navy Transit Satellite System and the 
Omega navigation system are synchronized to UTC(USNO) via GPS and can provide a time 
reference which is accurate to less than ±25 microseconds. However, both of these systems 
will stop operations in the near future. The Transit system will discontinue its service at the 
end of 1996 and Omega will stop transmitting at the end of 1997. 

As a service to the U.S. Coast Guard (USCG), the USNO has been monitoring the timing 
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of the Loran-C system since the mid 1960s. This is in compliance with Public Law 100-223, 
which requires that all USCG controlled Loran-C master stations shall be synchronized to UTC. 
The monitoring of Loran-C transmissions by the USNO has made it possible for the USCG 
to control the timing of the Loran-C signals to within ±300 nanoseconds of UTC(USNO)[2). 
Therefore, a user can obtain UTC(USNO) to an accuracy of ±500 nanosecond from Loran-C, 
allowing for errors in the computation of the propagation path of the signal. The USCG 
recently relinquished control of all foreign Loran-C stations to the host nations. Consequently, 
we cannot guarantee that these stations will continue to be synchronized to UTC. Therefore, 
it is recommended that users only monitor USCG-controlled Loran-C transmissions for the 
purpose of time transfer. But even this will not last long, because the USCG has announced 
that Loran-C transmissions controlled by them will be turned off by the year 2000, and replaced 
with differential GPS. 

CONCLUSION 

The USNO plays an important role in the formulation and dissemination of uTe. As the major 
contributor to the TAl, the USNO clocks have become a critical ingredient in the formulation 
of the International Atomic Time Scale. This is an important responsibility which the USNO 
will continue to meet in its support of the world timing community. The GPS ·now provides 
continuous accessibility to UTC throughout the world. As the primary reference to UTC for the 
GPS, UTC(USNO) has been steered to within ±20 nanoseconds of UTC(BIPM) for the last 400 
days and within ±10 nanoseconds for the last 150 days (Figure 2). By maintaining UTC(USNO) 
as close as possible to UTC(BIPM), the USNO will ensure that all time dissemination systems 
that are synchronized to UTC(USNO) will also be synchronized to UTe. 
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13-MlNUTE PPS DATA RECORDS 

MEAS USNO MC -
START TRK USNO IONO USNO tITC{via 

MJD TIME TIME MC - GPS SLOPE RMS CaRR MC - SVCLK SLOPE GPS) 
PRN MID - POINT tITe s ns psis ns N EL AZ ns ns psis ns 
17 50007.71705 1706 780 - 18 - 5 7 78 46 315 15 95466 0 4 
17 50007 . 72608 1719 780 - 17 2 3 78 66 316 19 95470 6 5 

9 50007.75316 1758 780 - 24 14 7 77 40 138 19 12682 17 - 3 
9 50007.76219 1811 780 - 23 - 12 5 78 45 132 20 12684 - 9 - 2 

12 50007.78233 1840 780 - 26 5 8 78 26- 51 27 - 236089 55 - 5 
17 50007 . 79483 1858 780 - 22 19 8 78 57 181 20 95487 22 - 1 

9 50007.80663 1915 780 - 22 0 4 78 56 84 15 12694 2 - 1 
21 50007.81844 1932 780 - 29 31 5 75 49 314 18 5481 32 - 8 
23 50007.83927 2002 780 - 20 - 9 2 78 70 88 17 - 2624 - 9 2 

00 
23 50007.84830 2015 780 - 21 7 3 78 66 103 16 - 2625 7 1 N 

21 50007.87260 2050 780 - 24 1 1 69 84 331 10 5498 - 8 0 
21 50007.88157 2103 770 - 22 0 4 77 88 152 10 5501 4 0 

5 50007.89407 2121 770 - 14 12 8 77 32 74 15 - 4151 10 8 
15 50007.90524 2137 780 - 19 - 12 9 78 19 309 24 -233545 - 14 2 
15 50007.91427 2150 780 - 17 9 17 78 21 303 22 . ---233544 10 5 
20 50007.93927 2226 780 - 22 14 3 78 46 80 16 - 29963 4 - 1 
20 50007.94824 2239 770 - 20 -7 6 77 45 71 14 -29968 - 17 1 

1 50007 . 96080 2257 780 - 29 - 15 6 78 57 80 13 - 607994 - 13 - 7 
14 50007.97260 2314 780 - 25 11 7 78 22 317 19 - 11324 11 - 3 
25 50007.99621 2348 780 - 19 33 11 78 71 8 9 - 793 33 3 

Figure 3 
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SOURCES OF UTC(USNO) 
(Real Time) 

SOURCE TIME PHASE ACCURACY 

> 

Voice Announcer X X 0.05 seconds 

Computer Time X X 0.01 " 
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Questions and Answers 

SAMUEL STEIN (TIMING SOLUTIONS CORPORATION): Mihran, r was wondering 
if it would be possible for you to put some numbers to the bullets you had on your conclusion 
graph. For example, if I'm in an 'industrializing nation and I'm setting up a time' and frequency 
laboratory to provide calibrations for local industry, and I want to establish frequency accuracy 
using GPS, I go through UTC, USNO; and the frequency accuracy I get is determined by the 
maximum steering rate that USNO will ever use in order to keep its time close to UTe. Do 
you publish that maximum rate? 

MIHRAN MIRANIAN (USNO): The maximum rate - let's see - that we're using right 
now is about 3 x 10-15 . That's a maximum. But it's usually not that much; it's no more than 
about one part daily. So it's pretty stable. 

SAMUEL STEIN (TIMING SOLUTIONS CORPORATION): The other question I had 
was that I think you gave a very conservative specification of 300 nanoseconds for the perfor
mance an SPS commercial receiver, but more commonly, people bandy about approximately 
100 nanoseconds. Can you comment on that? 

MIHRAN MlRANIAN (USNO): Yes. There are a number of techniques that are being used. 
I think the HP receiver, the new HP receiver, we just tested one for a short time at the 
Observatory. It's amazing what it can do. It's performing around 50 to 70 nanoseconds. 

The Motorola receiver - I just showed you that one - there are a number of receivers. There 
are a lot of techniques that are now being used for averaging. Actually, maybe Dave could 
talk about that, Dave Allan. I know you're involved with that. Do you want to, Dave? 

DAVID ALLAN (ALLAN'S TIME): The idea of averaging is a little different because, of 
course, these receivers are built for telecom, and they have to be real time. So you're not 
really averaging, you're looking at the SA spectrum and reducing its effects; looking at the 
clock spectrum and designing a filter so that you can do a real-time estimate of what is UTC. 
The rms numbers on the HP receivers are about 20 nanoseconds. Peak-to-peak will go up to 
like 70 each day. 

So one can do very well. That's with a quartz-phase simple receiver. So once you understand 
the SA, it goes extremely well. 

The question I had, Mihran, I know there's legislation for LORAN to be within 100 nanoseconds. 
How is that proceeding? 

MIHRAN MlRANIAN (USNO): Yes, there is a public law that says that LORAN is supposed 
to be within that specification, but they never defined what. And we think they mean 100 
nanoseconds rms. But it was never clearly defined. So I don't know what to tell you. But I 
can tell you that when you look at our Series Four, where we published the offset between 
LORAN stations - most of them are within about 100 nanoseconds. 

But again, to the user - and I'm going to the real time user now - what can he expect? I'd 
say it's safe to say 500 nanoseconds. 
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I ROLE OF THE BIPM 
IN UTe DISSEMINATION 

TO THE REAL TIME USER 

T. J. Quinn and C. Thomas 
Bureau International des Poids et Mesures 

Pavillon de Breteuil 
92312 Sevres Cedex 

France 

Abstract 

The generation and dissemination of International Atomic Time, TAl, and Coordinated Universal 
Time, UTC, are explicitly mentioned in the list of the principal tasks of the BIPM, that appears 
in the Comptes Rendus of the 18e Conference Generale des Poids et Mesures, in 1987. These 
time scales are used as the ultimate reference in the most demanding scientific applications and 
must, therefore, be of the best metrological quality in terms of reliability, long-term stability, and 
conformity of the scale interval with the second, the unit of time of the International System of 
Units. To meet these requirements, it is necessary that the readings of the atomic clocks, spread 
aU over the world, that are used as basic timing data for TAl and UTC generation, must be 
combined in the most efficient way possible. In particular, to take fuU advantage of the quality of 
each contributing clock caUs for observation of its perj'onnance over a suJJiciently long time. At 
present, the computation period treats data in blocks covering two months. TAl and UTC are thus 
deferred-time time scales that cannot be immediately available to rea~time users. 

The BIPM can, nevertheless, be of help to real-time users. The predictability of UTC is a 
fundamental attribute of the scale for institutions responsible for the dissemination of rea~time 
time scales. It aUows them to improve their local representations of UTC and, thus, implement 
a more thorough steering of the time scales diffused in real time. With a view to improving the 
predictability of UTC, the BIPM examines in detail timing techniques and basic theories in order 
to propose alternative solutions for timing algorithms. This, coupled with a recent improvement of 
timing data, makes UTC more stable and, thus, more predictable. At a more practical level, effort 
is being devoted to putting in place automatic procedures for reducing the time needed for data 
coUection and treatment: monthly resuUs are already available ten days earlier than before. 

1 INTRODUCTION 

The Comite International des Poids et Mesures, CIPM, reviewed the role of the Bureau 
International des Poids et Mesures, BIPM, in the 1980s. Its conclusions were made known in 
the Convocation to the 18e Conference Generale des Poids et Mesures[l); insofar as it concerns 
the time activities, they were as follows: "The purpose of the BIPM is to provide the physical 
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basis necessary to ensure worldwide uniformity of measurements. Therefore, its principal tasks 
are [among others]: ... to establish and disseminate the International Atomic Time, and in 
collaboration with the appropriate astronomical organizations, Coordinated Universal Time; ... " 

The definition of TAl was approved by the CIPM in 1970, and recognized by the CGPM, in 
1971£2]. It reads as follows: "International Atomic Time (TAl) is the time reference coordinate 
established by the Bureau International de I'Heure on the basis of the readings of atomic clocks 
operating in various establishments in accordance with the definition of the second, the unit of 
time of the International System of units." An addition was made to this definition in 1980[3] 
in order to place TAl in the context of General Relativity. In 1988 responsibility for TAl was 
transferred to the Time Section of the BIPM, fulfilling one of the explicit missions given above. 

To be used as the ultimate time reference in the most demanding scientific applications, TAl 
must be of the best metrological quality, in particular in respect of long-term stability. This calls 
for observation of the performance of each contributing clock over a sufficiently long period of 
time. At present, the computation takes two-month blocks of data, so TAl, and consequently 
UTC, are deferred-time time scales that present an intrinsic delay of access to the real-time 
users of two months. In addition, the definition given above also implies that TAl and UTC 
are the results of a collective effort: national laboratories provide timing data to the BIPM, 
which in tum produces TAl and distributes it as time corrections to national time scales. An 
additional material delay of access is thus linked to the time needed for data exchange and 
analysis. For example, the definitive UTC updates for the months of September and October 
1995 were made available to users on the 17th of November 1995. 

Real-time users have access to local representations of UTC, UTC(k), maintained by national 
laboratories, and to derived time scales, such as GPS time and GLONASS time, diffused by 
global satellite systems. These real-time time scales are often linked to the output of a physical 
clock. Their close agreement to UTC then supposes both an excellent stability performance of 
the physical clock on site, and also an excellent predictability of UTC over an averaging time 
of from 1 to 2 months. 

In December 1993, the recent commercial availability of HP 5071A cesium clocks and of active 
auto-tuned hydrogen masers, both presenting a remarkable frequency stability, led the BIPM 
to propose, in collaboration with D. Allan, of Allan's TIME, the realization of a real-time 
prediction of UTC, UTCp(4). As shown in Figure 1, it was suggested that the proposed UTCp 
be directly linked to the output of a physical clock, kept for instance at the BIPM, steered on 
a software clock, UTCs. UTCs is obtained with a delay of a few days from data of a small 
number of very good clocks kept in only some laboratories. At the time, this proposal gave 
rise to much discussion inside the time community and in the face of the many arguments 
advanced against, the project was abandoned. The subject was again evoked during the meeting 
of the CCDS Working Group on TAl, which was held in March 1995(5). It then appeared that 
the UTCp as previously proposed is only another local representation of UTC, with the same 
quality as most of the UTC(k) kept by national centers having at their disposal the data from 
a sufficient number of clocks. Rather than providing UTCs and UTCp, it was then concluded 
that the role of the BIPM was, in the first instance, to improve the predictability of UTC so as 
to facilitate the steering of real-time time scales to UTe. The progress that has been made in 
this is discussed in Section 2. In Section 3, we examine the possible reduction in that part of 
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the delay of access which results from the time taken for data collection and treatment, already 
mentioned above. 

2 IMPROVING THE PREDICTABILITY OF UTC 

The predictability of UTC over averaging times of between 1 and 2 months can be quantitatively 
examined by studying its medium-term stability. We refer here to the stability of the freely 
running time scale EAL(6) with the hypothesis that the full stability of EAL is transferred to 
UTC without any degradation. 

Table 1 illustrates the stability of EAL: values of the Allan deviation O'y(T) have been computed 
by application of the N-cornered hat technique to data obtained in comparisons between EAL 
and five of the best independent time scales in the world. These are those maintained at the 
NIST (Boulder, Colorado, USA), the VNIIFTRI (Moscow, Russia), the USNO (Washington 
DC, USA), the PTB and the LPTF (Paris, France). 

Table 1 Stability of the time scale EAL estimated from data 
covering the period January 1993 - April 1995 

TId O'y(T) 
10 4.0 x 10 -10 

20 3.4 X 10-15 

40 3.1 x 10 -10 

80 3.7 X 10-15 

160 4.6 x 10 -15 

The best performance is obtained for averaging times of 40 days and corresponds to O'y(T) = 
3.1 x 10-15• In terms of predictability, it means that the time error accumulated over T = 40 d, 
which can be roughly estimated by the quantity O'y(T)T, is about 12 ns (1 0'). Already, several 
timing centers take advantage of this performance by combining it with high quality local time 
scales obtained, for instance, in near real time from a set of HP 5071A clocks. This is the case 
for UTC(USNO), which is used as the basis of GPS time, and which has remained within less 
than 5 ns of UTC for several months. 

In fact, the predictability of UTC has quite naturally improved over the last two years, simply 
because the quality of the timing data has itself improved over the same period. This is now 
well known[71, and is linked to: 

(a) the massive replacement of older clock designs by the new HP 5071A. For instance, in 
May - June 1995, 69 of the 232 weighted clocks in UTC computation were HP S071A 
units, most of them presenting a flicker floor level characterized by an Allan deviation of 
about 6 x 10- 15 over averaging tim~s from 20 to 40 days, 

(b) the operation in timing centers of several auto-tuned and active hydrogen masers presenting 
frequency drifts smaller than 'several parts in 1017 per day, which make them outstanding 
tools for timekeeping, and 
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(c) the efficient smoothing of time comparison data collected over only a few days, including 
intercontinental distances, thanks to the worldwide use of the GPS common-view technique. 

The natural improvement of UTC is felt in another way. Although definitive values of UTC 
are delivered only every two months, provisional values are given after collecting timing data 
over one month and published in the BIPM Circular T. for example, on the 17th of October 
for the month of September, definitive values for September-October being available on about 
the 17th of November. As shown in Table 2, the time differences between provisional and 
definitive values have always been less than 4 ns over the last year. Thus, timing laboratories 
maintaining a UTC(k) can already use the provisional UTC values with some confidence. 

Table 2 Time differences between definitive and provisional values of UTC 
for a one year period beginning in September 1994 

Computation interval Date t At / TIS 

49599 +1 
49609 +2 

September - October 1994 49619 +4 
49649 0 
49659 0 
49669 -1 

November - December 1994 49679 -1 
49709 0 
49719 -5* 
49729 -8· 

January - February 1995 49739 -10· 
49769 0 
49779 +1 
49789 +3 

March - April 1995 49799 -4 
49829 0 
49839 +1 
49849 -1 

May - June 1995 49859 -1 
49889 0 
49899 0 
49909 0 
49919 0 

July - August 1995 49929 +1 
49959 0 
49969 +1 
49979 +1 

September - October 1995 49989 +2 
50019 0 

* Artificially large values for the month of January 1995 were caused 
by the absence of timing data from one laboratory. 

90 



Further improvement in the predictability of UTe would require a reVlSIOn of the stability 
algorithm which produces EAL. Several possible changes have been the subject of experiments 
on real clock data collected at the BIPM. These studies mainly concern the use of hydrogen 
masers, a change in the upper limit of weights, and shortening of the compu~ation time of TAL 

It has been shown that the introduction of hydrogen maser data in the EAL computation did 
not degrade its stability for the period 1988 - 1994, although frequency drifts were not taken 
into account[8]. For averaging times close to the EAL computation time (60 days), the variation 
of the maser frequencies relative to EAL was dominated by an important drift in just one of 
them, which, in consequence was given a small weight. However, EAL stability is improving 
and the frequency drift of some hydrogen masers may become significant when compared with 
the intrinsic EAL noise, without leading to their deweighting. If this proves to be the case, it 
will be necessary to use a specific weighting procedure and mode of frequency prediction for 
hydrogen masers, based on estimates of their frequency drift. The eeDS Working Group on 
TAl has not yet taken any decision on this point and tests are being carried out. It is already 
recognized, however, that periods of observation of at least one year are necessary to make 
good estimates of frequency drifts. 

Another research study concerns the possible shortening of the computation time of EAL. 
So far, however, no definitive results have been obtained on this point: averaging over 30-
day periods rather than 60-day periods, improves the long-term stability of EAL only if it is 
associated with an increase in the upper limit of weight[9]. Following a decision of the eeDS 
Working Group on TAl, the maximum allowable weight of a clock in EAL was increased from 
1000 to 2500[5] beginning with the computation over the two-month interval May - June 1995, 
but with no reduction of EAL computation time. 

In addition, following the advice of the Working Group, studies are in hand to assess the 
advantages of using an upper limit of relative weights, rather than one of absolute weights. 
Tests show that an upper contribution of 1.4% for any individual clock would have helped to 
improve the stability of EAL for all averaging times during the period May 1993 - August 
1994(10,11]. This criterion imposes a very severe discrimination even among lIP 5071A clocks 
and primary standards, some of these not being stable enough to reach the upper limit. It 
also deweights laboratories for which GPS data are not of the first quality. It does, however, 
result in an improvement in the stability of the resulting time scale for all averaging times. In 
particular, O'y(T) = 2.0 x 10-15 for T = 40 d leading to an accumulated time error of less than 
8 ns (1 0') over the same averaging time. The next step is the combination of the use of an 
upper limit of relative weight with a reduction of the computation time of EAL. If convincing 
results are obtained, they will be presented during the March 1996 eeDS meeting with a view 
to possible changes in the TAl algorithm. In order to help national laboratories keep their local 
UTe as close as possible to UTe, two additional decisions were taken by the eeDS Working 
Group on TAl and were put into operation immediately after the meeting: all time differences 
published in Circular T are given within ±1 ns, and the frequency steering corrections applied 
by the BIPM for improving TAl accuracy are published in advance. Finally, clock data are now 
requested every five days rather than every ten days. When this is fully implemented, possibly 
at the beginning of 1996, local time scale prediction will be based on a larger number of points 
and is, thus, likely to be more efficient. 
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3 REDUCING THE DELAY OF ACCESS DUE TO DATA COL
LECTION AND TREATMENT 

Besides the intrinsic delay of access to UTC due to the mode of computation, there exists 
an additional delay related to the time needed for data collection and analysis at the BIPM. 
The use of electronic mail and Of INTERNET anonymous FTPs has significantly reduced the 
transfer time of timing data, and has increased their reliability: it avoids 'hand manipulation' of 
data and, thus, reduces trivial errors. The ideal configuration would be a complete automation 
of the complete process according to standardized procedures. The BIPM is working on this in 
collaboration with national laboratories and appropriate CCDS Working groups. Good progress 
has already been made, which we illustrate by taking the TAl computation over the period 
September - October 1995. 

The TAl computation relies on timing data made available to the BIPM by 45 national 
laboratories or timing centers, all of them keeping a local representation of UTC. Some of 
these laboratories, such as the OP or CR, collect data inside their country before sending it 
to the BIPM. The total number of contributing laboratories can, thus, reach 65, but the BIPM 
has only 45 direct contacts. For September - October 1995, 3 of the 45 centers provided no 
data because of local operating problems. 

The first type of data requested from a laboratory is a set of GPS common-view observations 
obtained on site. Raw data collected directly, on a weekly basis, from the output of the GPS 
time receiver are preferred. The transfer of these data to the BIPM works remarkably well 
through electronic mail. Some laboratories, three in September - October 1995, send a monthly 
file on a floppy disk through Express Mail, this is also quite convenient to us. A small problem 
lies in the fact that there exists a number of different formats for these files. The CCDS 
Group on GPS Time Transfer Standards has already worked on it in publishing the Technical 
Directives for GPS Time Receivers 112\ which, in particular, include a standardized format for 
GPS data. This is now being implemented in local GPS receivers: already 10 laboratories were 
using this standardized format for the period September - October 1995. Besides facilitating 
the task of the BIPM, it should also lead to a reduction of the noise of GPS time links. 

The second type of data requested from a laboratory is a set of time differences between its 
local UTC and individual free-running clocks. Since the last meeting of the CCDS Working 
Group on TAl, clock data for month n are requested on the 5th of month (n + 1), in a file 
arranged according to a specified format. It is also recommended to collect data for MJDs 
ending in 4 and 9, that is to say every 5 days rather than 10 days, over a short epoch surrounding 
o h UTC. Except for laboratories keeping a large number of clocks, the monthly clock data 
file includes only a few lines, very often less than 10 lines. 

Over the period September - October 1995, all clock data files received through electronic mail 
corresponded to the specified format and could immediately be analyzed. Only one of them 
did not yet include data for MJD ending in 4. Some contributing laboratories do not yet have 
at their disposal electronic mail and send their data on a paper sheet transmitted by fax. This 
was the case for five laboratories during the period September - October 1995. In these cases, 
we copy by hand these data and check it as far as we can. Generally, the same laboratories do 
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not yet have at their disposal a GPS receiver specifically designed for time and can only give 
occasional values of a rough estimation of UTC(k) - CPS time. A poor quality time link also 
leads to some deweighting of the clocks involved. However, the role of the BIPM includes the 
distribution of time to all contributing laboratories and we try to publish our Circular T only 
when the whole set of laboratories has sent their data. 

For the period September - October 1995, a provisional UTC was computed and published in 
mid-October, with data covering the month of September. Data for the seven standard dates 
of October were requested by the 5th of November. On the 13th of November, only two 
laboratories had still omitted to send their data. One of these laboratories had experienced an 
interruption in data of several months in the spring and summer 1995, so that its clocks were 
still in their test period. The TAl could, thus, be safely computed with these missing data. 
Unfortunately, it was impossible to contact the second laboratory, which contributes about 1.5% 
of the total weight, and we finally issued the results of UTC for October in Circular T94 on 
the 17th of November. 

The last standard date of this two-month computation is MID = 50019 and corresponds to the 
29th of October. That part of the material delay of access to TAl due to data collection and 
analysis was, thus, about 19 days, which still seems very long. However, progress on this point 
is soon expected and it is intended to issue Circular T before the 12th of the month during 
1996. 

4 CONCLUSIONS 

The Time Section of the BIPM produces time scales which are used as the ultimate reference in 
the most demanding scientific applications. They also serve for the synchronization of national 
time scales and local representations of UTC, upon which all time signals used in current life 
are based. This work is, thus, in complete accordance with the fundamental missions of the 
BIPM. 

To fulfill the metrological requirements these time scale are necessarily computed after the 
fact and cannot, therefore, be distributed to real-time users. This apparent disadvantage can, 
however, be almost completely overcome by ensuring that the predictability of UTC is such 
that individual laboratories maintaining their own UTC(k) can use it to predict the differences 
UTC-UTC(k) with the required accuracy. Considerable effort at the BIPM is now being devoted 
to making this possible through a better combination of the contributing data and through the 
reduction of the delay of access due to data exchange and treatment by the automation of data 
transfer procedures. 
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THE ROLE OF THE INTERNATIONAL 
TELECOMMUNICATIONS UNION IN 

TIME AND FREQUENCY 

Gerrit de Jong 
NMi, Van Swinden Laboratorium 

Delft, the Netherlands 

EDITOR'S NOTE: The author originaUy plllnned for this paper was iU and could not attend the meeting. 
Gerrit De Jong of NMi Laboratory, 'Delft, the Netherlllnds, who is the Chairman of Working Party 7A of the 
ITV-R, presented the following slides after only 5 minutes to prepare. It is felt that the information presented is 
important and thus the slides are reproduced here. 

97 

-- ------- ----------



I 

I 

1.0 
00 

International Telecommunications Union 

Telecommunications Standardization Sector 

/ 
Telecomm. Standards 

i .e. modems: V22 

SOH 

Figure 1 . ITU Structure 

Radiocommunications Sector 

/ 
Study Groups 

SG7: Science Services 

Working Party 7 A 

Time and Frequency Signals 

L~~ _____ ~ ~ __ ~ _____ ~ __ ~~ 
~--------~.--.-.t..------------ ~~- --- -- -- ~-- -- --- -- - ~ 



\0 
\0 

-- -- t:------- - .-___ . ______ _ _ __ ~ ___ _ 

Recent Topics 

* Recommendation on the use of Two Way 
Satellite Time and Frequency Transfer 

* Proposal on the use of SDH overhead bits 
for the purpose of precise time transfer 

* Preparation of Handbooks on Time and Frequency 

Figu.re 2. Working Party 7 A Tasks 

--- - - ----



CI) -CJ 
>o ... 
IS 
CI) 

> 
C\J 

Figure 3 ITU Working Method 

Input Documents 

(From National Administrations) 

Working Party Meeting 

Transform to Draft Recommendations 

Ilf unanimously accepted I . 

! 
1 Study Group 71 

lit reiected ~Pted I 
I Radio Assembly I 

I Release and Publish 1 

100 

- ---~-------~----------.----- -~ 



Questions and Answers 

DR. GERNOT WINKLER (USNO, RETIRED): One of the greatest difficulties and 
obstacles in making the recommendations more useful is that they're so difficult to get. Users 
write to the Observatory, for instance, and ask for copies, which is not the function of the 
Observatory. Is there any recommendation which could be made to the ITU Headquarters to 
make them more readily available? 

[n connection with that there is, of course, the idea of why not include the most important 
recommendations in the handbook. Are they going to be included or is that separate? 

GERRIT de JONG (NMi VAN SWINDEN LAB): They will remain separated . Maybe 
one of the editors is here who can comment. Dr. Allan? 

DAVID ALLAN (ALLAN'S TIME): Thank you, I appreciate your bringing up the handbook. 
Dr. Sydnor and I are editors of this handbook; and we've been able to get some of the best 
people in the world to write the chapters for it. The title of the handbook is "Selection and 
Uses of Precision Time and Frequency Systems." It treats systems, because nowadays we have 
satellites connected with clocks and things are much more complicated than when we were 
children. 

In regard to Dr. Winkler's question, one thing that's included in this handbook is the glossary, 
a complete glossary of definition of terms. But beyond that, we have no charter, we can't put 
any of the recommendations in; even though there's some outstanding information in those 
recommendations, we don't have the charter to include them . 

GERRIT de JONG (NMi VAN SWINDEN LAB): Concerning the documentation, I think 
you could order through a book seller, and they can get it in Geneva with the ITU. It's not so 
well known, but it is not difficult to obtain that. 

DR. GERNOT WINKLER (USNO, RETIRED): They are sinfully expensive, and a user 
may need only one recommendation out of the whole thing. 

GERRIT de JONG (NMi VAN SWINDEN LAB): Yes, but they're smaller than they used 
to be, more specific. 

DAVID ALLAN (ALLAN'S TIME): There may be one solution. NAVTEC became aware 
of this - this is an organization that provided seminars and tutorials at the last ILN meeting 
in Palm Springs in September; and they approached me because they make this available. And 
the answer is yes, we've contacted the ITU and they can become a resource within the states, 
for example, for handbooks and for some of these documents which have critical time and 
frequency information. They have to pay the sinful price, probably with a little commission, 
but at least they'd be more accessible. They would have advertising so that people would know 
what's available . 

ATTENDEE: I have a question. When will the handbook be released? 

GERRIT de JONG (NMi VAN SWINDEN LAB): The handbook is not completed at 
this moment. But after that, the draft will go to Geneva; they will print it there; and it may 
have to be translated also in Spanish and French. I'm not sure of that. Normally, they do not 
release anything before it's translated also into French and Spanish, but [ don't know if this is 
mandatory. I'm not sure if that's still the policy. l hope not, but it's beyond my control. 
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Judah Levine 
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Abstract 

This paper concludes the tutorial session on the delivery of UTe to the reaL-time user. The first 
paper of the session describes the technical problems and other issues that impede the ability of 
users to achieve synchronization and syntonization. The next four papers describe the activities of 
several national and international organizations that provide critical time and frequency services. 
These papers address many of the questions, explain the roles of the organizations and describe 
some of the improvements that the future may bring. 

This paper summarizes the session. It synthesizes the individual presentations to provide an 
overaU assessment of how weU the real-time user can perform synchronization and syntonization 
using the existing infrastructure. FinaUy, it highlights areas where improvements can be made by 
providing additional information or services. 

THE DEFINITION OF UTe 

The current definition of Coordinated Universal Time (UTC) dates from 1972[11. The duration 
of a UTe second is defined in terms of the frequency of a hyperfine transition in the ground
state of cesium. This standard frequency is realized in a number of different laboratories using 
ensembles of commercial cesium clocks and a few primary frequency standards. The data 
from all of these devices are transmitted periodically to the Bureau International des Poids 
et Mesures (BIPM) in Sevres, France, where they are combined in a statistical procedure to 
produce International Atomic Time (TAI)[2). The time of this scale is adjusted as needed 
("Coordinated") by adding or dropping integer seconds so as to keep it within ± 0.9 s of 
UTI, a time-scale based on the observations of the transit times of stars and corrected for the 
predicted seasonal variations in these observations. When the leap seconds are included into 
TAI, the result is called UTe. The difference between TAl and UTC is therefore an exact 
integer number of seconds. This difference is currently 29 s and will become 30 s at 0 UTC 
on 1 January 1996. 
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THE COMPUTATION OF TAl AND UTC 

The algorithm used by the BIPM to compute TAl is called ALGaS, an algorithm designed 
to optimize the long-term stability of the average frequency of the ensemble. It is computed 
retrospectively using data from about 250 clocks located in many different laboratories. The 
computation is performed at the end of each month and the results are usually available in about 
3 weeks: the computation for October, 1995, for example, was published on 16 November. 

The BIPM is planning to reduce this delay, but it can never be zero because of the retrospective 
nature of ALGaS and because of the time needed to collect the data from the contributing 
laboratories. In addition, the BIPM computations use relatively infrequent measurements: 
timing laboratories currently report clock data to the BIPM on a 10-day mesh (at 0 UTC on 
every MID ending in 9); the intervals between data points will be reduced to 5 days in the 
near future. The monthly computation cycle will not be changed. 

Estimating UTC in real time therefore requires both extrapolation from the most recent 
computation of ALGaS and interpolation to a time grid more suited to real-time applications. 
These computations are simple in principle, but they can have significant uncertainties because 
the underlying noise processes in the data are not well known. Even when the noise process is 
known, extrapolation is an uncertain business, especially for processes characterized by flicker or 
random-walk spectral distnbutions. In addition to the uncertainties in estimating UTC in real 
time, the BIPM does not transmit a physical realization of UTC, so that users with real-time 
requirements must obtain UTC from a timing laboratory. 

THE REALIZATION OF UTC BY A TIMING LABORATORY 

In addition to operating ensembles of clocks, timing laboratories generally average the readings 
of these devices in some way to compute a local realization of UTC called UTC(lab) to 
distinguish it from the scale computed by the BIPM, which is written as simply UTC. As 
part of its monthly analysis, the BIPM computes UTC - UTC(lab) for each laboratory that 
contnbutes clock data and publishes these differences in a monthly bulletin called Circular T. 
This publication gives the value of UTC - UTC(1ab) on the same 10-day mesh that is used to 
submit the clock measurements: currently at 0 UTC on every MJD that ends in 9. 

The method used to realize UTC(lab ) varies from laboratory to laboratory. In some cases 
UTC(lab) is the output of a "principal" clock whose output may be either free-running or 
steered towards UTC using data from Circular T. Other laboratories define a UTC scale based 
on a weighted average of the times of their local clocks. This is the procedure used at NIST. 

The NIST clock ensemble consists of a number of commercial cesium standards and hydrogen 
masers. The data from these devices are combined in a time scale called AT1, which is 
computed automatically every 2 hours. The weight of each clock in AT1 is based on its 
previous performance except that no clock can have a weight greater than 30%. The algorithm 
is designed to average the white frequency noise that usually characterizes cesium clocks at 
relatively short periods of a few days or less. The scale is normally free-running - its time 
and frequency are not adjusted administratively. Clocks are added and dropped from the scale 
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as needed: a clock is added only after its performance has been evaluated for some time so as 
to minimize the perturbation to the ensemble average and a clock that appears to be nearing 
the end of its life is dropped before it actually fails. 

UTC(NIST), in tum, is computed from AT1 using an equation which is designed to steer 
UTC(NIST) towards UTC with a time constant of several months. The parameters of the 
equation are estimated using the most recent 36 values (an interval of 360 days) of UTC -
UTC(NIST) from Circular T. The parameters of the equation are published in the monthly 
NIST Time and Frequency Bulletin; each issue gives older values, the official parameters for 
the current month and the provisional values for one month in the future. The equation is 
only changed at 0 UTC on the first day of every month and includes data from the most 
recently-received Circular T; the equation for December, for example, is based on the BIPM 
computations of UTC - UTC(NIST) through the end of October. Only the rate offset is 
changed from month to month (time steps are never used), and the change in rate is limited 
administratively to be not more than ± 2 ns/day (a fractional frequency change of not more 
than ±2.3 x 10-14). 

The time of UTC(NIST) is realized physically using a computer-controlled phase-stepper, which 
operates at 5 MHz. The input is from one of the clocks in the ensemble and the output is 
monitored every 12 minutes; these measurements are used to control the phase-stepper so as to 
lock the physical signal to the predicted value of UTC(NIST) - AT!. The difference between 
the definition of UTC(NIST) and its physical realization is about 0.2 ns RMS. This difference 
arises from two effects: (1) the time dispersion during the 12 minutes between measurements 
due to the frequency-noise of the clock driving the phase-stepper, and (2) by the white noise 
in the measurement process itself. The adjustments applied by the phase-stepper are typically 
on the order of ps, so that the frequency stability of UTC(NIST) is essentially the same as 
that of its parent scale AT1 for averaging times longer than the 12 minutes cycle time of the 
control loop. 

We are experimenting with other ways of realizing UTC(NIST). In one experiment, we have 
added a clean-up oscillator after the phase-stepper to improve the spectral purity of the steered 
5 MHz signal. This is advantageous for satellite time-transfer equipment and other systems 
that use the 5 MHz as a reference frequency in addition to the 1 pps output that is used 
by the GPS receivers. In a second experiment, we have changed the steering algorithm to 
emphasize frequency smoothness at the expense of time accuracy. The phase-stepper is driven 
from a hydrogen maser in this case, but both the amplitude and the frequency of the phase 
adjustments are controlled to provide maximum frequency smoothness at intermediate periods 
of a few days or less. The resulting output has the frequency of UTC(NIST) on the average, 
with almost the stability of the hydrogen maser reference. (The price of frequency smoothness 
is time-dispersion, and this implementation is therefore designed for users whose primary need 
is for frequency stability rather than time accuracy.) 

In all realizations, the reference plane for the time is at a specified input to a counter located 
in the clock room; delays in the distribution system after that point must be measured and are 
included as offsets in subsequent analyses. 
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THE ACCURACY AND STABILITY OF UTC(lab) 

Both NIST and USNO steer their respective UTC(lab) scales so that the difference UTC -
UTC(lab) is small - on the order of 10 ns or less. This is not universally true, however. 
Many laboratories have significant offsets (both in time and in frequency) between UTC and 
UTC(lab). In general, therefore, the scale UTC(lab) can not be used as a replacement for 
UTC without estimating the difference between the times and rates of the two scales. The 
accuracy with which this can be done is determined by the stability of the frequency difference 
UTC - UTC(lab). For labs such as USNO, NIST or PTB, this value can be on the order of 
(5 ± 3) x 10- 15 for an averaging time of about 30 days, so that data from a previous Circular 
T can be used to predict the current value of UTC - UTC(1ab) with an uncertainty of about 
10 - 20 ns RMS. 

SYSTEMATIC OFFSETS IN GPS DATA 

Many users with demanding time or frequency requirements use data from GPS satellites to 
estimate UTC. These data may be used directly to estimate UTC(USNO) from the received 
values of GPS time and its offset to UTC(USNO). Alternatively, some of the noise in the 
observations may be at least partially canceled using the common-view method in which two 
laboratories observe a given satellite simultaneously. Common-mode errors (such as the 
satellite clock and a portion of the unmodeled atmospheric delay) cancel in the differences of 
the two measurements. (The BIPM issues tracking schedules which facilitate the simultaneous 
observations that are needed for common-view observations. All timing laboratories adhere 
to these schedules; the data from these observations form the basis for international time 
coordination. ) 

Direct and common-view observations are affected in first order by fluctuations in the trans
mission delay through the antenna and the receiver, by delays introduced by multi-path effects, 
and by fluctuations in the transit time of the reference pulse from the reference plane of the 
laboratory to the receiver hardware. These effects can be on the order of 50 os or more; they 
are also likely to be temperature-dependent and therefore hard to measure accurately. 

In addition, some laboratories use a reference for their GPS receiver that is intentionally offset 
from the corresponding UTC(1ab) for some administrative reason. Determining these offsets 
accurately may be difficult because of the variations in the input impedance of the receivers 
which change the effective arrival time of the 1 pps pulse. Variations of this kind also change 
the voltage-standing-wave ratio of the cable that delivers the 1 pps; these fluctuations may be 
important for long cables but are quite difficult to characterize. 

The BIPM has conducted several differential calibrations using a single portable receiver that 
is operated at each laboratory in parallel with the permanent equipment there, but the results 
of these comparisons are somewhat ambiguous. At some of the laboratories, the calibration 
constants have changed by as much as 10 ns over periods of months, while other laboratories 
show essentially no change over many years. The BIPM attnbutes some of these fluctuations 
to the effects of changes in the local temperature on the long cable between the antenna and 
the receiver, but this cause is probably not the whole story, and these effects are not completely 
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understood at this time[3]. 

MEASUREMENT NOISE 

The largest source of noise in GPS measurements is likely to be the fluctuations in time delay 
introduced by Selective Availability. The effect of SA can be seen in Figure 1, which shows the 
time difference between a local cesium clock and GPS time as measured using two satellites: 
SV 12 which does not have SA and SV 14 which does. Each point on the figure is a 5-minute 
average of the time-difference; the lines connecting the points are to make it easier to identify 
them and are not otherwise significant. The RMS scatter of the data from SV 14 is about 60 
ns; frequency estimates computed by dividing the first difference of these data by 300 s will 
therefore have a scatter of about 4.2 x 10-10• 

If the frequency of the local clock is sufficiently stable, both the time and the frequency estimates 
can be improved by averaging. The spectrum of the GPS time-difference measurements is 
usually characterized by white phase noise out to averaging times on the order of 104 s or so; 
if fluctuations in the frequency of the local clock are not important on this time scale, the 
uncertainty in the time estimate can be reduced by about a factor of 6 by averaging for about 104 

s. (Longer averaging times can be use as long as the residuals are still characterized by white 
phase fluctuations. These longer averaging times generally require additional post-processing 
of the data, which is not useful in a real-time context.) It is often possible to improve the 
estimate of the frequency offset of the local clock by additional averaging without the need for 
extensive post-processing; the maximum averaging time for a frequency estimator will usually 
be set by the time at which the fluctuations in the frequency of the local clock are no longer 
white. This may be several days for a good cesium standard. A number of effects may produce 
a variation in the time difference data with a period of 1 day, and any averaging algorithm 
must be designed with this in mind. 

It is important to remember that averaging is only useful until the noise floor set by the 
characteristics of the local clock (or clock ensemble) is reached. Furthermore, while increased 
averaging may improve the noise performance, it degrades the transient response of the system. 
This means that it will take longer for the estimator to reach equilibrium initially and to recover 
from a glitch in steady-state operation. 

CONCLUSIONS 

Most real-time users who need UTC time or frequency information use the signals from the 
GPS satellites to get it. They can either recover UTC(USNO) using the broadcast signal 
directly or they can use the common-view method in which they receive signals from satellites 
that are being observed at the same time by a timing laboratory which realizes a local estimate 
of UTC. 

Both of these methods of receiving UTC are limited by a number of problems. For non
authorized users, the largest problem is usually the intentional degradation imposed on the 
GPS signals by selective availability (SA), but systematic errors in the receiver hardware and 
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uncertainties in the relationship between UTC(lab) and UTC are also significant. Authorized 
users are not affected by SA in principle, so that the remaining effects become their dominant 
sources of noise. 

It would be nice if SA were switched off. Lacking that, it is important to design data acquisition 
algorithms that minimize its impact. The acquisition algorithms for GPS data that are used 
by all timing laboratories were designed before SA was implemented, and it is not clear that 
they are still optimum in this new environment. Furthermore, the increasing availability of 
multi-channel receivers suggests that the traditional track schedules should be augmented or 
modified to make better use of this hardware. 

Finally, it is important for users to understand how each timing laboratory realizes its UTC(1ab). 
In particular, it is important for users to know when time or frequency steps are applied and 
how large they are expected to be. These effects are probably smaller than the degradations 
due to SA in most cases, but this is not true for authorized users now and may not be true in 
the future if SA is ever turned off or if alternate distribution methods, such as two-way satellite 
time transfer or distribution via fibers, become widely used. 
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Questions and Answers 
CAPT. STEVEN HUTSELL (USAF): I appreciate your comments on this. You mentioned 
that you believe that there might be a systematic in GPS time transfer on the order of 10 
nanoseconds? 

JUDAH LEVINE (NIST): Yes. 

CAPT. STEVEN HUTSELL (USAF): One thing that I presented in my slides earlier, we run 
a daily feedback loop, and theoretically - and I'd like your opinion - if there is a systematic 
error in time transfer by getting the daily feedback from the Naval Observatory, the Naval 
Observatory would be telling us how far off we are and what corrections to make. Your 
comment on that. 

JUDAH LEVINE (NIST): Well, there are two issues here. The first one is that that loop is 
an authorized loop and I am a non-authorized user. Not only am I a non-authorized user, but 
all the data that I have access to is non-authorized data. The result of that is that it depends 
very critically on how you average the SA. Okay? 

The second issue is that some of the data that the BIPM uses is post-processed. Therefore, 
there's a difference between the post-processed ephemerides and the broadcast ephemerides. 
Just remember that a real time user doesn't have the luxury of post-processing and has to deal 
with real time. And the result of that is there may be an offset between what's calculated using 
a post-processed ephemeris and what's calculated in real time using a broadcast ephemeris. 

So it's not obvious that this problem is your problem. It may very well be my problem. It may 
not be in the loop between the Naval Observatory and Falcon because that's an authorized 
loop. 

DR. GERNOT WINKLER (USNO, RETIRED): That's a very interesting discussion. I 
have to agree that there are systematic problems in the absolute delay in GPS receivers; and 
that there are some things which we do not quite understand; and I would agree that probably 
the level of uncertainty is on the order of 10 nanoseconds. 

But the way in which you arrived to that conclusion is completely wrong. Because, you don't 
see UTC(USNO). You don't get it. What you get is mean USNO, and that's not being steered. 
And Mr. Miranian explained this morning, we have the difference between the unsteered time 
scale and the steered time scale. The steered time scale, you don't see. The only instrument 
which sees that is the servo-loop that controls the Master Clock. So you cannot base your 
conclusions on that. 

What you could base it on, however, is something which is very inconvenient. This is a 
difference if you compare in the Circular T the values given by the Paris Observatory and the 
Naval Observatory, they would find a discrepancy. That discrepancy is entirely viewed to the 
difficulty of guaranteeing, in an absolute sense, the calibration of the GPS delays. 

That is a problem, and I think we have to address that sooner or later. At the moment, 
however, nobody is worried about it because everything is relative and you calibrate these 
receivers side-by-side. But, the absolute value is uncertain, and we have never actually been 
able to have all the receivers in one place. That would solve the problem. 
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JUDAH LEVINE (NIST): To answer your question, the data - when I said UTC(USNO), 
that came from Circular T; that's a Circular T number. I cannot see inside your servo-loops, I 
just looked at the Circular T 

DR. GERNOT WINKLER (USNO, RETIRED): But, it is not UTC(USNO). 

JUDAH LEVINE (NIST): It says "UTC, USNO" on the piece of paper. 

DR. GERNOT WINKLER (USNO, RETIRED) It also saysA.1. A.I is the unsteered time 
scale. 

CLAUDINE THOMAS (BIPM): On Circular T, there is a note about that. What we call 
"UTC(USNO)" is, in fact, the USNO Master Clock. I think it's on the equation, which was 
wrong. What you wanted to say is that there is a difference between taking the raw data from 
two labs, computing the common-view observation, and the results which are in Circular T. 
That's what you - - -

JUDAH LEVINE (NIST): No. When I get a file from your computer, or when I get a 
file from the USNO computer, it says on' the top of the heading "Master Clock minus GPS." 
When I take that number, I take that number as Master Clock minus GPS. And when I said 
"USNO Master Clock," that's where the number came from. It came from that column. 

DR. GERNOT WINKLER (USNO, RETIRED): The servo-control of the GPS timing is 
derived from a different receiver, as compared to that which are publically available. They have 
to be. We have to keep that separate. It's a completely separate receiver, and there is also a 
question about how constant these are. There isn't a moment that this is going on between a 
GPS receiver, which is on loan from the BIPM, and the 502 reference receiver that we have 
at the Observatory, and there is no large variation. 

Mr. Miranian, you have conducted that test between the two receivers. What was the result 
of that? 

MIHRAN MIRANIAN (USNO): We've had the two receivers running side-by-side since 
July. And we see no more than a variation of a couple of nanoseconds. I think I showed you 
this last night, ludah. 

And we've had temperature changes of up to 40 degrees. So this is one of the things we were 
trying to check on. 

JUDAH LEVINE (NIST): Let me make clear what I did, okay? When I say "USNO 
Master Clock," that comes from the data which you put on your computer, which the Naval 
Observatory puts on its computer. It says on a top of a column "Master Clock minus GPS." 
Then I took that data and went around to the various laboratories which published the same 
data and took the differences. And then I compared that number against the values that are 
published by Dr. Thomas in Circular T That's where that difference comes from. 

, 

CLAUDINE THOMAS (BIPM): Yes, because the time comparisons, which are computed at 
the BIPM, the computation is chosen so that to get the most precise result, but also the most 
accurate result. So we have already shown that to improve accuracy, we need to use, for 
instance, measurements, post-processed, precise ephemerides and so on. And we also add some 
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differential delays between some receivers, which have been obtained through experimental 
calibration trips. And that's why you get those differences, for sure. 

WLODZIMIERZ LEWANDOWSKI (BIPM): I'm working with Mihran Miranian on this 
comparison between USNO and the Paris Observatory. Just a comment about the differences 
that we have found and what is going on. 

It happens that in June '94 we compared USNO receivers to the ones we have at the Paris 
Observatory. We found a 13 nanosecond difference, which is not the same as the correction 
we just added in Circular T. This is an experiment. In Circular T, I believe there is like 20 
nanoseconds now. We found 13 nanoseconds and a very clear indication that USNO receivers 
have a problem with temperature. We even made the determination of the coefficient which 
was a half of nanosecond per degree Celsius. 

Then we repeated the comparison in March of 1995. And the comparison was then 20 
nanoseconds between the Paris Observatory and USNO, seven nanoseconds off the previous 
review, and this matched exactly with the coefficient of temperature. 

Then we shifted the receiver at the beginning of August, and theoretically we should receive 
10 nanoseconds, according to this coefficient, and we received 10 nanoseconds. The trouble 
is that after several months, this is still 10 nanoseconds, and it should go down. It was going 
up. So there is a problem. Yesterday Dr. Gifford showed us some data which shows that the 
receiver jumped in behavior from one year to another, it changed behavior. So there is some 
work that needs to be continued concerning the calibration of receivers. 
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GPS DISCIPLINED OSCILLATORS 
FOR TRACEABILITY TO 

THE ITALIAN TIME STANDARD 
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Corso M.d' Azeglio, 42 - 10125 Torino, Italy 

Abstract 

The Istituto El£ttrotecnico Na'Zional£ (lEN) is one of the Italian primary institutes which is 
responsibl£ for the accreditation of secondary 14boratories belonging to the national calibration 
system SNT, established by 14w in 1991. The Time and Frequency Department, that has accredited 
in this frame 14 calibration centers for frequency, performs also the remote calibration of their 
reference oscill4tors by means of different synchroniwtion systems. 

The probl£m of establishing the traceability to the national time standard of GPS disciplined 
oscill4tors has been investigated and the resuUs obtained are reported. 

INTRODUCTION 

The dissemination of the SI units realized in the primary laboratories down to the users, has 
always been a matter of concern of all the international organizations involved in metrology or 
in standardization. The importance of developing, at the industrial level, calibration structures 
traceable to the national standards and using appropriate measurement procedures, is also 
recognized and requested in some written standards of the International Organization for 
Standardization (ISO), namely the ISO 9000 for Quality Assurance Systems and the ISO Guide 
25 for Calibration and Test Laboratories[11. 

For traceability to a national standard, that should be guaranteed for any relevant quantity in a 
production process, it is intended what follows: "the property of the results of a measurement 
or the value of a standard, whereby it is related to a national standard through an unbroken 
chain of comparisons all having stated uncertainties"[21. 

The national standard is defined by the same source as: "a standard recognized by an official 
national decision to serve in a country, as the basis for fixing the value of all other standards 
of the quantity concerned." 

The demand for traceability, that has been constantly increasing worldwide, led some countries to 
organize networks of accredited laboratories under the label of Calibration Services, consisting 
of calibration laboratories both independent or included in large companies or educational 
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institutions. These national calibration services operate surveillance programs to assess the 
traceability to the national standards of the accredited laboratories. This assures the confidence 
level of the calibration system and allows to recognize a technical equivalence between the 
calibration certificates issued by the primary laboratories and the accredited centers, apart from 
their different uncertainty levels. 

At present, the implementation of ISO Standard 10012, concerning the metrological confirmation 
system for measuring equipment and regarding not only manufacturers but also the suppliers 
of services, is having a great impact on the Italian calibration market. 

This document prescribes, in fact, that all the measuring equipment should be calibrated against 
measurement standards that are traceable to national or international standards, and that the 
measurement standards must have a calibration certificate with a statement of uncertainty. 

THE NATIONAL CALIBRATION SYSTEM 

To organize a network of calibration centers, the national Commission for Metrology of the 
National Research Council (CNR), established in 1977 the Italian Calibration Service SIT which 
is managed by a Secretariat where the three primary institutes, namely lEN, IMGC and ENEA, 
are involved. 

The accreditation organization is technically supported by a Committee with experts involved 
in the accreditation or standardization activity. More than 70 calibration centers have been 
accredited, up to now, in the different metrological fields according to the SIT and EAL 
(European Cooperation for the Accreditation of Laboratories) rules, that are based on the ISO 
and European standards on testing, certification and accreditation activities. 

In August 1991 finally, it was established by law the National Calibration System SNT, consisting 
of the three primary institutes (lEN for electrical quantities, IMGC for mechanical and thermal 
quantities, ENEA for the ionizing radiations) and of accredited calibration centers, which is 
under the responsibility of the Ministers of the University and Research and of the Industry 
and Trade. 

The primary institutes main duties consist in studying and realizing the primary standards, in 
comparing these standards internationally and in disseminating them within the SNT context. 

The primary standards maintained in the three institutes became "national standards" by decree 
in 1993; in this document the realization of each standard is reported and its uncertainty is 
declared. 

The calibration centers agreed by the primary institutes and taking part to the SNT, are secondary 
level calibration laboratories, selected according to their technical competence and organization 
and equipped with secondary standards periodically compared to the national standards. 

The lEN Time and Frequency Department, that realizes the national standard of time and 
frequency, is responsible for the accreditation of laboratories in these fields and for the 
calibration of their reference standards. 
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TRACEABILITY TO THE NATIONAL TIME STANDARD 

The national standard of time is actually realized by a HP5071-High Performance cesium 
clock, selected among an ensemble of 4, generating the reference time scale UTC(IEN) that is 
traceable to the international standard UTC computed by the Bureau International des Poids 
et Mesures (BIPM), by means of the reception of the GPS satellites. An independent atomic 
time scale TA(IEN) is also generated from the clock ensemble[3) and, since May 1995, the data 
are reported to the BIPM. UTC(IEN) time scale is steered on UTC to maintain a long term 
agreement within 0.5 J.ts or better as recommended in 1993 by the CCDS (Recommendation 
55). 

The traceability to the national time standard of the secondary standards maintained in the 
accredited laboratories, can be obtained by means of three different synchronization systems: 
the passive television method, the coded time signals generated by the lEN and broadcasted 
by the national radio company RAJ and the GPS signals[4). 

The uncertainty level recognized to the centers, at the moment being, can range from 1 x 10-9 

to 3 x 10-12, depending on the reference oscillator selected and on the metrological chain 
implemented. To establish the traceabiJity for frequency and time, every laboratory must 
perform daily an agreed number of time interval measurements and periodically send the 
results to IEN, where the same kind of measurements are performed. Every three months, the 
accredited laboratory is supplied with a calibration certificate reporting the reference oscillator 
parameters, the relative frequency departure and the frequency drift in the case of the television 
and GP5 synchronization systems. 

A typical uncertainty value obtainable in the evaluation of the oscillator accuracy is of the order 
of 1 x 10- 13 (20') for observation times of one month, in the case of the television method and 
of 2 x 10-14 (20') for T = 1 week in the case of GPS in common view. 

In the case of reference oscillators disciplined by standard signals, the frequency offset and the 
drift of the oscillator are continuously compensated and therefore a different approach has to 
be followed especially if the time signals used do not disseminate the national standard. 

GPS DISCIPLINED OSCILLATION 

The use of disciplined oscillators as reference standards also in European calibration laboratories 
is rapidly increasing due to the wide offer of such equipment on the market featuring, in the 
case of GP5 disciplined system, long term near cesium stability performances using quartz 
or rubidium oscillators and suitable control algorithms[5). Such devices in fact are capable 
to evaluate and compensate, using a suitable time constant, the long term instabilities of an 
oscillator, with good short-term features, due to the frequency drift and to the environment 
variations and to transfer Jocal1y the accuracy of the time scale disseminated by the standard 
signals received. 

The use of the GP5 time signals in a one-way mode, allows one to trace the locaJ oscillator to 
the GP5 time scale which is kept in agreement with UTC(USNO) within 100 ns[6). 

115 



As the traceability of the national laboratories to the international time scale UTC is based on 
the GPS signals measured in the common-view technique and according to a daily schedule 
organized by the BIPM, it is possible to refer a GPS disciplined oscillator to a national time 
standard, as requested in the national accreditation systems, through the GPS synchronization 
results. 

A typical block diagram of an oscillator disciplined by the GPS signals is depicted in Figure 
1. It is a microprocessor controlled device made of a multichannel OEM GPS receiver card, a 
local reference oscillator that can be voltage controlled, a time interval counter, a digital divider 
and phase stepper and a control loop including a filter and a Digital to Analog Converter 
(DAC). 

A Central Processing Unit (CPU) controls all the major functions: collects the time differences 
between the 1 PPS from GPS and the local time scale, applies a statistical filter to the measured 
data to reduce the effect of the noise, computes the frequency corrections to steer the local 
reference and the phase steps to be applied to the frequency divider to keep the local 1 
PPS synchronized with the GPS time. Moreover, it allows the user to introduce initialization 
parameters, to modify the operation mode and to read the operational status of the system 
through an I/O port. 

The oscillator can either be a temperature compensated or an ovenized quartz, a small rubidium 
or a still better source. Some instruments can also discipline external oscillators already available 
in the laboratory. The most commonly delivered output signals are a 1 PPS derived from the 
GPS card and one or more standard frequencies from the disciplined oscillator. Additional 
information such as the UTC o"r local time, the antenna coordinates, the local oscillator 
disciplining process and the time tagging of external events, can be obtained through the 
display or an interface. In some cases a frequency error multiplier function is also implemented 
to characterize oscillators to be calibrated. 

As the GPS time signals are affected by a degradation due to the Selective Availability (SA), 
the most critical element to be implemented is the filter that reduces the effects of the SA 
modulation and allows one to better estimate the oscillator offset and drift. It has been 
demonstrated [7) , that the decorrelation time of the GPS signals is of the order of 200 s to 
300 s and that for longer observation times it is predominant the white phase noise that can 
be reduced by an averaging process. In Figure 2 are reported the Moduy(r) (MDEV) and 
the uz(r) (TDEV) of the GPS signals received from a 4-channel OEM module and measured 
versus UTC(IEN), showing this typical behavior for observation times longer than 230 s. 

To get accurate evaluation of the oscillator parameters, the time constant of the filter must 
therefore be higher than the decorrelation time and find a trade-off with the long term instability 
of the oscillator to be steered. In some devices, different time constants are used to distinguish 
the oscillator offset and drift from the temperature effects; others are also capable of modeling 
the oscillator long term behavior and to maintain its output frequency and time within stated 
limits when the system enters in a holdover mode due to the temporary loss of GPS signals. 

The operational sequence of one of such devices can be exemplified as follows. First the 
GPS multichannel receiver searches for the satellites in view and tracks at least 4 of them to 
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determine the antenna coordinates. When this operation has been successfully completed, a 
1 PPS output signal synchronized to GPS is available and the procedure of evaluation of the 
local clock error can start. To this purpose, a composite satellite clock obtained by averaging 
the phase differences of all the satellites tracked, is used to determine the oscillator offset and 
drift after having applied to the data the statistical filter designed. At this point, the computed 
correction is converted by the DAC into a voltage applied to the oscillator frequency control 
input. 

A digital phase-stepper can instead perform the corrections needed to maintain the 1 PPS 
derived from the local oscillator in close agreement with the GPS time scale. 

In some instruments, after having reached a steady state condition, only frequency corrections 
are applied to maintain the time synchronization. The philosophy followed in applying these 
corrections can be of two types, nearly continuous or periodic, resulting in different short-term 
instability characteristics. . 

LABORATORY TEST RESULTS 

To get practical knowledge about the performances of this kind of instruments, necessary to 
solve the problem of their traceability to UTC(IEN), some devices have been tested in 1994 
and 1995 at the lEN time and frequency laboratory. 

The measurement set-up used is shown in Figure 3; the frequency and time interval mea
surements have been referred to UTC(IEN) and the differences between UTC(IEN) and the 
GPS time scale have been determined with the NBS/GPS receiver used for the international 
traceability. The mean frequency departure between the lEN and the GPS time scales never 
exceeded 1 x 10-13 during the instruments testing periods. 

Four devices from three different manufacturers, labeled in the following as A, B, C, and D, 
with quartz crystal oscillators or rubidium frequency standards inside, have been checked as 
regards to their capability to reproduce GPS time, their short and long-term instability, their 
frequency accuracy and the supplying of information useful to establish a traceability to an 
external reference standard. All the instruments have been operated in the "time mode" and in 
all but one case, the reference coordinates of the lEN site have been inserted. The normalized 
frequency departure values for a period of 54 days, obtained from time interval measurements 
on instrument A equipped with a high performance rubidium oscillator, are reported in Figure 
4 and the corresponding time and frequency instability data in Figure 5. From the frequency 
data it can be seen that the steering process eliminates the frequency drift; the average value of 
the frequency offset of the disciplined oscillator corresponds to the difference existing at that 
time between UTC(IEN) and GPS. The ModO'y(r) for r = 5 days, exhibits a flicker floor at the 
3 x 10-14 level. In Figures 6 and 7 are reported the same kind of data computed for a period 
of 22 days on instrument B, having a standard rubidium inside, showing that a lower accuracy 
and stability are obtained and that sometimes the oscillator frequency momentarily exceeds the 
specifications. Eight hours of the oscillator frequency departures versus GPS, averaged over 
the disciplining time constant and supplied every 10 seconds by the instrument via its serial 
interface, are reported in Figure 8. These data can be collected by the user to check that the 
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system is operating properly.The frequency and stability results obtained over a period of 28 
days with instrument C, a steered ovenized quartz oscillator, are shown in Figures 9 and 10. 
U we compare these results with those obtained for instrument B, we notice that they are not 
only comparable, but even better as regards to the frequency accuracy. The last instrument 
evaluated, identified as D and equipped with a small rubidium oscillator, has been checked 
also for its warm up characteristic. The frequency results reported in Figure 11, show the 
effect of the correction of the oscillator offset occurred after three hours from the power-on, 
corresponding to its disciplining time constant, lowering the frequency error down to the 10-11 

level. The accuracy specification of this instrument was met after 24 hours of operation. The 
time error versus UTC(IEN) of instrument D, computed from time interval measurements 12 
hours apart for a period of 35 days, has been found equal to x = (0.29 ± 0.02)/-LS. Meanwhile 
the frequency offset was in the range between -1.8 x 10- 12 and 1.9 x 10- 12 • The instability 
data, computed from frequency measurements, are reported in Figure 12. As a comment to 
these data, that are very alike to those of C, it should be said that: i) instruments C and D 
come from the same manufacturer and differ only for the oscillator option, ii) in the case of 
D the position determination was made by the instrument itself, iii) that both devices in the 
long term correct only the oscillator frequency and not the 1 PPS phase. 

To check if the compensation of the oscillator drift is effective, in these devices a user can 
collect the data of the oscillator control voltage, convert them into frequency corrections and 
compare with the oscillator long term specifications. This has been verified for instrument D 
and found compliant. 

Concerning the overall delay of the instruments tested, it has been found of the order of 0.2J.lS. 

ESTABLISIllNG TRACEABILITY TO UTC(IEN) 

Using instrument D, a detailed investigation has been made on the use of GPS as transfer 
standard for the traceability to lEN of a secondary standard. To this purpose, the time interval 
measurements performed twice a day between UTC(IEN) and 1 PPS (instr. D) output have 
been compared with those made by the instrument itself against 1 PPS GPS (2 data a day) and 
with the UTC(IEN) - GPS data obtained from the averaging of the results coming from the 
common view schedule (46 data a day). Figure 13 reports the frequency and time instability 
data of the averaged values of UTC(IEN) - GPS used for this test, showing a slope typical 
of a white phase noise process for 0.5 < T < 3d. On the residuals obtained by subtracting the 
three sets of time interval readings mentioned before, taken over 35 days, the TDEV and the 
MDEV have been computed to find the overall uncertainty limit of this traceability system. 
The results in Figure 14 prove that it is possible to refer the frequency of a GPS disciplined 
oscillator to a national standard with an uncertainty of 7 x 10-13 for T = 1 day that decreases 
for longer averaging times with a slope of about -3/2. 

CONCLUSIONS 

The problem of establishing the traceability of disciplined oscillators to the Italian reference of 
time using the GPS signals as transfer standard has been investigated. It has been demonstrated 
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that this is possible, using adequate measurement protocols, at an uncertainty level of 7 x 10-13 

for observation times of 1 day and that it can improve for longer periods. For the instruments 
of different manufacturers tested, it has been generally found that the long term accuracy 
declared is very well met, but some discrepancies were found for shorter observation times. 

If these kind of instruments are to be used as references in calibration laboratories, a char
acterization of their short term instability in a metrological laboratory is suggested to help in 
evaluating the uncertainties of the calibration procedures implemented. 
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Fig. 12 - Time and frequency instabilities of instrument D 
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Abstract 

Currently, the Block lI/IIA Global Positioning System (GPS) satellites are equipped with two 
rubidium frequency standards. These frequency standards were originaUy intended to serve as the 
back-ups to two cesium frequency standards. As the consteUation ages, the Master Control Station 
is forced to initialiu an increasing number of rubidium frequency standards. Unfortunately, the 
operational use of these frequency standards has not lived up to initial expectations. 

Although the performance of these rubidium frequency standards has met and even exceeded 
GPS requirements, their reliability has not. The number of unscheduled outage times and the short 
operational lifetimes of the rubidium frequency standards compare poorly to the track record of the 
cesium frequency standards. 

Only a smaU number of rubidium frequency standards have actuaUy been made operational. Of 
these, a large percentage have exhibited poor reliability. If this trend continues, it is unlikely that 
the rubidium frequency standards wiU help contribute to the navigation payload meeting program 
specification. 

INTRODUCTION 

The GPS program was designed with atomic frequency standards at the heart of the navigation 
payload. The choice of available frequency standards limited the number of options available 
to the program designers. Although different atomic frequency standards were available on 
the commercial market, only rubidium standards could meet Air Force space qualifiction and 
be set into production quickly enough to meet the planned launch date of the first Block I 
satellites[2) . 

The first few satellites of the GPS Block I program provided the test bed for space rated 
rubidium frequency standards. Changes in the composition of the glass in the rubidium lamp 
and the amount of rubidium contained within the lamp enabled Rockwell and the Air Force to 
improve the design of the rubidium frequency standard. By the first Block II launch in 1989, 
the GPS rubidium frequency standard was in its eleventh and final production model. 

Cesium frequency standards were subjected to a much slower production schedule. Delays in 
production and space qualification prevented the introduction of the production model cesium 

125 



frequency standard into the GPS payload until 1983, when it was included in the launch of SVN 
8. A single cesium frequency standard was also included in each of the subsequent Block I nav 
payloads, each of which also included three rubidium standards. Not until the introduction of 
the Block II satellite in 1989 did the nav payload include two rubidium and two cesium clocks. 

Rubidium frequency standards had several features that made them the obvious choice for 
precise time generation. They were small, lightweight, and their history suggested that they 
would be more reliable than the newly available cesium frequency standards. Despite these 
advantages, they also had certain drawbacks. They were very temperature sensitive and required 
occasional control segment intervention to maintain the proper frequency and phase offset. 
Perhaps most importantly, their relatively poor long-term stability prevented accurate extended 
navigation capability. 

This extended navigation capability is essential to ensure continued GPS coverage in the event 
that the control segment is damaged or destroyed. Although not a consideration during the 
research and development phase of Block I, extended navigation was an important consideration 
in the Block II design. For this reason, the cesium frequency standard was advanced as the 
primary source of precise timing. The rubidium standard was included as insurance because 
its performance had been more thoroughly evaluated during the Block I phase. 

This is the irony of the situation. The cesium frequency standard was included for its superior 
long-term stability, deemed necessary in an effective wartime asset. In the event of a catastrophic 
failure of the control segment, the extended navigation feature would require the long-term 
stability of a cesium standard. Fortunately, the GPS constellation has never required extended 
navigation and hopefully never will. Therefore, long-term stability is of lesser importance to 
routine daily operations. In fact, stability at periods longer than one day are, for the most part, 
invisible to the user due to control segment intervention. 

The rubidium standard was included as a backup due to its reliable service in the Block I 
program. Although its stability was deemed inferior, past performance indicated that it should 
be included in order for the nav payload to meet reliability requirements. The cesium standards 
did not have enough history to accurately determine their reliability coefficient[21. 

The experience of the personnel of the 2 SOPS and the GPS Master Control Station has 
contradicted these expectations. The typical stability of rubidium clocks is not inferior to 
that of typical cesium standards as measured under current operational procedures. In fact, 
the one-day stability of rubidium clocks is usually better than that of the cesium frequency 
standards. The reliability issue is also reversed. The previously unproven cesium standards 
have actually experienced longer lifetimes than the rubidium frequency standards. 

This paper will attempt to show some concrete examples of the reliability and stability of the 
two types of frequency standards. A side-by-side comparison will show that rubidium atomic 
clocks, when viewed from the perspective of the Master Control Station, do not provide the level 
and consistency of operation demanded by the GPS community. In fact, they are frequently a 
source of error and frustration for the operators of the GPS program. 
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STABILITY 

The stability of an atomic frequency standard is critical for its use as a timing source in the 
GPS navigation payload. The 2 SOPS operational definition of stability differs slightly from the 
definition used in the original program specifications. Both of these differ from the definition 
used by some independent analysis agencies. 

The U.S. Naval Research Laboratory (NRL) periodically provides 2 SOPS with reports which 
summarize the performance of the on-board frequency standards. NRL uses data from a keyed 
receiver which can properly account for Selective Availability. The accumulated phase offset 
of each operational clock is measured daily by USNO. These data, gathered over a period 
of several months, allows NRL to generate reports detailing GPS clock performance. These 
reports provide insight into several different clock characteristics, including stability, frequency 
offset, phase offset and linear frequency drift. 

NRCs stability plots show frequency stability as a function in the time domain: O"y(7") (Allan 
Deviation). NRL applies a constant "aging" correction to the raw data in order to remove a 
linear drift. This approach is warranted for evaluating rubidium frequency standards since the 
MCS also calculates a frequency drift value and adjusts the broadcast clock values to reflect 
this change in frequency. The difference between the two frequency drift values lies in the 
methodology used to measure the frequency drift. NRL applies a flat aging rate to the entire 
time span of collected data. The MCS updates the frequency drift value every 15 minutes and 
thus estimates aging more dynamically. Fortunately, the MCS-derived value of frequency drift 
changes very little over the lifetime of a rubidium clock (once it has fully warmed up). 

The frequency drift values for cesium GPS clocks are negligible when viewed over the span 
of one day. Because of this, the MCS does not calculate a frequency drift value for cesium 
clocks. Hence, the correction applied at NRL is not reflected in the navigation signal. 

The GPS stability specifications for rubidium (5 x 10-13 at one day) and cesium (2 x 10-13 at 
one day) clocks do not assume that an aging correction is applied[3. 41. Therefore, although the 
O"y(7") plots (with aging correction included) from NRL are useful to the MCS as a measuring 
stick for GPS performance, they do not indicate adherence to the GPS program specifications. 

To compare NRL collected data with the O"y(7") plot provided in the program spec, the following 
approach was taken to remove the aging correction from NRCs data. This method assumes 
that any frequency drift values are completely uncorrelated with other noise types. If this 
assumption is made, the instability due to aging is added to the corrected stability via the root 
sum squared (RSS) method[SI: 

O"y(7") - Allan Deviation (1) 

O"yNRL(7") - NRL's O"y(7") (Corrected for Drift Rate) (2) 
A = Aging Value (Calculated by NRL) (3) 

O"yD(7") - Allan Deviation due to Aging (4) 

O"yu(7") = Uncorrected Allan Deviation (5) 
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U:n(T) - 1/2(AT)2 

U;U(T) = U;n(T) + U;NRL(T) 

uyu(r) = [U;n(r) + U;NRL(r)]l/2 

(6) 

(7) 

(8) 

This method allows us to compare stability data collected independently by NRL with the 
stability requirements outlined in the program specifications. The results of this comparison 
are shown in Table 1. 

A comparison of data points corrected for aging to those not corrected found that NRCs aging 
correction for cesium clocks was minimal for r equal to one day. The stability component due 
to aging was, however, significant at one day for the rubidium clocks. The magnitude of these 
aging coefficients suggest that the looser, non-corrected specification was appropriate. In order 
for a rubidium standard to conform to the tighter cesium specification, an aging correction 
would have to be included. 

1\vo important considerations must be taken into account when looking at the one-day stability 
of GPS clocks. The first is that relatively few Block IIJIIA rubidium frequency standards have 
been powered on. This skews the results of the analysis, as the rubidium clocks represent a 
smaller pool of data. Statistically, a greater percentage of the total number of cesium standards 
have been powered on. With more than half of all available cesium standards included in this 
survey, the occasional poor performer does not carry as much weight. 

The second consideration is the lack of confidence in the measurement process for a newly 
enabled frequency standard. "Infant mortality" forced the authors to exclude data gathered 
from two clocks that were never set healthy. One of SVN 32's rubidium frequency standards 
never settled down to the point where it could be declared fully operational. Its abnormal 
behavior eventually resulted in a situation where the clock was powered down and the stand-by 
was powered up. Because this rubidium clock behaved so poorly and was never declared 
operational, it was excluded from the average. The same is true with an improperly modeled 
cesium standard on SVN 22. Although the cesium clock itself has since been excluded from 
blame, poor modeling of the orbital states by the MCS Kalman filter led to inaccurate phase 
measurements. This, in tum, led to incorrect modeling of the frequency standard stability. For 
this reason, this cesium frequency standard was excluded from the stability average. 

The most obvious result of this analysis is that, with the aging coefficient accounted for, the 
average one-day stability of a rubidium frequency standard is no worse than the that of a 
cesium clock. Although the sample size is not large enough to provide a definitive answer, it 
appears that the corrected one-day stability of the rubidium standards surpasses that of the 
cesium frequency standards. 

Even with the aging coefficient included, the rubidium clocks more than meet their stability 
specification of 5 parts in 1013 [31. In fact, if aging is accounted for, the rubidium clocks meet 
the much stricter cesium spec of 2 parts in 1013 [41. The cesium clocks also perform within 
specification. According to NRL, rarely does a GPS frequency standard's one- day stability 
exceed 2 parts in 1013 [11. 
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How does this result compare with the experience of the operators in the MCS? We measure 
frequency standard stability by the ability of the MCS to model and predict the phase, frequency, 
and frequency drift parameters. When a clock shows poor stability, the uploaded predictions 
diverge from reality. When this occurs, the operators are forced to update the navigation 
message in the satellite more frequently than once per day in order to prevent an accumulation 
of ranging errors. Good short-term stability leads to an improved ranging signal and eliminates 
the need for additional navigation uploads. 

A one-day stability greater than approximately 2 parts in 1013 (corrected for aging) corresponds 
to an increased demand on the MCS to provide updated navigation uploads. If the stability is 
better than this, the normal upload frequency of once per day is sufficient. If the frequency of 
the clock is much less stable than this, the MCS Kalman filter will not be able to accurately 
predict the clock's behavior. At this point, no amount of navigation uploads will maintain the 
ranging error within tolerances. When this extreme instability occurs, the usual course of action 
is to power down the clock and select a redundant frequency standard. 

Tracking frequency standard stability according to daily ranging errors is only approximate. 
Daily and long-term analysis of all clock parameters as well as independent analysis by NRL 
and the Defense Mapping Agency (DMA) allows the MCS to maintain confidence in the 
performance of our frequency standards. 

RELIABILITY 

Because the GPS frequency standards are physically inaccessible, reliability is very important 
for maintaining system integrity. Each GPS satellite contains four frequency standards (two 
cesium and two rubidium). In order to meet the required mission lifetime of 7.5 years, each of 
the four clocks should be expected to operate within stability specifications for approximately 
two years. Based on the Iifespans of frequency standards that have been disabled, rubidium 
clocks fall short of this goal. The rubidium clocks which have been powered down averaged 
only 13 months of operation each. By comparison, cesium clocks have averaged 25 months of 
operation before being powered down. These figures are detailed in Table 2. 

It is important to qualify these numbers with respect to clock lifetime. The numbers given 
above represent the average age of the cesium and rubidium clocks when they were powered 
down. The MCS will power down a frequency standard when it does not perform adequately; 
however, this may occur before every spark of life is extinguished. Because extensive control 
segment maintenance may provide limited use of a poorly performing frequency standard, the 
MCS may try to revive a previously used frequency standard before declaring the payload 
non-operational and disposing of the satellite. Therefore, these Iifespans may not represent 
the total operational use of the clock. Instead, they are a good representation of the time 
during which the clock has performed to an acceptable level. 

In order to gain a more representative sampling of frequency standards, it may be helpful to 
analyze the lifetimes of the currently operating cesium and rubidium clocks. The average life 
of the operating cesium standards is 44 months. The average life of the operating rubidium 
standards is 10 months. If every active clock were to fail in December 1995, the average 
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lifespan of expired frequency standards would improve. When the data from the active clocks 
are included in the total lifetime averages, the cesium lifespan increases from 25 to 37 months 
and the average rubidium lifespan is relatively unchanged (13 to 12 months). 

The longevity figures for operational clocks must be taken in context. The MCS has only 
recently begun powering up rubidium clocks in relatively greater numbers. This recent change 
in operations is responsible for the low average lifespan of operational rubidium clocks. The 
cesium clocks more accurately represent the performance of the Block II/IIA program. Their 
greater longevity may be attributed to the reliance upon cesium standards in the early days of 
the Block II/IIA program. If rubidium standards had been powered up in greater numbers 
following the first few launches, it is possible that the MCS would now be operating rubidium 
frequency standards as old as the oldest cesium clocks. 

The performance of GPS frequency standards as a whole is satisfactory. Active cesium frequency 
standards approach an average lifetime of four years. The GPS constellation may need this 
type of performance from the cesium clocks as the lifespan of the rubidium clocks lags behind. 
Based solely upon data from disabled clocks, the rubidium frequency standards do not show 
the type of longevity necessary to maintain a navigation payload lifetime of 7.5 years. As the 
constellation matures, more performance data will be available for analysis. These data may 
show that the initial sampling of rubidium standards does not accurately represent the entire 
collection as a whole. If this initial sampling of data does accurately represent all rubidium 
clocks, the GPS constellation will have to rely heavily on the performance of cesium standards 
to complete each satellite's 7.5 year mission. 

MCS OPERATIONS 

The MCS continuously monitors the 24 orbiting satellites via the L-band downlink. L-BAND 
MONITOR examines each six second bundle of data for inconsistencies. If the ranging signal 
begins to creep out of tolerance, an alarm triggers alerting the operations crew to the presence 
of an anomaly. Once an active contact is opened between the satellite and a ground antenna, 
the MCS operators can begin analyzing S-band telemetry. Often this telemetry pinpoints the 
cause of the ranging errors; other times it is not as helpful. In either case, once a satellite begins 
transmitting an unstable navigation signal, it is set unhealthy until the problem is resolved. 

If further analysis indicates that the problem lies with the frequency standard, it may be 
necessary to swap to a redundant clock. When this is the case, the MCS operators often have 
the option of choosing between a rubidium and a cesium standard. There are several different 
factors that determine the choice of frequency standard. 

Because of better short-term stability, the MCS benefits from the inclusion of rubidium clocks 
in the paper ensemble, called the GPS Composite Clock. An effective mixture of cesium and 
rubidium standards can only be maintained by selectively powering up the appropriate clock. 

The MCS is still relatively unfamiliar with the maintenance of rubidium clocks. By slowly 
increasing our knowledge of the operating characteristics of these frequency standards, we can 
prevent the sudden and unexpected use of rubidium clocks in the waning days of the Block 
II/IIA constellation. By mixing the operation of rubidium and cesium clocks now, we can 
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ensure the availability of both rubidium and cesium clocks at a later date. 

Despite the advantages of rubidium clocks, their suspect reliability has made the operators at 
the MCS reluctant to power them up. During the first several months of operation, rubidium 
standards are prone to sudden and unpredictable phase jumps as well as a rapidly changing 
frequency drift rate. The MCS operators can quickly and easily fix these, but confidence in the 
constellation as a whole is reduced. 

Outage time is also a major factor. Rubidium clocks require a longer initial warm up period 
than cesium clocks. Due to the rapidly changing frequency drift term (A2), the MCS can 
not accurately model or predict the future states of a new rubidium clock. Because of this, 
initializing a new rubidium clock necessitates an average outage of 7.7 days, while a cesium 
clock only stays unhealthy an average of 4.3 days. If the operational situation necessitates a 
minimal outage time, a cesium clock will probably be chosen over a rubidium clock. 

The age of the satellite as well as the condition of the various support systems may indicate a 
limited available lifetime for a particular satellite. For those satellites with a limited expected 
lifetime, the choice of a cesium clock will reduce the amount of required maintenance. There 
are two main reasons why rubidium clocks need more control segment intervention. The large 
frequency drift requires occasional "Frequency Biasing" in which the MCS alters the output 
frequency of the timing signal. Also, since rubidium clocks require an external heat source, 
the entire payload operates at a higher temperature. This requires more frequent "Ion Pump 
Maintenance" for any stand-by or suspect cesium clocks. Since both of these procedures 
require several hours of down time, avoiding them entirely is an operational advantage. 

CONCLUSION 

The MCS has gained experience in the operation of cesium and rubidium frequency standards. 
This experience has shown a few trends. Rubidium clocks tend to be better performers with 
respect to short-term (one~ay) stability. Since every satellite in the GPS constellation is 
provided with a fresh navigation upload every day, this improved stability is revealed by a more 
accurate ranging signal. 

In order to meet program specifications, the GPS signal must not only be accurate, it must also 
be dependable. This dependability is directly related to the reliability of the on-board atomic 
clocks. Analysis of a limited number of GPS frequency standards shows that the expected 
lifetime of rubidium standards lags behind that of cesium clocks. Luckily, the overall lifetime 
of GPS clocks appears to be sufficient to fulfill the intended mission. 

The combination of frequency stability and reliability makes the decision difficult when the time 
comes to power up a new clock. The importance of GPS timing stability and the need for an 
appropriate mixture of frequency standards in the constellation make the inclusion of rubidium 
clocks a necessity. Although only a case by case review of the appropriate factors will determine 
the new type of operational clock, the improved reliability and decreased maintenance time 
makes the cesium standard a more attractive option. 
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Table 1 
1 Day Stability 

Frequency Number of ay(T) T = one day ay(T) T = one day Specification 
Standard Data Points (corrected for (NOT corrected (NOT corrected 

aging) for aging) for aging) 
Rubidium (active) 4 0.94 (x 10 -13) 2.23 (x 10 -J3) 5.0 (x 10 -J3) 
Rubidium (dead) 4 2.35 (XlO-13) 3.84 (x 10-13 ) 5.0 (Xl0-13) 

Rubidium (all) 8 1.79 (x 10-13) 3.14 (x 10-13) 5.0 (x 10-13) 

Cesium (active) 18 1.34 (x 10 -J3) 1.36 (x 10 -J;!) 2.0 (x 10 -J3) 
Cesium (dead) 10 1.37 (x 10-13) 1.37 (x 10-13 ) 2.0 (XlO-13) 

Cesium (all) 28 1.36 (x 10-13) 1.37 (x 10-13) 2.0 (x 10-13) 

Table 2 
Average Operational Lifetime 

Frequency Standard N umber of Data Points Life in Months 
Rubidium (active) 5 10.2 
Rubidium (dead) 6 12.7 
Rubidium (all) 11 12.2 
Cesium (active) 19 43.7 
Cesium (dead) 12 24.9 
Cesium (all) 31 36.6 
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Questions and Answers 

KEN MARTIN (BONNEVILLE POWER ADMINISTRATION): I'm trying to figure 
out - it looked like when you have standby time and "on" time that, I take it, it's operating 
on one oscillator; and then the other ones are just completely turned off for a couple of years; 
and they tum those on, and turn the other ones off; and each one wears out in a couple of 
years or a year. Is that - - - ? 

1st LT. GARY L. DIETER (USAF): I'm a little bit confused when you say "standby" time 
and "on" time. Could you please - - - ? 

KEN MARTIN (BONNEVILLE POWER ADMINISTRATION): I'm not sure. It looks 
to me like all the clocks will wear out in maybe a couple or three years, and that must not be 
the case. So - - -

1st LT. GARY L. DIETER (USAF): Right, three years is definitely not a cutoff time for 
clocks to stop dying. Some of them can last a lot longer than that. 

KEN MARTIN (BONNEVILLE POWER ADMINISTRATION): So what you're saying 
is that you use a cesium clock for like 33 months and then it dies; and then you turn a different 
one on? 

1st LT. GARY L. DIETER (USAF): Yes, there are four clocks on each satellite. Obviously, 
we use a clock as long as it can operate within stability specifications. Once either it has a 
hard death or it starts to operate outside of specs and is causing problems, we will swap a 
redundant clock on a satellite. So, we'll pick from one of the three remaining clocks. 

KEN MARTIN (BONNEVILLE POWER ADMINISTRATION): So the clocks that are 
not being used are actually turned off? And that's not shelf life, that's standby life while it's 
heated up? 

1st LT. GARY L. DIETER (USAF): Right, yes. The clocks that aren't being used for the 
signal are turned off. 

UNKNOWN: Do you have any insight into possible reasons for the poor reliability of rubidium 
in GPS? 

1st LT. GARY L. DIETER (USAF): That's a good question. I'm sure there's much 
speculation on that topic. I personally cannot give a good official reason for why this is. 

One thing, as I said before, it's important to keep in mind the numbers - we're not looking 
at a great number of data points for rubidiums. So, as I said, hopefully this isn't a trend; 
hopefully, this is some bad beginning luck. I'm not sure why we're having bad luck now; I'm 
not sure anyone knows for sure what the problem is, if there is a problem. It may just be, like 
I said, some initial bad luck. Sorry I can't answer your question better. 

ALBERT KIRK (JPL): I notice on your cesium lifetime that the disabled clock had a shorter 
lifetime than the other clocks. Can you explain what "disabled" really means in this context? 

1st LT. GARY L. DIETER (USAF): In this context it means - for instance, say we turn 
on a cesium clock first on a satellite. As soon as it starts to perform poorly, or if it dies, we'll 
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turn it off and turn another one on. And that disabled number is the average lifetime for the 
clocks that we've already turned off. 

ALBERT KIRK (JPL): But then the clocks, if they have a lifetime of 40, then that means 
they're disabled after 40. So they're all disabled eventually, right? 

1st LT. GARY L. DIETER (USAF): That's if they were to die today. If all the cesium 
clocks that are on right now were to die today, their average lifetime would be 44 months. 
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HOW BAD RECEIVER COORDINATES CAN 
AFFECT GPS TIMING 

H. Chadsey 
u.s. Naval Observatory 
Washington, D.C. 20392 

Abstract 

Many sources of error are possibk when GPS is used for time comparisons. Some of these errors 
have been listed by Lewandowski[1J. Because of the compluity of the system, an error source could 
have more than one effect. This paper wiU present theoretical and observational results by o./fsetting 
a receiver's coordinates. The calculations show how an error as SIlUlU as 3 meters in any direction 
can result in a timing error of more than 10 nanoseconds. The GPS receiver must be surveyed to 
better than 0.2-meter accuracy for the timing error to be subnanosecond. 

INTRODUCTION 

GPS is a receive-only system. The user's equipment does not transmit a signal other than 
the intermittent frequencies used internally to the receiver. The system relies on knowing the 
position of the transmitter (the GPS satellite), the time of signal transmission, and the position 
of the receiver so the receiver can determine its time and time offset from some reference (for 
time transfer operations). For mobile operations, the information from at least four satellites 
is needed so the receiver can find its position, time, and time offset. If the satellite is at its 
stated location and the corrections for propagation are correct, the source of error in time 
transfer mode of operation must be the receiver coordinates. 

THEORETICAL CALCULATIONS 

A person must first understand the different coordinate systems used and put all positions in a 
common system. The GPS antenna used was surveyed by The Defense Mapping Agency into 
the World Geodetic Survey 1984 (WGS-84) coordinates[2J. The WGS-84 is based on the Earth's 
center of mass. The Z-axis is in the direction of the Conventional Terrestrial Pole (CTP) for 
polar motion. The X-axis is the intersection of the WGS-84 reference meridian plane and 
the plane of the CTP's equator. The reference meridian is the zero meridian as defined by 
the BIH for epoch 1984.0 on the basis of the coordinates adopted for the BIH stations. The 
Y -axis completes a right-handed, Earth-fixed orthogonal coordinate system. Programs from the 
Defense Mapping Agency and Mihran Miranian (USNO) were used to convert the WGS-84 
coordinates to Earth-Centered, Earth-Fixed (ECEF), which is used by the GPS system. 

The coordinates for one GPS antenna at USNO are: 
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WGS-84 
N 38°55'13.397" 
W 77°03'58.431" 
A 55.5m 

EeEF 
X 1112168.189m Re 
Y -4842863.286m e 
Z 3985479.536m ~ 

~' 

EeEF 
6369795.132m 

-77.0662308386° 
38.7324162285° 
51.2675837715° 

where Re is the radius of the Earth (EeEF) at the receiver's location, and ~' is measured from 
the Z-axis rather than from the X-Y plane. 

A satellite directly at zenith is 26407545 meters from the receiver according to actual measured 
values. The height of the satellite above the receiver is 20037749.868 meters. 

The next step is to understand how changing the position of the satellite will change the 
geometry of the satellite-receiver relationship and the path length. 

Let: 

R = radius of Earth 
R t = height of satellite above center of Earth (assumed constant) 
h = height of satellite above receiver 
h + dh = height of satellite above receiver plus additional 

distance due to change of satellite-receiver geometry 
c = angle between zenith of receiver and location of the satellite 
b = angle satellite is above the horizon 

We have the following relations: 

. (R x Sin(b+90)) 
a = arCSIn Itt 
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c = 180 - (b + 90) - a 

h+dh = Itt x sin (c) 
sin (b + 90) 

The angle b was varied from 900 to 00
. This resulted in c varying from 00 to 76.3750 and 

dh varying from 0 meters to 5477587.0874 meters. These variations were then transformed to 
those seen by the individual receiver coordinates. These values were then converted to EeEF 
coordinates X, Y, Z. 

This assumes that the receiver is at its proper coordinates. In order to understand of how dh 
changes as the satellite changes position when the receiver is NOT in its proper location, one 
must vary the surveyed latitude, longitude, and altitude (in WGS-84 coordinates) and determine 
the "new" coordinates in the EeEF coordinate system. 

The altitude changes in direct proportion to the radius. However, latitude and longitude do 
not have such a simple transform. The latitude of the satellite is given by: 

S 
SLAT = 27r x B 

where S is seconds per 360 degrees (1296000) and B is the Earth's polar radius (6356752.3142 
meters). For the USNO receiver, SLAT = .032448" per meter. 

The longitude is given by: 

SLON= S 
27r x cos(Lat) x A 

where A is the Earth's equatorial radius (6378137.0 meters). At USNO's Latitude of 
380 55'13.397", SLON = .04156624" per meter. 

The receiver offsets, symmetric about zero, were 15m, 10m, 5m, 4m, 3m, 2m, 1m, .9m, .8m, 
.7m, .6m, .5m, .4m, 3m, .2m, .1m, and .05m. These offsets were transformed to altitude, 
latitude, and longitude offsets in the WGS-84 coordinate system. The new positions were then 
transformed into the EeEF coordinate system. 

With the satellite and receiver in EeEF coordinates and knowing the non-offset h + dh values, 
a simple computer program can solve the time error equation. The time error equation is: 

dt = J(Xs - Xr)2 + (1-: - y")2 + (Zs - Zr)2 - (h+dh) 
c 

where sand r represent satellite and receiver respectively. 

The results are plotted as time offset vs. offset vs. angle of satellite above the horizon in 
Figure 1. An error of as small as 3 meters offset in any of the three coordinates can result in 
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a time error of more than 10 nanoseconds. For the time error to be subnanosecond, the GPS 
antenna must be surveyed to better than 0.2 meter accuracy. 

Theoretical calculations for offsetting a receiver's coordinates, holding the other variables fixed, 
show some interesting results. First, a time error of 20 nanoseconds would require an antenna's 
coordinates to be off by more than five meters. Second, the errors are three-dimensionally 
symmetric. 

OBSERVATIONAL RESULTS 

The theoretical results are interesting, but mean nothing without some proof of observation. 
For this, two keyed dual-frequency receivers were used. First, both receivers were set in the 
time transfer mode of operation with their correct coordinates in their databases (Figures 2 
and 3). After several days of observation, receiver 1 continued to operate with the correct 
coordinates, while receiver 2 had its coordinates offset changed daily. Receiver 2's offset were 
15m, 10m, 5m, 1m, .sm, and back to Om (for two days) to verify each offset run. The offsets 
were applied in altitude (Figures 4, 5, and 6), latitude (Figures 7 and 8), and longitude (Figures 
9, 10, and 11). The closure checks of zero offset showed that no parameters changed during 
the observations. The bias of approximately 5.6 nanoseconds was between this pair of receivers. 
In a follow-on observational set between one of these receivers and another, the bias was 3.5 
nanoseconds. All receivers were calibrated by the manufacturer. 

CONCLUSION 

The theoretical and observational results agree with common sense that an approximate three 
nanoseconds per meter error would be present because of receiver coordinates being offset. 
However, more important facts were found from the observational data. First, although the 
receivers used to collect the observational data met specification, there was an offset between 
them. In a follow-up observation series, using one of these two receivers and a third, this 
offset was found to still be present but of a different value. (The offset values differed by 2-3 
nanoseconds.) Further investigation is needed to resolve these differences for higher precision 
time transfers. Second, although keyed dual-frequency receivers were used, evidently there are 
some differences between satellites. Averaging does decrease this effect. Higher accuracy time 
transfers will require more investigation of this effect. One needs to know if averaging is the 
right thing to do or if some problem must be fixed. 
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Figure 9 Receiver Longitude Coordinate Offset 
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Questions and Answers 

WLODZIMIERZ LEWANDOWSKI (BIPM): The receivers you had compared, they had 
exactly the same software or were they different? 

HAROLD A. CHADSEY (USNO): These were two identical receivers running the same 
software and firmware internally. 

WLODZIMIERZ LEWANDOWSKI (BIPM): The differences were not coming, for exam
ple, anomolies from the software? 

HAROLD A CHADSEY (USNO): It definitely wasn't a problem of one was a TrueTime 
receiver and one was an S-TEL or something like that. There is a slight possibility that 
there may have been a small fractional difference in the software. But in talking with the 
manufacturer, they said that those two receivers had the same software and same firmware 
versions in them. And when they left the factory, they were calibrated. 

143/144 

I 

I 

I 

I 

I 

I 

I 

I 



L _ 

COMMON VIEW TIME TRANSFER 
USING WORLDWIDE GPS AND DMA 

MONITOR STATIONS 

Wilson G. Reid 
Thomas B. McCaskill 

Orville J. Oaks 
u.s. Naval Research Laboratory 

Washington, DC 20375-5000 

James A. Buisson 
Hugh E. Warren 

SFA, Inc. 

Abstract 

Analysis of the on-orbit Navsmr clocks and of the GPS monitor station reference clocks is performed 
by the Naval Research Laboratory lusing both broadcast and postprocessed precise ephemerides. The 
precise ephemerides are produced by the Defense Mapping Agency (DMA) for each of the GPS space 
'I'ehicles from pseudo-range measurements collected at fi'l'e GPS and at fi'l'e DMA monitor smtions 
spaced around the world. Recently, DMA esmblished an additional site co-located with the U.S. 
Na'l'al Observatory precise-time site. The time reference for the new DMA site is the DoD Master 
Clock. Now, for the first time, it is possible to transfer time eYery 15 minutes 'I'ia common view 
from the DoD Master Clock to the 11 GPS and DMA monitor stations. The estimated precision 
of a single common-'I'iew time transfer measurement mken over a IS-minute interval was between 
1.4 and 2.7 nanoseconds. Using the measurements from aU Navstar space vehicles in common view 
during the IS-minute interval, typicaUy 3-7 space vehicles, improved the estimate of the precision 
to between 0.65 and 1.13 nanoseconds. The mean phase error obmined from closure of the time 
transfer around the world using the 11 monitor stations and the 2S space vehicle clocks over a 
period of 4 months had a magnitude of 31 picoseconds. Analysis of the low-noise time transfer 
from the DoD Master Clock to each of the monitor stations yields not only the bias in the time of 
the reference clock, but also focuses attention on structure in the behavior of the reference clock not 
previously seen. Furthermore, the time transfer provides a uniformly sampled database of IS-minute 
measurements that makes possible, for the first time, the direct and exhaustive computation of the 
frequency smbility of the monitor station reference clocks. To lend perspective to the analysis, a 
summary is given of the discontinuities in phase and frequency that occurred in the reference clock 
at the Master Control Smtion during the period covered by the analysis. 

BACKGROUND 

The initial work of t!"ansferring time by means of a satellite clock between points widely separated 
on the Earth's surface was demonstrated by EastonU), who obtained an average time-transfer 

lThis work WI!oS sponsored by the GPS Joint Program Office. 
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time-transfer accuracy to 120 nanoseconds between sites in the continental U.S. Easton et al.[3), 
using the TIMATION II satellite, transferred time between the u.s. Naval Observatory and the 
Royal Greenwich Observatory with an accuracy of 270 nanoseconds. Buisson et al.£4), using the 
Navigation Technology Satellite NTS-l in a 7500 nautical-mile orbit, obtained in common-view 
mode for three closely spaced monitor sites a closure with a mean phase error of 9 nanoseconds 
and an rms phase error of 43 nanoseconds. Time was also transferred to England and to 
Australia with an accuracy of 240 and 700 nanoseconds respectively. Allan et al.[S), using four 
Navstar satellites in 10000 nautical-mile orbits and three timing centers in Boulder, Colorado, 
in Braunschweig, Germany, and in Tokyo, Japan, transferred time in a common-view mode 
over a 3-month period and obtained a mean phase error upon closure of 5.2 nanoseconds. 
Using measurements of ionospheric delays, precise ephemerides from DMA, and a consistent 
set of antenna coordinates, Lewandowski et al.£6) achieved time transfer over intercontinental 
distances by the GPS common-view method with a precision of 2 nanoseconds by averaging 
several measurements over a day. Around-the-world closure using three intercontinental links 
was verified to within a few nanoseconds. 

INTRODUCTION 

Prior to establishment at the U.s. Naval Observatory (USNO) of the new DMA monitor 
station, time transfer via the common-view method[7) from the DoD Master Clock to a GPS 
monitor station, for use in analysis of the performance of the monitor station time reference, 
was limited by a number of factors. For example, measurements 20 f the offset of the space 
vehicle clocks from the DoD Master Clock were obtained from a linear least-squares fit to 
13 minutes of six-second phase-offset measurements, and these measurements were nominally 
timed according to a schedule issued by the Bureau International des Poids et Mesures (BIPM) 
for establishment of International Atomic Time (TAl). Although this schedule was adequate 
for the purpose intended, the number of measurements was sparse compared to those taken 
by the other monitor stations, which made observations every 15 minutes during each pass of 
the space vehicle. Moreover, these measurements utilized the broadcast ephemeris, and the 
receiver operated for some period of time on a single frequency requiring use of the ionospheric 
model broadcast in the navigation message. Measurements made by the monitor stations, on 
the other hand, were synchronized to GPS system time and were scheduled every 15 minutes. 
The phase offset was obtained using post-fit precise ephemerides supplied by DMA, and the 
receivers operating at dual frequencies measured the ionospheric delay. The dissimilarity in the 
nature of the measurements made by the Naval Observatory compared to those made by the 
ten monitor stations and the lack of synchronization of the Naval Observatory measurements 
with those made by the other monitor stations introduced significant error. But most limiting 
was the sparse number of measurements made by the Naval Observatory, resulting in a single 
raw estimate of the time transfer at a given time. 

TIME TRANSFER 

While the time reference for both the DMA site in Washington, D.C., and the Naval Observatory 
precise-time site is the DoD Master Clock, as expected there is considerable difference in the 
time transfer from each of these sites. Figure 1 is a plot of the time transfer from the Naval 
Observatory to the Colorado Springs monitor station for the first ten hours of Thursday, 1 
June 1995. Immediately obvious is the lack of multiple estimates of the time transfer at the 

2 All measurements utilized in this study were corrected for Selective Availability. 
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measurement times even though, during the ten hours shown, there were between five and 
seven Navstar space vehicles in common view. So sparse was the measurement schedule that 
as few as two measurements were made from 0500 to 0600. In addition to the paucity of 
the estimates, there is considerable scatter in the measurements, as evidenced by a standard 
deviation of 11 nanoseconds. 

Using the DMA site in Washington, D.C., which made synchronized measurements every 15 
minutes, produced the raw estimates of the time transfer to the Colorado Springs monitor 
station shown in Figure 2. Here the number of simultaneous measurements - indicative of the 
number of Navstar space vehicles in common view-varied between five and seven. If the noise 
in the raw measurements for a specified measurement time were white, the optimum estimator 
of the time transfer at that time would be the sample mean. Figure 3 is a plot of the sample 
mean at each of the measurement times over the 10-hour time span. If the sample mean in 
Figure 3 is subtracted from the raw measurements in Figure 2, the plot of the measurement 
noise shown in Figure 4 is obtained. Doing this for the 4 months from 1 June 1995 to 1 
October 1995 results in the time transfer and the corresponding measurement noise shown in 
Figures 5 and 6. In Figure 5 the frequency offset of the Colorado Springs time reference from 
the DoD Master Clock has been removed to emphasize the detailed behavior of the reference 
clock. An appreciation for the stability of the time transfer using the DMA site in Washington, 
D.C., can be had by examining the comparison in Figure 7 of the time transfer to Colorado 
Springs from both the DMA site in Washington, D.C. (dark trace) and the Naval Observatory 
(scattered dots) for the same 4 months. 

MEASUREMENT STATISTICS 

The histogram in Figure 8 shows the measurement noise for the Washington, D.C., to Colorado 
Springs link to be predominantly normal. In Figure 9 the normalized integrated periodogram 
of the measurement noise lies well within the 95 percent Kolmogoroff-Smirnov[8) confidence 
interval, supporting the hypothesis that the noise is white, or uncorrelated. 

To estimate the precision of the time-transfer measurement requires computation of the standard 
deviation of the distribution of the sample mean - the sample being the 5-7 raw time transfer 
measurements made during the same 15-minute interval. If the measurements in the sample 
are independent and identically distributed random variables, the standard deviation of the 
sample mean will be the standard deviation of the population from which the sample was taken 
reduced by 1/,.fii, where n is the number of measurements in the sample. The number of noise 
measurements (nnoi.e) in Figure 6 was 59497. The number of estimates (nmean) of the time 
transfer obtained by taking the mean of each sample of raw measurements at the measurement 
times was 10364. Dividing the two yields nsample = 5.74 for the average size of the samples for 
which the mean was found. With the standard deviation of the measurement noise CJ"noise = 2.67 
nanoseconds, the standard deviation of the sample mean is 

CJ"noise 
CJ"mean = = 1.1 ns . 

.,;nsample 

The same analysis was performed for the other ten links and the results summarized in Table 1. 
It is interesting to note that the two links involving Colorado Springs show the least precision 
even though the reference clock at Colorado Springs was an HP5071 high-performance cesium 
beam tube. In addition, the reference clock at the DMA Washington site was a hydrogen 
maser steered by a very large ensemble of atomic clocks. The fact that the noise on the 
Washington-to-Quito link is considerably lower establishes Colorado Springs as the problem. 
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Of the 11 links, eight had subnanosecond measurement precision. The link between Hawaii 
and Kwajalein Island showed the greatest precision at 650 picoseconds. 

Table 1 

SUMMARY OF TIME TRANSFER 
BETWEEN ADJACENT PAIRS OF MONITOR STATIONS 

1 June 1995 to 1 October 1995 

Unoise Umean 
Link nnoiBe nmean n.ampk (ns) (ns) 

CSP--WAS 59497 10364 5.74 2.67 1.11 
HAW--CSP 49470 10554 4.71 2.46 1.13 
KWJ--HAW 60369 10688 5.65 1.40 0.65 
SMF--KWJ 47509 10633 4.47 1.49 0.70 
DGI--SMF 33268 9717 3.42 1.52 0.82 
BAH--DGI 49671 9928 5.00 1.86 0.83 
ENG--BAH 47884 10766 4.45 2.12 1.01 
ASC--ENG 40855 10234 3.99 1.55 0.78 
ARG--ASC 49258 10852 4.54 1.43 0.67 
QUI--ARG 57927 11348 5.10 1.81 0.80 
WAS--QUI 53269 11149 4.78 1.66 0.76 

The time transfer links listed in the table utilized the five GPS monitor stations in Colorado 
Springs (CSP), Hawaii (HAW), Kwajalein Island (KWJ), Diego Garcia Island (DGI), and 
Ascension Island (AS C), and the six DMA monitor stations in Washington, D.C. (WAS), 
Smithfield, Australia (SMF), Bahrain (BAH), England (ENG), Argentina (ARG), and Quito, 
Ecuador (QUI). 

ANOMALY DETECTION 

Previous to the availability of the uniformly sampled database of 15-minute low-noise time 
transfer measurements between the DoD Master Clock and a monitor station, analysis of 
an anomaly in the behavior of the monitor station time reference relied upon the 15-minute 
measurements made during a pass of a Navstar space vehicle over the monitor station. While 
voids between passes could be filled in with observations from other space vehicles, always the 
analysis was hampered by the behavior of the less stable Navstar clock. 

Figure 10 is a plot of the residuals of a linear fit to the phase offset of several Navstar clocks 
from the Colorado Springs reference clock and the Colorado Springs reference clock from 
the DoD Master Clock. The bottom trace was obtained from time-transfer measurements. A 
7-nanosecond break is clearly visible in the low-noise time-transfer measurements. The break 
in the time transfer was traced to initialization of the Coldrado Springs monitor station. The 
break was not detectable in the measurements from Navstar 13 and Navstar 29 \?ecause it 
occurred between passes of the space vehkles over the monitor station. The break, on the 
other hand, occurred during the time the Navstar 20 and the Navstar 36 space vehicles were in 
view of the monitor station. While the evidence of a break in the time-transfer measurements is 
compelling, such a small break in the phase offset of the Navstar clocks from the monitor station 
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reference clock is much more difficult to detect. It was only a review of these time-transfer 
measurements that revealed the anomaly. 

Figure 11 presents the time-transfer measurements - the mean of the raw measurements at 
each measurement time - between the time reference at the Hawaii monitor station and the 
DoD Master Clock for the month of August. The abrupt changes in the slope of the phase 
reflect repetitive breaks of 2 pplO13 in the frequency of the Hawaii time reference, which was 
an HP5061 cesium beam tube. Such breaks in the frequency of an HP5061 are not unusual, 
and a review of the operations log for the monitor station revealed no switching of frequency 
standards during this time. 

In Figure 12 is plotted the behavior of the Colorado Springs time reference for 5 days in 
July. The data were smoothed by a moving average filter to reduce the short-term noise. 
Immediately apparent is a 12-hour periodic component. It needs to be emphasized that the 
peak-to-peak variation of 2 nanoseconds would have been difficult to detect in the observations 
by the monitor station of any of the N avstar space vehicle clocks. 

DATA CORRECTIONS 

A summary is given in Table 1 of the corrections that were made to the data from the Colorado 
Springs monitor station during the period covered by the analysis. That there were no breaks 
in the frequency is not surprising, since the time reference for the entire period was never 
switched from the single HP5071 cesium clock. Each of the breaks in phase requiring correction 
were confirmed to have been the result of actions taken by the Master Control Station. The 
corrected data, except for a constant bias, represent what would have been the unperturbed 
behavior of the reference clock. 

(date) 

06 JUN 95 
14 JUN 95 
12 JUL 95 
25 AUG 95 
25 AUG 95 
14 SEP 95 

Table 2 

DATA CORRECTIONS 
Colorado Springs Monitor Station 

1 June 1995 to 1 October 1995 

Time 
(hour) (MJD) 

1607 49874.67188 
1700 49882.70834 
1707 ' 49910.71354 
1552 49954.66146 
1800 49954.75000 
1622 49974.68229 

FREQUENCY STABILITY 

Phase Frequency 
(ns) (PPlO14) 

94 0 
-446 0 
-238 0 
-155 0 

-7 0 
-10 0 

The time transfer provides a uniformly sampled database of 15-minute measurements, which 
makes possible for the first time the direct and exhaustive computation of the frequency stability 
of the monitor station reference clocks. Figure 13 is a plot of the frequency-stabjljty profile 
for the time reference at Colorado Springs for sample times of 15 minutes to 12 days. By 
exhaustive calculation is meant that the frequency stability is calculated for every multiple of 
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the basic sample interval of 15 minutes up to the maximum sample time. The maximum sample 
time is limited to one-tenth of the time spanned by the measurements to ensure meaningful 
confidence limits on the estimates of the stability. 

Superimposed on the plot is a solid line corresponding to the Allan deviation of simulated 
white phase noise with a standard deviation of 1 nanosecond, which was approximately the 
estimated deviation of the sample means (Figure 5) of the raw time-transfer measurements. 
This might be expected to represent a floor below which the estimates of the stability would not 
fall. That the stability for 15 minutes does fall slightly below this line suggests that the estimate 
of 1 nanosecond for the precision of the time-transfer measurements without smoothing is a 
conservative one. 

The stability for a sample time of one day is 3 ppl014 which is the upper bound on the 
specification [9] of the HP5071A high-performance cesium beam tube. While the specified 
upper bound on the flicker floor for this frequency standard is 2 ppl014, at 12 days the 
Colorado Springs time reference had a stability of 5 pp101s and had not yet reached the flicker 
floor. 

Of particular interest is an oscillation with a period of 3 hours which is clearly visible in the 
stability profile. The oscillation was only visible in the stability profile for the reference clocks 
at the Colorado Springs and the Smithfield, Australia, monitor stations. The source of the 
oscillation is under investigation. 

CLOSURE 

The path indicated in Figure 14 for calculating closure of the time transfer was chosen to 
minimize the distance between station pairs. Figure 15 is a plot of the time transfer from the 
DMA site in Washington, D.C., to the same site using the ten intervening GPS and DMA 
monitor stations and the 25 Navstar space vehicle clocks over a period of 4 months. The 
periods of missing data are the cumulative effect of outages at the various monitor stations. 
No smoothing of the data was done. While there were almost one million measurements in 
the analysis, only five were purged as statistical outliers. The magnitude of the mean phase 
error obtained from closure of the time transfer around the world measured 31 picoseconds. 
Figure 16, which is a history of the magnitude of the mean phase error of closure for time 
transfer around the world, shows an almost linear trend with time. 

CONCLUSIONS 

Now, for the first time, it is possible to transfer time every 15 minutes via common view 
from the DoD Master Clock to the 11 GPS and DMA monitor stations. The estimated 
precision of a single common-view time-transfer measurement taken over a IS-minute interval 
was between 1.4 and 2.7 nanoseconds. Using the measurements from all Navstar space vehicles 
in common view during the IS-minute interval, typically 3-7 space vehicles, improved the 
estimate of the precision to between 0.65 and 1.13 nanoseconds. With the uniformly sampled 
database of IS-minute measurements afforded by the time transfer, it is also possible for the 
first time to directly and exhaustively calculate the stability of the time reference for each of the 
monitor stations - the exhaustive calculation in one case leading to detection of systematics that 
would otherwise have been missed. The uniformly sampled database of low-noise time-transfer 
measurements provides a very sensitive analysis tool for detecting anomalous behavior in the 
monitor station clocks. Finally, closure of the time transfer around the world was achieved 
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with an error of 31 picoseconds. 
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Questions and Answers 

CAPT. STEVEN HUTSELL (USAF): If you could, could you put up the plot of the Diego 
Monitor Station, rather the Hawaii Monitor Station? No, the plot that led you to conclude 
that there were frequency standard swaps being performed at Hawaii Monitor Station. 

WILSON G. REID (NRL): You mean Kwajalein. Right here? 

CAPT. STEVEN HUTSELL (USAF): Yes. I'm trying to find out if you have any additional 
information that would lead you to believe that there are actually frequency standard swaps 
occurring. Because, I can tell you that unless the site folks are doing something they're not 
telling us about, we did not swap any frequency standards at Hawaii that often, let alone that 
many times, over the course of the summer. 

My conclusion, or I surmise from this that we've actually had a very chronic problem over this 
past year, not with Hawaii, but also - in fact, the reason why I said "Diego" earlier - with 
very huge changes in frequency which we can't absolutely pinpoint because we're not out at 
the site. We do know that Diego, for example, has experienced temperature changes within 
the timing rack on the order of tens of degrees. Whether it's a very good performing cesium 
frequency standard or not, that 25-degree temperature change will affect the frequency output. 
I'm wondering if you would agree that that would be the most likely cause of this. 

WILSON G. REID (NRL): As I go back and look, if we examine the file that we've been 
sent in the past of special events which affect what we see, sometimes for these monitor sitL-~ 
we would switch to Frequency Standard One, switch to Frequency Standard Two; and then 
again switch to Frequency Standard Two, which indicates that maybe in the log the switching 
back to One was left out. 

So I don't know. Sure, you do. So if you tell me that no switches were made, I believe you. 
But without having that information, I assume that they might have been clock switches. 

CAPT. STEVEN HUTSELL (USAF): Oftentimes those logs will include times when the 
operator will re-select the frequency standard that it's intended to be on. Oftentimes, when 
we perform an initial program load, what we call an "IPL," of the site, sometimes the Series I 
computer will automatically switch to One. In many cases, the operator will need to immediately 
re-select the frequency standard that we desire it to be on. And I can safely say we have not 
had any scheduled frequency standard swaps nearly that often over that time period. If there 
were any frequency standard swaps, they were unauthorized. 

DR. GERNOT WINKLER (USNO, RETIRED): Can I make a comment to that? This 
is a 5061 standard? 

WILSON G. REID (NRL): Yes, I believe so. 

DR. GERNOT WINKLER (USNO, RETIRED): Some of those standards have a very 
great environmental sensitivity. It is entirely possible that it is due to environmental shocks. 

Let me ask a question . Monitor station receivers, is it correct that DMA stations all have the 
Ashtech-12 channel? 
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WILSON G. REID (NRL): I believe that's what they have. 

DR. GERNOT WINKLER (USNO, RETIRED): But the GPS monitor stations have the 
S-TEL monitor receiver. 

WILSON G. REID (NRL): I think so. 

DR. GERNOT WINKLER (USNO, RETIRED): So they are different receivers. In 
addition, you have the tremendous difference in performance between the 5071 in Colorado 
Springs and the 5061 in Hawaii. 

WILSON G. REID (NRL): Oh, yes. 

DR. GERNOT WINKLER (USNO, RETIRED): That is exactly the point, because you 
have been trying to preach for a number of years that they should be replaced. 

DAVID ALLAN (ALLAN'S TIME): I would like to follow up on what Dr. Winkler said in 
terms of the environmental sensitivity of the 5061s. In fact, all commercial cesiums we studied 
when I was back at NIST, they all have temperature and humidity coefficients. And given the 
length of time over which you are seeing these frequency shifts, one would wonder about storm 
systems and humidity; that if in fact you plotted the humidity during that period, you might 
see a correlation with those frequency steps. Because, the humidity coefficients for the 5061, 
along with all other commercial standards, except for the 5071, are quite high. 

WILSON G. REID (NRL): That's a good suggestion. We don't get that data, and I'm not 
Sure - did I hear this morning that there's a problem with the sensors on the environment? I 
think that was mentioned this morning. So, it might be difficult to get that data, but it would 
certainly be useful. 
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GPS/GLONASS TIME TRANSFER WITH 
20-CHANNEL DUAL GNSS RECEIVER 

P. Daly & S. Riley 
CAA Institute of Satellite Navigation 

Department of Electronic and Electrical Engineering 
University of Leeds, Leeds LS2 9JT, United Kingdom 

Abstract 

One of the world's two global satellite navigation systems, GPS, is already fully operational 
(April 1994) and the other, GLONASS, will become operational by the end of 1995 or early 
1996. Each will offer, independently of the other, precise location and time transfer continuously 
anywhere in the world and indeed in space itself. Many potential users, in particuiar the civil 
aviation community, are keenly interested in a joint GPSIGLONASS operation since it would offer 
substantial advantages in defining and maintaining the integrity of the navigation aid. ResuUs are 
presented on the characterisation of GPSIGLONASS time comparison using a 20-channel dual 
receiver developed & constructed at the University of Leeds, UK. 

INTRODUCTION 

GLONASS provides worldwide time dissemination and time transfer services in the same 
manner as Navstar GPS with both exhibiting substantial advantages over other existing timing 
services. Time transfer is both efficient and economic in the sense that direct clock comparisons 
can be achieved via GLONASS between widely separated sites without the use of portable 
clocks. Event time tagging can be achieved with the minimum of effort and users can reacquire 
GLONASS time at any instant due to the continuous nature of time aboard the satellites. 

The first release from the Soviet Union of detailed GLONASS information occurred at the 
International Civil Aviation Organisation (ICAO) special committee meeting on Future Air 
Navigation Systems (FANS) in Montreal in May 1988. In full operation GLONASS, like GPS, 
will have 24 satellites in orbit, 8 satellites separated by 45 degrees ill phase in each of three 
planes 120 degrees apart. Currently 22 GLONASS satellites are in tull operation, 8 each in 
planes 1 and 3 and 6 in plane 2. In the event of no failures before the next triple launcil 
planned for early December 1995, a full constellation will be available around the end of 1995. 

TIME FROM GPS/GLONASS 

Time transfer from GPS/GLONASS is achieved in a straightforward manner. Each satellite 
transmits signals referenced to its own on-board clock. The Control Segment monitors the 
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satellite clocks and determines their offsets from the common GPS/GLONASS system time. 
The clock offsets are then uploaded to satellites as part of their transmitted data message. A 

user at a known location receives signals from a satellite and by decoding the data stream 
modulated on to the transmission, is able to obtain the position of the satellite, as well as the 
satellite's clock offset from the common system time. Hence the signal propagation time can be 
calculated at any instant. The time at which the signals are transmitted is also contained in the 
data message; by combining this with the propagation time and corrt-cting first for atmospheric 
effects and other delays and thep for the satellite's own clock offset, the user can effect transfel 
to GPS/GLONASS system time. Correction to an external time scale (such as UTC(USNO) or 
UTC(SU)) is then possible since the relevant offset is one of the transmitted data parameters. 
Any other user who has the same satellite visible is also able to transfer to the same common 
time scale. 

SATELLITE CLOCK OFFSETS 

GLONASS clock offsets [1] are transmitted as part of each satellite's ephemeris data once every 
half-hour. The clock information arrives in the form of two parameters (i) the SV clock phase 
offset from GLONASS system time, ao and (ii) the SV clock fractional frequency offsets from 
the GLONASS system reference, al. The clock offset a2, the second rate of change of phase 
used in GPS, is not employed by GLONASS as the half-hour update makes this unnecessary. 
GLONASS does transmit one additional timing parameter - the phase offset between system 
time and its reference standard, Ao. This last offset is normally only updated once a day. There 
is again a parallel here between the two satellite navigation systems as GPS also transmits a 
phase offset between GPS system time and its reference standard, UTC(USNO). 

GPS/GLONASS TIME TRANSFER MEASUltEMENTS 

A series of tests[Z) was conducted during November 1994 between UTC(LDS) and UTC(NPL) 
in the UK using dual, multi-channel GNSS receivers developed in the University of Leeds 
capable of simultaneous GPS and GLONASS code-phase time transfer. Position coordinates 
at the Leeds venue are known to better than 2 m while the National Physical Laboratory, 
UK (NPL) are certainly much better. The object of this test was to establish the degree to 
which time could be transferred between the two UTC references lIsing first GPS and then 
GLONASS. Each receiver was synchronised to the local UTC reference and set to nm for 24 
hours continuously. 

In the first instance the UTC reference was compared to satellite system time with each receiver 
operating independently in a non-differential mode. In this way the measurement made over a 
satellite pass of several hours duration would show up the totality of the systematic & random 
errors to which this kind of test is naturally subject. In the case of GPS the outstanding error 
source is "selective availability" (SA) as can readily be observed in Figure 1. The effect is 
displayed dramatically in this Figure - measured pseudo-range from PRN 4 corrected to refer 
to system time. In comparison results for the same test (see Figure 2) relating to GLONASS 
over an equally long satellite pass on the same day using GLONASS 1 (almanac slot 1) show 
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no SA effect, dispersion due to random noise and a clear linear slope deriving from the (small) 
frequency differences between the clocks involved. The increased level of noise at the beginning 
and end of the test results from effects experienced at very low satellite elevation. 

Subtraction of the data sets taken at Leeds and NPL eliminates the common system time 
reference and most of the systematic errors in the measurement, including SA, satellite orbit & 
clock errors, local position and clock errors and the ionosphere. The results relating UTC(LDS) 
to UTC(NPL) are shown in Figure 3 (OPS) and Figure 4 (OLONASS) agreeing to about 1.5 
ns with spreads of 4.4 and 7.0 ns respectively. Clearly there are other data sets whose mean 
values do not agree so closely as the set chosen. 

RELATIVITY CORRECTIONS in GLONASS 

In an excellent discussion[3) on the effect of relativity corrections on OPS satellite signals, it 
is shown how both general and special relativity corrections are transmitted in the GPS data 
message so as to allow the user to correct ranging measurements. Due to the high stability of 
ONSS satellite on-board clocks, the relativistic variations are, in fact, larger than the effects 
of clock stability itself. Because of the effect of special relativity alone, clock oscillators hav; 
to be offset on the ground before launch, in the case of GPS, by -4.45 X 10-10 in frequenc). 
Including the effects of both special and general relativity, the time-varying component of 
relativity is shown to be as large as 45.8 ns for a GPS orbit with maximum eccentricity, e= 
0.02 (this orbital parameter expresses the non-circularity of the orbit). 

It is a fact that GLONASS satellites have orbits which are normally more circular than GPS 
satellites. This means that the general relativity correction which depends on the distance of the 
satellite from the centre of the earth is smaller for OLONASS satellites than for GPS satellites 
simply because the distance variation is less. The combined relativistic effects are shown[3J to 
produce a variation in the satellite frequency with peak-to-peak fractional frequency linearly 
dependent on eccentricity (e small). The variation is cyclic with period the same as the orbital 
period with the minimum value occurring at time of perigee. The GLONASS satellite with the 
largest eccentricity was GLONASS 47 (channel 4) with e = 0.0060. The next largest eccentricity 
is e = 0.0038 for GLONASS 48 (channel 13) - all other GLONASS satellites have e less than 
0.0025. Calculation shows that the fractional frequency peak-to-peak change over an orbit 
amounts to 4.2 psis for GLONASS 47 and 2.6 psis for GLONASS 48. For all other satellites 
the magnitude of the effect is of the order of the clock frequency data resolution (0.9 psis) 
and is difficult to observe. The only satellite currently in action which exhibits the effect is 
GLONASS 76 (e = 0.0037). 

Since no relativistic corrections are transmitted by GLONASS in the data message, yet th·: 
corrections must be implicit in the ranging scheme, the question arises - how are the relativity 
terms included? We have found that the corrections are included directly in the phase and 
frequency offsets transmitted by GLONASS satellites. By logging GLONASS ephemerides 
(updated every half-hour) over a satellite pass with high elevation, it is possible to obtain values 
of clock phase and frequency offset over more than 5 hours, slightly less than half the orbital 
period. Should the observation interval coincide with the time which encompasses a minimum 
and maximum of the phase and frequency changes, it is possible to extract the peak-to-peak 
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values for an orbit. It is observed that the peak-to-peak values of a cyclic fractional frequency 
in GLONASS 47 are 4.5 psis (cf 4.2 psis) and for GLONASS 48 are 2.7 psis (cf 2.6 psis). 
It is also confirmed from satellite data that the minimum value of the relativistic fractional 
frequency correction occurs at the time of perigee. The cyclic effect is also clearly observed in 
residuals of the clock phase data transmitted by these satellites. It is concluded that relativistic 
corrections to GLONASS orbits are transmitted as phase and frequency corrections within the 
GLONASS data message and require no intervention on the part of the user. 

When analysing GLONASS satellite clock data for the purpose of establishing estimates of 
clock stability, it is important to remove the effects of relativistic effects first; otherwise these 
corrections are interpreted as satellite clock instability. 

FREQUENCY RE-USE & BAND RELOCATION 

Frequency re-use would involve antipodal satellites in the GLONASS system using the same 
transmit frequency. In this way satellites on opposite sides of the earth would not interfere 
with each other, allowing the entire space segment to be implemented with only 12 channels. 
One exception to this rule would be high-flying receivers on-board satellites attempting to use 
GLONASS for navigation purposes. However even in cases such as these, modern receiver 
techniques are sophisticated enough to distinguish between the two mutually-interfering signals. 
Currently (November 1995) 18 of the 22 operational satellites have a paired frequency allocation. 
The removal of the top 12 channels of GLONASS would reduce the required bandwidth by 
6.75 MHz, saving spectrum where it is most needed - at the top of the band. 

A second solution to the problems raised above would be to relocate the entire frequency 
band occupied by GLONASS down towards the GPS band. Between the lower edge of 
the current GLONASS band and upper end of the GPS band, th , r l"': is already room for a 
shift of almost 12 MHz. With the anti-interference properties enjoyed by both GPS and 
GLONASS (spread-spectrum processing gain), there is room possibly for an even larger shif~. 
The relocation solution has the potential to resolve all of the interference difficulties being 
met. This course of action as well as frequency re-use is currently under consideration by the 
GLONASS administration. Relocation of the frequency band would clearly have a large impact 
on receiver implementation, resulting in a major upheaval amongst current users of the system. 

A "half-way" solution has also been suggested whereby GLONASS would use both frequency 
re-use and re-Iocation by halving the number of channels used not by removing the top 12 
channels but rather by removing the top 18 channels and adding 6 channels at the lower end 
of the spectrum. In this way, the "old" channel 1 at 1602.5625 MHz would become the "new" 
channel 7. The "new" spectrum would then extend from 1594 - 1610.5 MHz. 
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Questions and Answers 

WLODZIMIERZ LEWANDOWSKI (BIPM): I have comments concerning GLONASS 
schedules. There is an experiment schedule in use, a GLONASS schedule, between North 
America and Europe for the end of June. We are preparing to issue worldwide GLONASS 
schedules for the beginning of January next year. This schedule is for the observation of slots 
- not specific GLONASS satellites, but slots - which are moving by, you have to subtract 
four minutes each day. So we have about the same pattern as for GPS, and have an automated 
GLONASS schedule, which doesn't have changes often, as is done in Russia. This is to prove 
it works, now going on for five months. So we hope next January we will have a regular 
GLONASS schedule. 
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CESIUM AND RUBIDIUM FREQUENCY 
STANDARDS STATUS 

AND 
PERFORMANCE ON THE GPS PROGRAM 
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Abstract 

This paper is an update of the on-orbit operational performa,nce of the frequency standards on 
the last Block I NAVSTAR satellite (GPS-IO), the complete BLock II NAI/STAR satellites (GPS-I3 
to 21) and the BLock llA NAVSTAR (GPS-22 to 40) satellites. Since the status of the GPS 
constellation is now at Full Operational Capability (FOC), a minimum of twenty-four satellites are 
in position with all the necessary tests successfully completed. The evolution of frequency standards 
on board the GPS vehicles will be presented with corresponding results. 

Various methods and techniques will be presented to show on-orbit life time, down time, state 
of health telemetry, on-orbit trending and characterization of all the frequency standards. Other 
topics such as reliability, stability, clock qui~_!l~d idiosyncrasies of each vehicle will be covered. 

INTRODUCTION 

The evaluation of the space-rated frequency standards on the GPS program started with the 
Block I concept vaHdation program and the full-scale development vehicles of which only one 
is still functional: GPS-10 (PRN-12). The production verucles art:: divided into two groups, 
Block II (GPS-13 through 21) and Block IIA (GPS-22 through 40). Each vehicle include~ 
two Rubidium Frequency Standards (made by Rockwell) and two cesium Frequency StandarGs 
(made by Frequency and Time Systems as the primary source and, Kernco and Frequency 
Electronics Inc. as secondary sources on selected vehicles). 

The cesium clocks are considered primary because of their degree of radiation hardness, their 
extremely low frequency drift, or aging, which does not require any Kalman filter modeling, 
and the shorter modeling time between turn--on and activation for GPS users. 

The actual on--orbit GPS Frequency Standard operating history (shown in Figure 1 for the last 
Block I and all Block II satellites, and in Figure 2 for the Block IIA satellites minus the four 
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vehicles in the Eastern Launch Site awaiting launch) illustrates the results of these hardware 
implemen~ations. 

The operating life history of the production models of both cesium and rubidium frequency 
standards will be briefly discussed. This will be reviewed in order to calm the doubting Thomas's 
or Henny Pennies, that the sky is not falling in regard to (1) the amount of disabled clocks 
that have recently been occurring, Dec 94 - July 95, (2) the reliability of the clocks and (3) 
the combined projected lifetime of the four clocks (7.5 years) on each of the vehicles. 

A brief history of the rubidium clocks on the Block I vehicles is given in Table 1. The 
major problems were corrected via modifications (the final modified clock for Block HillA is 
Modification number 12). The non-generic problems were never repaired. From the sample 
of 30 Block I rubidiums launched, the average age was 1.5 years with a maximum of 12.5 years 
and a minimum of one day. The minimum acceptable hardware reliability requirement for a 
five- year life rubidium clock was 0.765, which equates to a 3.8 year projection life. 

The history of the rubidium clocks on the Block II/IIA vehicles is given in Table 2. Of the six 
disabled clocks, four may be retried with possible degraded performance. The final production 
model #12 RFS's have not acquired much on-orbit operating time, since the cesium clocks 
have traditionally been preferred over the rubidiums. This is because of the advantage of 
cesium over rubidiums in terms of radiation hardness, lower drift rate by a factor of 100, no 
C-field tuning or frequency biasing needed, and a shorter warm- up time before the vehicle 
can be set healthy (2.6 days versus 6.4 days on the average). There have been eleven turn-om 
with six powered down, for a total time of 120 months or 87,380 operational hours, as of 30 
November 1995. Since the hours of operation (sample size) are so small, a point-in-time 
failure rate estimate must be used. If the two failures are used, then the calculated failure 
rate is 26.5 x 10-6 or an Mean Time Between Failure (MTBF) of 4.3 years. If the six disabled 
clocks are considered complete failures, then the failure rate is 79.6 x 10-6 and an MTBF of 
1.4 years. 

The operating history of the cesium clocks on the Block I vehicles is as follows: a total of 
six clocks (three pre-production models and three Modell production clocks) with an average 
life time of 5.9 years (Maximum of 9.3 years and a minimum of 3.3 years) . Since five of the 
failures were caused by cesium depletion, the final production model (Model 2) had an increase 
of cesium fill (1.0 grams to 1.5 grams). 

The history of the cesium clocks on Block II/HA vehicles is given in Table 3. Of the thirty-one 
CFS's powered- up, nineteen are still operating, with an age range of 6.5 years to seven months. 
Of the twelve clocks which have been disabled, six have been labeled fail ures and six may 
be given a second chance with possible degraded performance. If the five failures, excluding 
one GFE clock, are used, then the calculated failure rate (via the point-in-time failure rate 
estimate) is 7.2 x 10-6 and the MTBF is 15.8 years. If the ten disabled clocks (excluding the 
two GFE clocks) are considered failures, then the failure rate is 14 x 10-6 and the MTBF is 
equal to 7.9 years. The manufacturer signed up for a minimum acceptable hardware reliabilitv 
requirement for a 7.5 year life of 0.663, or 4.3 years per clock. Taking the reliability numbers of 
both rubidium and cesium clocks, plus having to meet the navigation payload reliability number 
of 0.934 for 7.5 year life, the number of clocks per vehicle came out to be two rubidiums and 
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two cesiums. Another figure to remember is the mean mission duration value of six years, a 
specification which five vehicles have already surpassed. In summary, the complete GPS Block 
II/IIA clock status is included in Table 4. 

ON-ORBIT PERFORMANCE 

In order to acquire the exact performance characteristics of the operating on-orbit frequency 
standard, the L-Band signal must be evaluated. This signal is affected by the (Frequency 
Synthesizer Distributor Unit) FSDU (which is commanded by the NDU), atmospheric effects, 
ephemeris uncertainties, monitor station variations, spacecraft effects and other factors. All of 
these factors are fed into a Kalman filter, which is a computer algorithm for processing discrete 
measurement data in an optimal fashion. 

There are several parameters which are instrumental in evaluating the operational performance 
of the frequency standards. The first two parameters are in the navigation message. One is aI, 
which is the frequency offset (sec/sec). This is the filter's estimate of the frequency difference, 
or offset between the satellite's frequency standard and the GPS composite clock (a nominal 
frequency). This is a continuous absolute value. One can also take the daily average of the 
difference between the minimum and maximum values of al as a possible trending signature. 
Another parameter is the frequency drift in sec/sec2 , a2 term. This is the rate of change of the 
drift term. 

Another parameter that is used daily to evaluate the clock's performance is the Estimated Range 
Deviation (ERD). An ERD is the difference between a range determined from the aposteriori 
state estimates during a Kalman interval and the range determined from the navigation upload 
data that is valid for the same time. These ERD's compare the current filter estimates each 
15 minute period to the prediction made from previous filter estimates (considered to be 
a minimum range error either induced primarily, by clock movement or satellite positional 
change). Examples of these ERD's are in Figures 3 and 4. Plots of these estimates provides 
us one more clue of evaluating the performance of each spacecraft's clock. 

Continuing the investigation of a potential clock problem, a correlation of these ERD plots to 
the telemetry monitor values mllst be examined. Along with these clock monitor values, th~ 
al and a2 terms must be observed for movement. 

One important aspect of Kalman filter operation is to provide accurate continued measurement 
updates, every fifteen minutes. Unfortunately, there are periods when the spacecraft is not in 
view of a monitor station, and the filter must estimate aging through the a2 term, with no real 
measurement verification. Also, different monitor stations (with obvious different clock errors) 
contribute errors into the filter estimation and subsequently the prediction process. 

An operating limit is set on the ERD value in terms of meters (eg. 10 meters or 8 meters). 
When the limit is exceeded, a new upload must be sent to 'the vehicle to correct the new terms 
in the navigation message. A new experimental limit has recently been defined as 5 meters, 
resulting in a fifteen percent improvement in the URE. This also has increased the work load 
on the Master Control Station (MCS) crew, which now performs approximately twelve more 
uploads per day on the 25 vehicles. As a rule, the MCS contacts each vehicle twice a day, 
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once to update the navigation message. This equates to a total of 60 to 70 supports per day 
for the MCS crew. 

Another set of parameters which appear to effect the clock's performance are environmental 
effects, such as prolonged radiation effects (i.e. passing through the Van Allen belts every 
twelve hours) and irregular solar activities. Thermal variations, either induced by delta-v 
maneuvers or eclipse seasons, appear to be causing the older cesium clocks (> 5 years) the 
most problems in terms of ERD's. Maybe aging of the electronics, resulting in a degraded 
temperature coefficient causes frequency changes. The eclipse season causes the cesium clock's 
temperature to decrease by three degrees centigrade with a ± 10 C variation. The rubidium 
does not have this problem since a heater (ABTCU) keeps the rubidium clock at a stable 
temperature, ± 0.1 0 C. When the satellite enters eclipse season especially during the first eclipse 
season, an ephemeris change could also occur, which is corrected by manual intervention from 
the operators. 

ON-ORBIT TRENDING 

The most important objective of trending analysis is to determine when a particular frequency 
standard is no longer useful for providing a navigation signal. Particularly elusive is the time 
frame - whether it be in days or months - when a clock will expire. Note that this is different 
than not meeting specifications. The stability specification of the clock, 2 x 10-13 at one da'f 
for the cesium clock, is so tight, that if the clock is performing at 3 x 10-13 at one day, the 
URE of 4.8 meters (1 s) can still be met with extra maintenance by the MCS, for the space 
segment. There are several vehicles no,w that do not meet the stability specification, but the 
Air Force is reluctant to switch to another clock. The Air Force will determine when a clock 
will be disabled by many factors. , These factors include: 

1. how burdensome to the MCS crew are extra daily uploads and/or Kalman maintenance 
in order to correct the al and ' a2 terms? 

2. how old is the clock (> 5 years)? 

3. how old is the vehicle (> 6 years)? 

4. how many clocks are left to be tried? 

5. what is the world situation (conflicts/trouble spots)? 

6. what is the condition of the vehicle in terms of performance operation and other subsys
tems? and 

7. what is the condition of the entire constellation? 

The navigation signal must be made available 98% of the time with 21 spacecraft. In predicting 
the useful operating lifetime of the clock, the most important performance parameter is the 
stability of the clock. This is what most effects the user, and is the most sensitive parameter. 
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The next set of parameters are the al and a2 terms and their deterioration and/or fluctuations, 
and the ERD's. The last set of parameters which effect the performance of the clock and 
that of the navigational signal is internal to the clock. The cesium clock has 18 monitors 
(combination of analog and digital) and the rubidium clock has 11 monitors (combination 
analog and digital). Of all the telemetry monitors on the cesium clock, there are only a few 
that could vary and not effect the performance of the clock. The rest of the monitors will 
cause an upset of the performance by any detectable movement (minimum step size). One of 
the monitors having particular character or individuality is the cesium beam current monitor. 
This trending parameter is hard to interpret in the sense that each of the 19 operating clocks 
has a slightly different signature as seen in Figure 5. SVN-17 has the normal stair-stepping 
decline in beam current. Since each clock starts off at a different absolute value, each has a 
different rate of decline (the higher it starts, the faster it drops) and each has a different final 
plateau. So each drop in beam current mayor may not effect the stability, a1 or a2 terms, or 
ERD's. Furthermore, each clock will degrade or age at a different rate. Even though each 
clock is built to the same specification and from the same set of drawings, when one compares 
stability performance in terms of parts in 1014, there will be variations in their outputs. 

The other parameter that might change without detrimental effects on the performance is the 
loop--control voltage, which normally will move slightly one way or another, depending on 
what electronic changes or aging occur in the loop in order to keep the same 10.23 MHz 
frequency output to the FSDU. The parameters which are catastrophic to clock performance 
if any movements are observed are the cesium oven temperature, RF level (power shift and 
or spectrum change), electron multiplier gain changes, ionizer voltage, and any input current 
changes to the total clock or to individual units such as the quartz oven. 

The rubidium clocks have the same type of monitors and the same type of loop control 
voltages. The lamp voltage monitor which detects pressure changes and photo cell degradations 
is somewhat similar to the cesium beam current in terms of end-of-life predictions. 

To predict the exact ( one week) end-of-life of either type of clock is extremely hard. This was 
tried on SVN-20 with Cesium No.3. After 4.5 years of operation, tht:: stability was > 2 x 10-13 

one-day with four to five extra uploads needed per week. Maybe two to three months of less 
than useful life could have been squeezed out of the clock. 

Other parameters that are incorporated into the trend analysis include on-orbit temperature 
of the spacecraft, any FSDU - NDU influence, or L-Band effects. 

SCHEDULES 

The last of the Block I satellites, NAVSTAR 10 (PRN 12), launched in 1984, is scheduled to 
be disposed of in the June 1996 time period. The main problem is that the solar arrays have 
lost their efficiency (design life of five years) and can no longer support the navigation payload. 
On November 18, 1995, the payload was set unhealthy. Kalman filter tests, frequency standard 
tests, sun sensor test, etc., will be performed in February and March 1996. The two rubidium 
frequency standards, yet to be powered up after 12 years of on-orbit storage, will be tested 
for stability, temperature coefficient, VCXO and turn-on characteristics and any other tests the 
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clock community would like to have performed. 

The last Block IlA satellite launched, GPS-37, reached orbit in March 1994. This completed 
the 24 satellite constellation. There are four vehicles in the Eastern Launch Site in storage 
waiting to be launched. The next launch is planned to be positioned in "Plane C" in March 
1996. There are available launch slots for summer 1996 time frame. 

The total on--orbit times for both rubidium and cesiums are staggering for the first operational 
satelHte system ever to utilize both types of production frequency standards. The on--orbit 
times for all rubidiums exceed 60 years of operation, while the cesium on--orbit times are 
more impressive with over 125 years of operation. The GPS clock utilization times in their 
operational sequence are shown in Figure 6. 

CONCLUSION 

As verified by on-orbit performance data, most of the major generic problems, especially with 
the rubidiums, have been corrected. I will admit that the rubidium short Hfe times, the phase 
jumps that occur within the first 3 to 4 months of operation and the changing drift rate within 
the first 6 months are on-going problems. There have been 31 out of 48 cesium clocks activated 
with 19 currently operating. Of the 12 disabled clocks, half may be reactivated with possibly 
degraded performance. There have been eleven rubidium clocks activated with 37 remaining 
to be turned on. Of these eleven clocks, five are still operating and four to be reactivated ff I 
future use. 

The average age of all the disabled clocks is 1.65 years. The average age of the currently 
operating clocks is 2.9 years. The average age of the space vehicles is 4.5 years, which equates 
to 60% of the design life (7.5 years). The total number of clocks turned on is 42, which equates 
to using only 44% of the available clocks. The usage and performance to date indicates that 
the number of clocks (four), originally determined in the 1982 proposal, will support both the 
spacecraft design life of 7.5 years and the mean mission duration of 6.0 years. 

For the more quick-look-managerial type, a user-friendly smiley face chart, Figure 7, has been 
concocted in order to eliminate reviewing all the Kalman drift rate residuals, Allan variance 
stability curves, and ERD's figures. Each Httle quirk and idiosyncrasies of the vehicles combined 
with clock performance in terms of ERD's are for your (management) eyes only. 
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TABLE 1 
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TABLE 2 RUBIDIUM FREQUENCY STANDARDS - BLOCK II 

• DISABLED 6 CLOCKS 

AGE (YRS.) 
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1.4 

1.4 

I.l 
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TABLE 3 CFS BLOCK II VEHICLES 
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Questions and Answers 

DAVID ALLAN (ALLAN'S TIME): Given our opening talk by Captain Foster and work 
that Dr. Winkler did some years ago on measuring lifetimes of clocks, I wonder, given the 
importance of the lifetime of this system, why we're still using MTBF rather than half-life, as 
was recommended by Dr. Winkler. That was a very excellent piece of work, and it's a much 
better measure of lifetime than MTBF. 

M.J. VAN MELLE (ROCKWELL SPACE AND OPERATION CENTER): Right, I 
still don't - this is a reliability person that I gave all the data to who said that all I can figure 
out was that it seemed to be was a little high. Plus, I think most of the problems that we had 
may be workmanship. I don't know how hard it is. Remember, this is the first production 
vehicle we've ever had with production rubidium and cesium clocks on board. To me, it's still 
in the infant stages. 

But to answer your question, I don't know. It probably would be a little better the way you 're 
suggesting. 

DAVID ALLAN (ALLAN'S TIME): Wen it's the work that Dr. Winkler did on those 
clocks some years ago, and it's a very excellent measure. Perhaps, in terms of this being a 
PTTI planning meeting, it's something we should think about for some future representation. 
I don't know whether we can do anything here, but it certainly is an issue. 

M.J. VAN MELLE (ROCKWELL SPACE AND OPERATION CENTER): Sounds 
good to me. 

MARTIN BLOCH (FEI): Van, we've discussed this many times. You say workmanship, but 
something bothers me. If you take a look at the performance of similar clocks that were made 
by the same manufacturers on the ground, they outperform the space segments significantly, 
where life is over 10 years on the cesium and the same on the rubidium. I'm wondering if 
there's some other reason that we're overlooking on what is happening in space - it just 
sounds that the number of failures, with an the care that space hardware is supposed to take, 
that workmanship doesn't sound to me is a good excuse; unless what you're implying is that 
we do worse for space hardware than we do for military or commercial hardware. 

M.J. VAN MELLE (ROCKWELL SPACE AND OPERATION CENTER): Well with 
the rubidium, you know, Rockwell made it, Rockwell is not a clock manufacturer. They took 
Efratom's physics package and they took your oscillator, and we just packaged it up and put 
it together; and tested it only like three or four months on the ground. Then we launched 
it. Maybe during the six-month period, it would have a failure on the ground. Maybe the 
launches affected it, but we still do a lot of fault testing with vibratl i Jn and so forth. We only 
vibrated it once; you know, maybe the second vibration killed it. 

But, the FTDS's are production clocks made by the cesium manufacturers, and they seem 
to have a little longer lifetime. I can't explain why the Block-I's are lasting more than the 
Biock-ll's. But then, we only had a sample of six; and here we had a sample of 19; maybe the 
sample size was too small compared to the complexity of the standards themselves. 

MARTIN BLOC H (FEI): I wonder if anybody else has some thoughts as to the other effects 
that influence the life performance. 

M.J. VAN MELLE (ROCKWELL SPACE AND OPERATION CENTER): And we're 
talking about if it goes to 5 x 10- 13 , it's no good. 
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HIGH PRECISION TIME TRANSFER IN SPACE 
WITH A HYDROGEN MASER ON MIR 

Edward M. Mattison and Robert F.C. Vessot 
Harvard-Smithsonian Center for Astrophysics 

Cambridge, Massachusetts 02138 

Abstract 

An atomic hydrogen maser clock system designed for long term operation in space will be 
installed on the Russian space station, Mir, in late 1997. The H-maser's frequency stability wiU 
be measured using pulsed laser time transfer techniques. Daily time comparisons made with a 
precision of better than 100 picoseconds wiU allow an assessment of the long-term stability of the 
space maser at a level on the order of 1 part in 1015 or better. Laser pulse arrival times at the 
spacecraft wiU be recorded with a resolution of 10 picoseconds relative to the space clock's time 
scale. Cube corner reflectors wiU reflect the pulses back to the earth laser station to determine the 
propagation delay and enable comparison with the earth-based time scale. Data for relativistic and 
gravitational frequency corrections wiU be obtained from a GPS receiver. 

INTRODUCTION 

Space qualified frequency standards having the frequency stability of the hydrogen (H) maser 
have a variety of potential applications in space, including very long baseline interferometry, 
improved navigation systems, tests of relativistic gravitation, and high precision world-wide 
time transfer. The Hydrogen Maser Clock (HMC) project is a NASA-sponsored experiment 
to design, build, and test in space an active-oscillation atomic hydrogen maser. The HMC 
maser instrument, which is being built by the Smithsonian Astrophysical Observatory, will be 
transported to the Russian Space Station Mir by the NASA Space Shuttle. It will be installed 
and operated on Mir in the last quarter of 1997. 

The space maser's frequency will be measured by means of high-precision time transfer between 
the space-borne and earth-based clocks, using laser pulse timing. In this system time kept by a 
clock located at an earth-based laser ranging station (LRS) is compared with the space clock's 
time by measuring the arrival time of a laser pulse at the spacecraft in terms of both the space 
and earth time scales. A laser pulse transmitted from the LRS is detected at the spacecraft, 
and its arrival time is recorded with a resolution of 10 ps in terms of the space clock's time 
by a high-speed electronic event timer. The pulse is also reflected back to the earth by a 
retroreflector array mounted on the spacecraft, and is received at the LRS as a return pulse. 
The two-way propagation delay, measured in terms of the earth clock's time by an event timer 
located in the LRS, yields the pulse arrival time in terms of the earth clock. The measured 
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earth and space times provide a comparison of the respective clock time scales. Figures 1 and 
2 are block diagrams of the major system components. 

The Mir space station is in an orbit inclined at 510 and at an altitude of approximately 450 km. 
The earth-based LRS for measuring the frequency stability of the HMC hydrogen maser will 
be at the NASA Goddard Space Flight Center (GSFC), latitude 380

• GSFC is within range of 
Mir at least once, and sometimes several times, per day. With the expected system precision of 
better than 100 ps, we will be able to measure the space maser's frequency stability to a level of 
1.2 parts in 1015 or better. The HMC time transfer system would be suitable for international 
high precision time transfer by other laser ranging stations within view of Mir. 

INSTRUMENT OVERVIEW 

The HMC instrument consists of: 

(i) the hydrogen maser physics unit; 

(ii) the electronics required to operate the maser and interface with the spacecraft; 

(iii) two laser event timer units that incorporate retroreflectors and photodetectors; 

(iv) a GPS receiver; and 

(v) a rechargeable silver-zinc backup battery system that will provide continuous operation of 
up to several hours during power outages. 

The instrument is housed in a cylindrical support structure that will be mounted on the outside 
of Mir's Space Shuttle docking adaptor, shown in Figure 3. The complete HMC instrument 
package is 43.1 cm in diameter and 83.9 em long, and has a mass of 200 kg. The instrument 
will consume on average approximately 156 to 188 watts of 28 volt d.c. power, depending on 
thermal conditions owing to the orientation of Mir as it orbits the earth. 

The HMC instrument is operated by a microprocessor, called the Dedicated Experiment 
Processor, that monitors the maser's operation, gathers scientific data from the event timers 
and the GPS receiver, and controls the maser's operating parameters according to commands 
sent from the ground station and entered by Mir Cosmonauts. The GPS receiver will provide 
orbital position and velocity data that will be used to correct the space maser's time scale for 
relativistic and gravitational effects. In addition, the GPS receiver will send pulses to the event 
timers that will allow us to compare the HMC time scale with GPS time, and thus uniquely 
identify the laser pulses for comparison with the ground station. 

THE HYDROGEN MASER PHYSICS PACKAGE 

The H maser oscillator shown in cross-section in Figure 4 is the next generation of the maser 
built and flown in the 1976 Gravitational Redshift Experiment[1,21• 
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The TE-Oll mode microwave resonant cavity made of Cer-Vit, within which is mounted a 
quartz hydrogen storage bulb, is contained in a titanium alloy vacuum tank. A double Belleville 
spring clamps the cavity endplates to the cylinder and is adjusted so that the compressive force 
is nominally independent of the length of the clamping structure, thus reducing the effect of 
thermal expansion on the cavity's resonance frequency. The cavity mounting base plate is 
attached in cantilever at its center to the base of the vacuum tank to isolate it from dimensional 
changes in the outer vacuum envelope. The maser signal is picked up by a coupling loop at a 
level of approximately -100 dBm and sent through an isolator and amplifier to a heterodyne 
receiver. A second loop within the cavity incorporates a reverse-biased varactor tuning diode 
to make small frequency adjustments to the cavity's resonance frequency. 

Hydrogen is supplied from about 50 grams of lithium aluminum hydride contained in a heated 
stainless steel container whose temperature is controlled to maintain a constant hydrogen 
pressure within the container. Hydrogen flow to the maser's dissociator is controlled by 
sensing the pressure in the dissociator by means of a thermistor Pirani gauge, and regulating 
the temperature of a heated palladium-silver diaphragm through which hydrogen flows to 
the dissociator. Expended hydrogen is absorbed by two sorption cartridges that capture 
only hydrogen. Two small ion pumps with self-contained high voltage supplies remove other 
outgassing products. Frequency shifts from variation of the magnetic field within the maser 
storage bulb are controlled by 4 layers of passive shielding and by active field compensation. 
Magnetic field leakage through the outer shield is sensed by a flux-gate magnetometer and 
nulled by a compensating coil wound on the next innermost magnetic shield. This combination 
provides a shielding factor, S = dBezt/ 6.Bint > 2 X 106, for external field variations of ± 0.5 
Gauss. A two-layer flexible printed circuit solenoid closely fitted to the inside of the innermost 
shield produces a 0.5 milligauss uniform axial magnetic field within the cavity. With the available 
shielding factor, we can limit the fractional frequency effects of external field variations to less 
than 1 part in 1015. 

The temperature dependence of the resonance frequency of the cavity bulb combination is 
about -800 H7/degree C. For frequency stability at 1 x 10-15 we require temperature stability 
on the order of 10-4 degrees C. This level of temperature stability is provided by a multi-zone 
microprocessor-controlled temperature stabilizing system. 

LASER PULSE TIMING STSTEM 

The main components of the HMC time transfer system are the retroreflector array; an 
omnidirectional fiber-optic light collector; a photodetector and preamplifier; and the event 
timer, which consistsof a constant-fraction discriminator and a time interpolation circuit (TIM) 
with a resolution of 10 ps. This system is shown in Figure 5. The space-qualified TIM, which 
has exhibited excellent repeatability and low systematic variation of measured time, is useful 
for a variety of precise space and earth timing applications. 

The HMC retroreflector array consists of 20 fused silica cube comers, each 1 em in diameter, 
mounted in a hemispherical base. This shape provides a hemispherical field of view, permitting 
reflections independent of spacecraft attitude. Laser pulses impinging on the retroreflector 
array are brought to a photodetector tube by an omnidirectional fiber optic light collector. The 
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collector consists of a 22-cm long bundle of 127 optical fibers, each 100 J.Lm in diameter. At 
one end of the bundle the fibers are splayed out into a hemispherical pattern and inserted 
through holes drilled in a loS-cm diameter hemispherical shell that is mounted at the apex 
of the retrorefiector array. The hemispherical fiber array ensures that at least one fiber is 
illuminated by light coming from anywhere in a hemispherical field of view. The other end of 
the fiber bundle connects to a photodetector tube (PMT) that detects the laser pulses. 

The time transfer system's ability to resolve sub-nanosecond intervals results from a high
precision space-qualified event timer developed at the Los Alamos National Laboratory that 
is capable of timing with a resolution of 10 ps. The output pulse from the photodetector 
is sent to a constant-fraction discriminator (CFD), which produces a pulse whose shape is 
largely independent of the input pulse amplitude[3, 4, 51. This property of the CFD reduces the 
variation in triggering time that would otherwise result from the orders-of-magnitude variation 
in laser pulse intensity that can result from changes in atmospheric conditions and in spacecraft 
attitude and altitude. 

The CFD's output pulse goes to the time interpolator[6, 7), which is a combined digital and 
analog hybrid circuit that has the effect of subdividing the period of a 100 MHz clock signal 
by a factor of 1000. When a pulse triggers the time interpolator, a constant current Ie charges 
a capacitor until the next clock edge arrives. The capacitor is then discharged by a second 
constant current Id = IJ1000, and the discharge time is measured in terms of clock periods. 
By this technique the interpolator divides the 10 ns clock period into 1000 "bins", providing 10 
ps resolution. 

We have built and tested engineering models of the photomultiplier and event timer circuits. 
Measurements of the interpolator's integral linearity, which measures the total timing error 
for any bin compared to an ideal perfect interpolator, are shown in Figure 6. The maximum 
excursion of the integral linearity is less than 10 ps, with test-to-test repeatability of less than 
1 ps, and variation of less than 5 ps in any bin from lOOC to 30°C. The resulting systematic 
variations in measured time are repeatable and can be calibrated to a few picoseconds. 

DATA RETRIEVAL AND COMMAND 

Data from the dedicated experiment processor will be stored in a specially modified IBM 750-C 
laptop computer located within the Mir cabin. Data will be transferred daily for transmission 
to the Russian Space Agency's ground stations. 

The instrument's Dedicated Experiment Processor buffers telecommand signals exchanged 
between the HMC and the IBM 7S0-C. Pre-recorded command sequences, stored in the laptop 
will be executed by keystroke entry by a Russian Cosmonaut. These command sequences 
include the instrument power-up sequence, cavity resonator tuning, RF dissociator operating 
level, automated magnetic field measurement and functions for various diagnostic programs. 
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Questions and Answers 

PIERRE J-M UHRICH (BNM-LPTF, PARIS OBSERVATORY): In the frame of the 
FARO Project, we have not yet chosen the space vehicle, and your maser will be launched 
on a space vehicle, which is not a geo-stationary one. In that case, you have a problem with 
following the satellites. You don't think you will have any problems following the satellite by 
using your laser pulse? That's my first question. 

EDWARD M. MATTISON (SMITHSONIAN ASTROPHYSICAL OBSERVATORY): 
The worldwide laser ranging network does a lot of ranging to low-earth orbiting satellites. This 
is a little bit lower than they usually do, and there's a problem with tracking with a slew rate. 
But according to John Degnan at Goddard, there shouldn't be a problem. If I understand your 
question correctly. 

PIERRE J-M UHRICH (BNM-LPTF, PARIS OBSERVATORY): Maybe we'll talk about 
this later. 

EDWARD M. MATTISON (SMITHSONIAN ASTROPHYSICAL OBSERVATORY): 
As Christian said, you'll only see the satellite for maybe five minutes at a time. But, there is 
not an operational problem in following the spacecraft. Because it's low, you get a huge signal. 
There's not a problem with intensity. 

PIERRE J-M UHRICH (BNM-LPTF, PARIS OBSERVATORY): The second point is 
that unfortunately laser links between the earth and satellites are sometimes subjected to 
perturbation and sometimes you have clouds over the countries. So there is a need - and 
this is also the case for the FARO Project - there is a need for a radio-wave link between 
the space vehicle and the ground. And as far as I know, you intend to do a radio-wave link. 
Could you comment on this? 

EDWARD M. MATTISON (SMITHSONIAN ASTROPHYSICAL OBSERVATORY): 
We have in the past proposed an experiment "STFT," Satellite Time and Frequency Transk:, 
that uses a radio link with a pseudorandom code modulated signal to establish phase and to 
compare time. Frankly, we didn't have the money in this experiment to implement that. So, 
that would be an alternative method of transferring time. 

You're absolutely right, we are limited by clouds, by weather; and that is the interest in having, 
for example, GPS as an absolute farout backup; but, of course, it doesn't give the kind of 
precision that we can get with the laser ranging. We could get, at best, 30 to 50 nanoseconds 
instead of on the order of 100 picoseconds resolution. 

C. ANDY WU (THE AEROSPACE CORPORATION): What is the size and the power 
consumption required for this device? 

EDWARD M. MATTISON (SMITHSONIAN ASTROPHYSICAL OBSERVATORY): 
The maser itself is about "that" big. The entire experiment includes the maser, its electronics; 
it's all housed in basically a cylindrical structure that is roughly a meter and a half long and 
about three-quarters of a meter in diameter; and the mass is currently 200 kilograms. That 
includes the outer structure, battery pack, which was necessitated by being on year, and a 
variety of other things. 
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Abstract 

The inte17UJtional reference time scale TAl computed by the BIPM relies on a weighted average 
of data from a large number of atomic clocks. In it, the weight attributed to a given clock depends 
on its long-term stability. In this paper the TAl algorithm is used as the basis for a discussion 
of how to implement an upper limit of weight for clocks contributing to the ensemble time. This 
problem is approached through the comparison of two different techniques: 

• In one case, a maximum relative weight is fixed: no individual clock can contribute more 
than a given fraction to the resulting time scale. The weight of each clock is then adjusted 
according to the qualities of the whole set of contributing elements. 

• In the other case, a parameter characteristic of frequency stability is chosen: no individual 
clock can appear more stable than the stated limit. This is equivalent to choosing an absolute 
limit of weight and attributing this to the most stable clocks independently of the other elements 
of the ensemble. 

The first technique is more robust than the second and automatically optimiz.es the stability of the 
resulting time scale, but leads to a more complicated computation. The second technique has been 
used in the TAl «lgorithm since the very beginning. 

Careful analysis of tests on real clock data shows that improvement of the stability of the time 
scale requires revision from time to time of the fixed value chosen for the upper limit of absolute 
weight. In particular, we present results which confirm the decision of the CCDS Working Group 
on TAl to increase the absolute upper limit by a factor 2.5. We also show that the use of an upper 
relative contribution further helps to improve the stability and may be a useful step towards better 
use of the massive ensemble of HP S07IA clocks now contributing to TAl. 

1 INTRODUCTION 

The Bureau International des Poids et Mesures, BIPM, is responsible for the generation of 
worldwide reference time scales, among them International Atomic Time, TAl, and Coordinated 
Universal Time, UTe. The TAl relies basically on measurements taken from commercial atomic 
clocks and primary frequency standards maintained in national timing centers. Since 1977, the 
procedure used for combining these data has been carried out in two steps: 
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• The first step in the generation of TAl is the computation of the free atomic time scale, 
EAL (echelle atomique libre), obtained as a weighted average of a large number N 
of free-running and independent atomic clocks spread worldwide. The corresponding 
algorithm, ALGOS, is optimized for long-term stability and postprocesses measurements 
taken over a basic sample period of T = 60 d[l, 2, 3]. 

• In a second step, TAl is derived from EAL by frequency steering with the aim of 
maintaining the accuracy of its scale unit. The steering corrections, determined by 
comparing the EAL frequency with primary frequency standards, are of the same order 
of magnitude as the EAL instability[4, 5]. 

The relative weight Wi attributed to a given clock Hi reflects its long-term stability. It uses 
clock measurements covering a full year and is designed to deweight both clocks which are 
highly sensitive to seasonal changes and hydrogen masers which show a large frequency drift. 
In practice, Wi is proportional to the reciprocal of the individual classical variance 0';(6, T) 
computed from the frequencies of the clock, relative to EAL, estimated over the current 60-day 
interval and over the past five consecutive 60-day intervals. The Wi are numbers between 0 
and 1, often expressed as a percentage, which add to lover the full set of clocks. They are 
computed using a temporary value WiTEMP given by: 

(1) 

The usual problem in such a design is that if one of the contributing clocks is much more stable 
than others it makes an ever more important relative contribution to the resulting time scale, 
and finally dominates it. Similarly, a small group may become dominant. This threatens the 
reliability of the time scale and leads to large instability if one of the high-weighted clocks fails. 
One of the theoretical solutions to this problem is to set an upper limit of weight. In practice 
there exist two different possibilities for implementing this limit: one can choose a minimum 
value O''itIN for the variance 0';(6, T) of any individual clock, or a maximum value WMAX for 
the relative contribution Wi of any individual clock. These two solutions are not equivalent as 
shown in the following. 

In ALGOS, the weight limit has always been chosen following the first of the possibilities 
described here. However, as the quality of the clocks contributing to EAL rapidly evolves, it 
is necessary to update the value chosen for the upper limit, and to examine alternatives. 

2 UPPER LIMIT OF WEIGHTS IN THE PRESENT EAL COM
PUTATION 

In the present ALGOS configuration, the individual clock contribution is limited by setting a 
maximum individual stability, characterized by a minimum value, cr'itIN' of the classical variance 
computed from six consecutive 60-day frequencies of clock Hi, relative to EAL. This condition 
is written in the form: 
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if u;(6, T) ~ utIN' then u;(6, T) = utIN , (2) 

which means that some of the stability that could be brought to the resulting time scale by 
clocks for which u;(6, T) ::; ulIN is given up for sake of reliability. 

Table 1 gives values of UMIN used to produce different time scales, published or analyzed for 
tests, with ALGOS: for example, since 2 May 1995, the value of UMIN has been set at 2 ns/d. 

Period of Computation Time scale PMAX UMIN, (ns/d) UyMIN(T), 10 ~14 

1 Jan 88 - 2 May 95 EAL 1000 V10 2.11 
2 May 95 - still valid EAL 2500 2 1.34 

Mar 92 - Jun 95 E5000 5000 v'2 0.94 
Mar 92 - Jun 95 E10000 10000 1 0.67 

Table 1 Values of UMIN used to produce different time scales with ALGOS: EAL 
(published), and E5000 and E10000 (analyzed in this paper). The corresponding upper 
limit of weight, PMAX is deduced from (8) and the minimum Allan deviation, UyMIN(T), 
is related to UMIN through uyMIN(T) = UMIN/v'3 assuming random walk frequency 
modulation of clocks over the averaging time T = 60 d[3) 

An objective criterion to safeguard EAL against abrupt steps of clock frequencies is also 
required. For each clock Hi the average iii and the variance u;(5, T) of the frequencies Yi 
over the last five 60-day intervals, are first computed. Assuming a random walk frequency 
modulation, a six sample variance s;(6, T) is calculated using the two criteria: 

s;(6, T) = (6/5)u;(5, T), and 

if s;(6, T) ::; utIN' then s;(6, T) = ut IN . 

Abnormal behavior of clock Hi is considered to occur if, over the interval of computation, 

In this case the weight of clock Hi is set to zero. 

(3) 

(4) 

(5) 

Equation (4) is a direct consequence of using the criterion of maximum stability expressed in 
(2). It has the effect that the weight of a clock which is more stable than the allowed maximum 
is not necessarily turned to zero even if it experiences a frequency step greater than 3Si(6, T). 
Such a clock is given a "reserve of stability" which allows it to be maintained close to the 
upper weight even although its stability has degraded. The result is that the ratio in (5) is not 
independent of the choice of the value of UMIN. 

Although an absolute value for UMIN is fixed over a number of years, the maximum contribution 
of any individual clock WMAX fluctuates with time according to the global quality of the whole 
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ensemble of clocks. This is shown in Figure 1 for the period January 1988 - April 1995 during 
which UMIN remained constant (see Table 1): WMAX has decreased since mid-1990 and has 
remained below 1% since mid-1993, following the massive input from the newly designed HP 
5071A clocks which show outstanding long-term stability. The value of WMAX thus cannot be 
deduced uniquely from the value of UMIN and a better way to represent UMIN is to introduce 
an absolute weight Pi rather than a relative weight Wi. There exists an infinity of choices for 
the definition of the absolute weight Pi, which allow Pi to be inversely proportional to u1(6, T) 
and: 

[ 

N -1 

Wi = Pi '?=Pi] . 
,=1 

In practice, the weight Pi is computed in terms of a temporary value PiTEMP according to: 

10000 2. ' 2 
PiTEMP = ~( T)' where Ui (6, T) IS expressed in (ns/d) . 

u, 6, 

It follows that there exists a maximum value for the absolute weight defined by: 

10000 2 2 
PMAX = -2 -, where UMIN isexpressed in (ns/d) . 

uMIN 

(6) 

(7) 

(8) 

For example, since 2 May 1995, the value of PMAX has been fixed at 2500. For the 60 day 
interval of computation May-June 1995, 172 clocks contributed to TAL Of these, 93 showed a 
stability better than the stated limit (UMIN = 2 ns/d) and thus received the maximum absolute 
weight PMAX. Each of these clocks contributed a weight of 0.92% to the ensemble. 

The absolute weight Pi of each clock Hi is deduced from (5), (7) and (8): it is zero, PiTEMP 

or PMAX independent of the other clocks of the ensemble. The set of relative weights Wi is 
then obtained using (6). 

It is not an easy task to fix the value of (JMIN: to make the system reliable a sufficient number 
of clocks should reach the limit, but some discrimination should be exercised, even among the 
best clocks. The choice is thus empirical and should evolve with time as the global quality of 
data improves. For example, faced with the massive input to the EAL computation of data 
from the very stable HP 5071A units, the CCDS Working Group on TAl decided to increase 
PMAX a factor of 2.5, a decision which was applied on 2 May 1995[6J. The distribution of the 
absolute weights attnbuted through ALGOS is illustrated in Figure 2 for the two consecutive 
60 day intervals March-April 1995 and May-June 1995. In each histogram four sets of clocks 
are distinguished: 

• clocks with null weight resulting from abnormal behavior, 

• clocks with a small weight, less than 20% of PMAX, but not null, 
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• clocks with a non-negligible weight, less than PMAX but greater than 20% of PMAX, and 

• clocks at PMAX. 

The agreed increase in PMAX took place between the two 60 day intervals under study, although 
the clocks themselves were nearly unchanged. The figure shows t~at the increase of PM AX helps ' 
to equililirate the distribution of weights: very stable clocks experience stronger discrimination, 
the detection of abnormal behavior operates more often and intermediate weights are attributed 
to a larger amount of clocks. All these features improve the stability of the resulting time 
scale. 

The choice of the value of O'MIN should also reflect the physical characteristics of the contnbuting 
clocks. The Allan deviations O'yMIN(T = 60 d) corresponding to the different values of O'MIN 

which have been used or tested are given in Table 1. The value of O'yMIN(T) corresponding to 
PMAX = 2500 is small for most of the cesium clocks which are not HP 5071A units: these may 
not be stable enough to reach the maximum weight. This is not the case for the HP 5071A 
units. In Figure 3 values of O'yMIN(T) are compared with Allan deviations for the least stable 
HP 5071A unit to contribute to EAL. It may be seen that this particular clock can hardly reach 
PMAX = 5000 and cannot reach PMAX = 10000. Most HP 5071A clocks present a flicker floor 
at 6 x 10-15 for averaging times ranging from 20 d to 40 d; to discriminate between the best 
units thus calls for values of PMAX larger than 10000 or for an alternative way of choosing the 
upper limit. 

3 ALTERNATIVE CHOICE FOR THE UPPER LIMIT 
OF WEIGHTS IN EAL COMPUTATION 

Another way to limit individual clock contnbutions is to choose a value of WMAX, expressed 
as a fraction (percentage or number between 0 and 1). In this case no criterion exists for 
individual clock stability and the weight computation requires a two-step iterative procedure: 

• A first set of iterations starts from (1). In each, a cut is made at WMAX and the temporary 
weights are normalized. Several iterations are necessary because each normalization 
increases the temporary weight of those clocks which have not reached WMAX and may 
thus lead to another cut. This first set of iterations is convergent: it ends when no more 
cuts are necessary. It follows that there exists one particular clock which is the last to 
reach WMAX in the iteration process. This clock is the least stable at WMAX and the 
variance characteristic of its stability 0';(6, T) is the minimum allowed in the ensemble of 
clocks at WMAX . It thus plays the role of O']./IN defined in 2. The criterion for detection 
of abnormal behavior can thus operate according to (5). This process affects a number 
of clocks taken from the whole set with either WiTEMP = WMAX or WiTEMP < WMAX(3) • 

• A second set of iterations should then be run to normalize the data and cut off the new 
temporary relative weights obtained after detection of abnormal behavior. This second 
set of iterations is also convergent: it delivers a set of nonnalized relative weights making 
it possible to compute the weighted average. 
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The important feature of this process is that it does not independently assign a weight to each 
clock. Rather the set of clocks is treated globally. Another way to consider this point is to 
note that the value of (1MIN, the minimum stability required to reach the upper relative weight, 
is not fixed as in the case of the current ALGOS. It is free to fluctuate: if the global stability 
of the clocks is improving, the value of (1MIN decreases and the criterion of reaching WMAX 

becomes more difficult to satisfy. There is thus an automatic discrimination among the best 
clocks which improves the stability of the time scale. In the case of the current ALGOS this 
must be done "by hand", through a change of PMAX. 

The choice of the value of WMAX is empirical, as was the choice of (1MIN in the current 
ALGOS. If we had to implement this new choice for EAL computation at a given date, the 
most reasonable solution for the choice of WMAX would be that giving the best continuity. This 
could be realized by setting WMAX to the value it would have had over the current 60 day 
interval if the computation had been done with the current ALGOS. 

4 TESTS ON REAL DATA 

In this section five different time scales are compared. They are all computed by running the 
algorithm ALGOS over real clock data, but differ in the way of implementing the upper limit 
of weight and in its value. They are: 

• EAL with PMAX = 1000 over the period March 1992 - April 1995, 

• E2500 with PMAX = 2500 over the period March 1992 - June 1995, 

• E5000 with PMAX = 5000 over the period March 1992 - June 1995, 

• E10000 with PMAX = 10000 over the period March 1992 - June 1995, 

• ER with PMAX = 1.37% over the period January 1993 - June 1995. 

The EAL is the free atomic time scale which was effectively the first step in the calculation of 
the published TAl over the period March 1992 - April 1995, just before the implementation 
of PMAX = 2500 on 2 May 1995. For E2500, E5OO0 and E1OO00, the value of PMAX is simply 
increased. The ER scale is computed using a maximum relative contribution, as explained 
in Section 3. The period of computation is chosen to cover the two years in which large 
numbers of HP 5071A clocks entered the TAl ensemble. The value of PMAX is held constant 
throughout the period of computation, its value being 1.37%, the value of the maximum relative 
weight assigned to clocks in the EAL computation, with PMAX = 1000, in the 60 day interval 
January-February 1993. The ER and the EAL are thus very close to one another over this 
particular interval. 

Figure 4 shows the comparative variation with time of the number of clocks reaching the 
maximum weight for the five time scales under study. Four different 60 day intervals are 
chosen, March - April 1992, 1993, 1994 and 1995, and three clock types are distinguished: 
hydrogen masers, HP 5071A clocks and other cesium clocks. It follows that: 
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• The number of HP 5071A clocks reaching the maximum weight increases with time for 
the five time scales under study. 

• Nearly all HP 5071A clocks are weighted at the maximum absolute weight PMAX, inde
pendent of the value of PMAX, as soon they enter the ensemble. 

• Increasing the value of PMAX yields a decrease in the number of highly weighted hydrogen 
masers and cesium clocks which are not of the HP 5071A type. 

• The time scale ER which was initiated in January - February 1993 is very close to EAL 
for its first 60 day intervals of computation so, for each clock type, the number of clocks 
at the upper weight is identical for EAL and ER for the period March - April 1993. 

• The use of a constant value of WMAX in ER produces a discrimination with time among 
hydrogen masers and those cesium clocks which are not of the HP 5071A type, similar to 
that obtained by increasing PMAX. However, it also discriminates among the HP 5071A 
clocks, only maintaining the best of them at WM AX. The discrimination is more important 
than in the case of E10000 for which the value of PM AX was already multiplied by a factor 
10 relative to the value of PMAX used in the pubHshed EAL. 

It follows that increasing PMAX or fixing WMAX makes the algorithm more sensitive to the 
frequency drift of hydrogen masers and to the instability of cesium clocks which are not of 
the HP 5071A design. In addition, the use of a constant WMAX provides some discrimination 
among lIP 5071A units as they progressively enter the ensemble. 

It is difficult to set an objective criterion to test the reliability of the time scale. Intuitively, 
reliability is ensured if a sufficient fraction of the total number of clocks reaches the upper 
limit of weight and if this fraction does not vary too much. The fraction is given in Table 2 
for the four 60-day intervals already chosen for Figure 4. The time scale ER appears to be 
the most reliable among the five under test: 

• The fraction of clocks at the upper limit of weight increased rapidly with time for the 
four time scales which use an absolute upper limit, while it remains nearly constant at a 
value close to 25% when a relative upper limit is used. 

• Less than 12% of the clocks reached the upper weight during the first eighteen months of 
computation of E5000 and E10oo0, so these two time scales are not sufficiently reliable. 

• May 1995 was a good time to increase the value of PMAX in EAL by a factor 2.5. Indeed 
as more than half of the clocks were at upper limit of weight, a stronger discrimination 
was necessary. 
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Interval EAL E2500 E5000 E10000 ER 
Mar-Apr 92 18.3% 9.1% 5.1% 4.6% 
Mar-Apr 93 23.5% 12.9% 7.8% 5.1% 22.6% 
Mar-Apr 94 40.3% 32.1% 28.0% 24.4% 25.8% 
Mar-Apr 95 52.1% 43.1% 38.0% 32.4% 28.2% 
Table 2 Ratio of the number of clocks at upper weight to the total 
number of clocks (expressed as a percentage) for the computation of 
five different time scales. 

Figure 5 shows the variation with time of the relative weight of a clock reaching PMAX for the 
four values of PMAX under study. The limit WMAX = 1.37% is also indicated. The individual 
maximum relative weight varies much more with time for PMAX = 10000 than for smaller values. 
A convergence may be seen for the three last 60 day intervals, from November - December 
1994 to March - April 1995, towards values between 0.7% and 1.2% for all values of PMAX. 

These are too small relative to the value of 1.37% for WMAX which delivered the most reliable 
time scale in the period under study. 

Values of the Allan deviation O"y(r) have been computed by application of the N-cornered hat 
technique to data obtained in comparisons between EAL, or E2500, or E5000, or E10000, or 
ER and five of the best independent time scales in the world maintained at the NIST (Boulder, 
Colorado, USA), the VNIIFTRI (Moscow, Russia), the USNO (Washington DC, USA). the 
PTB and the LPTF (Paris, France). They are given in Table 3, and shown graphically in Figure 
6 for EAL. E2500 and ER. 

U,,(T) 
T= 10 d T=20 d T=40d T= 80 d T = 160 d 

EAV 4.0 x 10 -II> 3.4 x 10 -I:> 3.1 x 10 -}:> 3.7 x 10 -}:'> 4.6 X lO- I :> 

E250Cf 3.7 x 10 -II> 2.8 x 10 -}:'> 2.5 x 10 -}:'> 3_1 x 10 -}:'> 3.9 X 1O-}:'> 

E500Cf 3.7 x 10 -ID 2.7 x 10 -ID 2.3 x 10 -ll> 3.1 x 10 -ll> 4.4 x 10 -ID 

E10000:': 3.4 x 10 -ID 2.5 x 10 -ID 2.1 x 10 -ID 3.1 x 10 -ll> 4.8 x 10 -ID 

ER;l 2.8 x 10 -ID 2.0 x 10 -Il> 2.0 x 10 -ID 2.6 x 10 -1:' 

Table 3 Values of the Allan deviation Uy(T) computed for five time scales under 
study by application of the N-cornered hat technique, using data covering the 
periods: IJanuary 1993 - April 1995, 2January 1993 - June 1995, 3July 1993 -
June 1995. 

The time scale ER is obviously the most stable, with a flicker floor of 2 parts in 1015. In 
addition, one can clearly see typical frequency noise: white frequency noise for r between 10 d 
and 20 d and random walk frequency modulation for r between 40 d and 80 d. Unfortunately, 
not enough data are available to allow a safe estimation of the stability of ER at longer 
averaging times. 

The time scale E2500 shows better stability than EAL for all averaging times. It was thus 
justified to increase PMAX from _1000 to 2500 in May 1995. 

The noise characteristics of EAL and E2500 are not as pure as those for ER, probably due 
to residual systematic effects. In particular, Table 3 shows that the O"y(r) values obtained for 
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E2500, E5000 and E10000 with T = 80 d are identical: a limit of about 3.1 x 10-15 seems to have 
been reached. This suggests the presence of a 'bump' of the type which characterizes a seasonal 
frequency dependence, an effect which was not apparent in EAL but is revealed by increasing 
PMAX. Notice also that this seasonal effect decreases for ER with 0'1I(r = 80 d) = 2.6 X 10-15 . 

5 CONCLUSIONS 

From the beginning, an absolute upper limit of weight has been set in computation of the 
free atomic time scale EAL. This has the effect that the stability of the most stable clocks is 
artificially degraded, their characteristic frequency variances being limited to a minimum value. 
This technique is very simple to put in operation since the weight attributed to a given clock 
reflects its own behavior independent of the other participating clocks. However, from time to 
time it is necessary to adapt the value chosen for the minimum variance to match the global 
quality of the clock ensemble. After tests carned out at the BIPM on real clock data covering 
the last few years, the CCDS Working Group on TAl decided in March 1995 to reduce the 
minimum variance by a factor 2.5, an action implemented in the EAL computation on 2 May 
1995. This change helps to improve the stability of the resulting time scale by discriminating 
among participating hydrogen masers and those commercial cesium clocks which are not newly 
designed lIP 5071A units. 

More generally, an upper limit of weight could be set for the maximum relative contribution 
from anyone clock. The corresponding weighting procedure is more complicated, since the 
weight of each clock should be adjusted according to the quality of the whole set of contnbuting 
elements, but it gives very encouraging results. With the progressive entrance of very stable 
clocks, such as the HP 5071A units, fixing an upper limit of relative weight removes from 
the highest weight category some of those with the weakest stability. This technique is robust 
and automatically leads to a time scale more stable than the equivalent one computed with a 
maximum absolute weight. Tests carried out on real clock data covering 1993, 1994, and the 
beginning of 1995 largely confirm this result, showing a flicker floor level of the resulting time 
scale at the level of 2 parts in 1015 and a reduction of all systematic effects. These results 
suggest that the stability of the international reference time scale TAl could be improved by 
setting an upper relative contnbution for individual contributing clocks. 
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Figure 1: Variation with time of the maximum relative contribution (W.A)( of an individual 
clock in EAL computation for the period January 1988 - April 1995 ( OMIN = 2 ns I d). 
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Figure 2: Histograms showing the distribution of clocks assigned a weight Pi for two 
consecutive 60 day intervals of 1995: March - April 1995 (pw:x = 1000, 181 clocks 
are weighted) and May - June 1995 (pw:x = 2500, 170 clocks are weighted ). 
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Figure 6: Variation with the averaging time, of the Allan standard deviation O'y (1') 
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Questions and Answers 

DR. GERNOT WINKLER (USNO, RETIRED): I remember that the original argument 
in favor of maximizing of setting a limit to the maximum weight has been the concern, that 
that time scale should not become dep,endent on a few very good performers. So it was a 
question of reliability and robustness. I think that's a very important point. 

On the other hand, if you increase relative weight or go, as you said, with your ER scale and 
you still have about 25 percent of your clocks reaching that upper limit, that seems to be an 
entirely acceptable compromise. Do you agree? 

CLAUDINE THOMAS (BIPM): Yes, I completely agree. 

SERGEY V. ERMOLIN (HEWLETT-PACKARD CO.): My question is about the 
lower limit of stability. Why do you set a lower limit and artificially bring in the poorer 
performance clock to this lower limit to include it into the scale? 

CLAUDINE THOMAS (BIPM): I'm not sure what you mean . 

SERGEY V. ERMOLIN (HEWLETT-PACKARD CO.): Well, if I understood it cor
rectly, you set a lower limit of stability, which was about, I think, 10 nanoseconds per day; and 
then you saved the clock below 10 nanoseconds per day. You still made it 10 nanoseconds per 
day. It seems to me that for you to include this inferior clock, you artificially bring the stability 
of the clock up. Why do you do it? 

CLAUDINE THOMAS (BIPM): We do that because it is absolutely necessary to do that; 
because, if one clock was much more stable than others, it would, during time, when time is 
passing, completely dominate the time scale. That's what we cannot accept; because, if this 
clock fails, we would have a time step in our time scale. 

Of course, we are losing stability for some very, very good clocks. It is a compromise, you 
know. We must improve the stability, so use the best clocks. But, on the other side, we must 
not have only one or a very small ensemble of clocks completely dominating the time scale. It 
is not possible because of availability. So it's a compromise. 

SERGEY V. ERMOLIN (HEWLETT-PACKARD CO.): Ye~, I understand it. I'm not 
sure I stated my question right. You also have clocks with bad performance which, on YOUi 

report, you assign a higher stability. 

CLAUDINE THOMAS (BIPM): You mean clocks with bad performance? 

SERGEY V. ERMOLIN (HEWLETT-PACKARD CO.): Yes. 

CLAUDINE THOMAS (BIPM): Which was reaching the limit, you mean? 

SERGEY V. ERMOLIN (HEWLETT-PACKARD CO.): Yes, a lower unit. 

CLAUDINE THOMAS (BIPM): I'm not sure I understand. Well, what I showed, this clock 
was maybe a bad clock for this kind of clock. But it's already a very good clock, it was below 
10-14 . 

ALBERT KIRK (JPL): Do you only consider measured performance data? Or do you also 
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use as an input reported discontinuities on these clocks, that are reported to you from around 
the world? 

CLAUDINE THOMAS (BIPM): Do you mean if we are only using real clock data? 

ALBERT KIRK (JPL): I mean, suppose somebody makes a small frequency adjustment of 
a few parts in 1014. 

CLAUDINE THOMAS (BIPM): We take these things into account - - -

ALBERT KIRK (JPL): If they are reported only. 

CLAUDINE THOMAS (BIPM): If they are reported. We are asking people to report such 
operation. And if we see something which has not been reported, we ask people if they did 
something on their clock. So we try to monitor all these things the best we can, of course. 
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TUTORIAL: 
CLOCK AND CLOCK SYSTEMS 

PERFORMANCE MEASURES 

Introd uction 

David W. Allan 
Allan's TIME 

This tutorial contains basic material - familiar to many. : This will be used as a f~)Undation 
upon which we will build - bringing forth some new material and equations that have been 
developed especially for this tutorial. These will provide increased understanding toward 
parameter estimation of clock and clock system's performance. 

There is a very important ITU Handbook being prepared at this tim,> which goes much further 
than this tutorial has time to do. r highly recommend it as an excellent resource document. The 
final draft is just now being cOQlpleted, and it should be ready late in 1996. It is an outstanding 
handbook; Dr. Sydnor proposed it to the ITU-R several years ago, and is the editor with my 
assistance. We have some of the best contributors in the community from around the world 
who have written the ten chapters in this handbook. The title of the Handbook is, "Selection 
and use of Precise Frequency and Time Systems." It will be available from the ITU secretariat 
in Geneva, Switzerland, but NAVTEC Seminars also plans to be a distributor. 

Definitions and Concepts 

If we ask the very simple question, "What is a clock?" We discover that essentially all clocks 
can be considered two-part devices: a resonator or frequency source and counter or divider for 
keeping track of the number of 'oscillations. As an example, we have the definition of a second: 
when 9,192,631,770 oscillations occur of the photon associated with the quantum ground-state 
of the cesium-133 atom, we have a second. The electronics for counting are more sophisticated 
than for the ordinary clock, but the concepts are the same. 

Given this concept, it is important to remember that the counter (divider) will always deteriorate 
the signal. In other words, the phase noise of the sine wave of the source, for exampI..:, 
will be more stable than the clock's output. We will come back to this when we talk about 
measurement noise and optimization algorithms. 

Consider another very important concept: If we have two clocks, we feel obligated to ask the 
question, which is correct under the basic statistical theorem that every clock disagrees with 
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every other clock? The disagreement may be very small, but they will always disagree except at 
most an instant. In fact, you can make the very strong statement that it is impossible to have 
two clocks perfectly synchronized, except at an instant, because of noise . So, you can never 
have two clocks perfectly synchronized on a continuous basis. 

In a fundamental sense, what is the difference between frequency and time? We can talk about 
frequency in an absolute sense as in the definition of the second. Time is not absolute. It 
is an artifact - depending on when we set the integrator as we started counting seconds, for 
example. Independently, a frequency standard built in Braunschweig, Germany will agree with 
one built in Boulder, Colorado within their accuracy limits because they are based on .the same 

I 

fundamental phenomena within physics. 

Time, on the other hand, depends upon when you set the integrator for counting the seconds. 
Hence, two clocks may be arbitrarily different in their readings. There is no absolute time with 
which to compare ,a clock. 

Figure 5 compartmentalizes the perceived causes of clock deviations into four areas: 

• 1) How we process the data is very important. Clock performance can be made worse 
by improper processing. 

• 2) The measurement noise limits our ability to see the true performance of a clock. A 
classic example is GPS SA. If it were turned off, the venetian blinds would go up, and 
we would be able to see the GPS satellite clocks very clearly. The measurement noise 
should always be considered; it may be negligible compared to the clock noise, but often 
it is not. 

• 3) Every clock has intrinsic mechanisms which perturb its output time. By nature it is 
convenient to have two sub-categories for the intrinsic clock perturbations - typically 
denoted by the random variations and by the systematic variations. Random and systematic 
variations also occur in measurement systems as well as in the environmental perturbations. 
The environment perturbations can look like a random process, depending upon how it 
couples into the clock. And 

• 4) the environmental perturbations often adversely impact the long-term performance of a 
clock. Clearly, it is desirable to design to minimize the environmental perturbing effects. 

Let us now review some fundamental clock concepts (see Figure 6) A working definition of 
time is the apparent reading of a clock. Synchronization is to have two or more clocks with 
the same apparent time reading. In principle, this has to be within some level of uncertainty 
since every clock disagrees with every other clock except at most an instant. Syntonization is to 
have two or more clocks with the same apparent rate. In the telecommunication industry, they 
word "synchronization" is often used when, in fact, what is meant is "syntonization." These 
are two different useful concepts, and if lIsed properly can help avoid a lot of confusion in 
specifications and in system performance descriptions. Syntonization also needs to be specified 
with an uncertainty. 
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Simultaneity doesn't really require a clock. Here two or mo~e events vccur at the same moment, 
as perceived in some reference frame . 

The environmental elements which we often see that perturb clocks are listed in Figure 7. This 
list contains some of the more important ones. One of the fundamental breakthroughs wit ~ l 

the HP model S07lA cesium clock is that by active electronic control and feedback the dfed 
of the environment can be greatly reduced. This approach has improved the long-term stability 
by more than an order of magnitude ' over other models. 

There is a new IEEE standard, 1193-1994, which gives guideUnes for the measurement of 
environmental sensitivities. Later, we will use some of the messages from this standard. This 
standard is another good reference document. The place to order it is shown in Figure 8. 

Measurement Models, Terminology and Concepts 

Figure 9 shows the usual model for an oscillator's output. The frequency, v(t), always varies 
with time; hence, its period, T(t), also varies. One of our main goals in this tutorial is to 
clearly and in a parsimonious way quantify these va.riations so that there is good communication 
between the vendor and the user, and so that the designer or planner may work effectively 
and efficiently. The output need not always be a sine wave. The following . characterization 
procedures have been kept general enough to work as well for squar\.. wave or for any periodic 
signal. But since sine waves are fundamental to nature, this is the common representation. 

Using the sine-wave as a conceptual model, we usually have a nominal frequency at which the 
standard is designed to work, // 0. By definition it does not vary with time. We then use ¢(t) to 
denote all the phase variations around the. nominal accumulated phase, 27rvot. The cycles of an 
oscillator are counted to create a clock. Again, the divider noise will degrade the signal from 
the oscillator. Hence, without some special filtering, the integrated clock noise will always be 
greater than the integrated oscillator noise. 

As illustrated in Figure 10, what is measured in practice is never the time of a clock, since we 
have no absplute reference with which to measure it alone. What, in fact is measured is the time 
difference between two clocks. The time difference can be measured with arbitrary precision. 
Today there exists instrumentation which can measure time differences at the femtosecond level 
using the carrier phase. 

Figure 11 shows the normalized representation of frequency offset y(t). This is a dimensionless 
quantity which is simply defined as the free-running frequency, v(t) of the clock, minus its 
nominal frequency, .//o, all divided by the nominal frequency. Even though this is a conceptual 
value, in practice it is very useful because //0 can be the reference oscillator of the pair being 
measured. In addition, there is the big advantage that y(t) is a small number compared to 
// (t). Conceptually y(t) represents the offset from the ideal. It is oiLn referred to as parts in 
1010, for example, or equivalently 1 x 10-1°. 
On the other hand, the time offset, x(t), is the exact integral of the frequency offset, y(t'), 
integrated from 0 to t .. It also can be written exactly in terms of the ¢(t) shown in Figure 9, 

x(t) = tJ~~. We often talk about time deviations or phase deviations interchangeably, and since 
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they are directly proportional this is okay. 

Because of the integral relationship shown in Figure 11, the fractional frequency offset, y(t) is 
the time derivative of the time offset. Hence, the slope on a phase plot is proportional to the 
frequency offset. 

Figure 12 gives a simple parsimonious model for the time offset or time error of a clock. The 
first term represents the synchronization error, Xo. The second term contains the syntonization 
error, Yo. It gets multiplied by the running time to calculate its effect on the total time error. 
The third term contains the linear frequency drift. Its dimensions will be fractional frequency 
change per unit time interval, per second or per day, as example~. All of the rest of the 
deviations are included in €(t). Here, we often ,hide a multitude of sins! This last term, 
for example, could represent all of the effects due to environmental perturbations while also 
containing the random noise deviations. In addition, it may contain side-band components due 
to diurnal effects, or to modulation or RFI. 

If we subtract off the effects of the first three systematic terms, then x( t) = €( t). Analyzing 
these residuals is very helpful in diagnosing the effects of the random and other perturbations 
on the clock. Once the level and kind of random perturbations are known, then optimum 
estimation procedures can be used to better estimate the systematic effects as well as being 
able to calculate optimum predictions, for example. 

Taking the derivative of the model equation in Figure 12 yields: y(t) = Yo + Dt + €(t). Writing 
the equation this way will be useful later as we get into optimum parameter estimation. 

Frequency and Time Accuracy and Stability 

Figure 13 shows an example of two very simple systematic situations: a positive frequency 
offset, and a negative frequency drift. The first drawing illustrates y( t) and the second one its 
integral, x(t). The constant frequency offset turns into a ramp for the time error, and the drift 
into a quadratic. We assume the same synchronization error (consta.it of integration) for both 
situations. 

In 1988, IEEE Standard 1139-1988 was published providing a recommended set of measures 
for time and frequency characterization. Figure 14 gives some of those measures from this 
standard. The exception is O"x(r), as it had not been developed at that time. Subsequently, it 
has been adopted by the telecommunications community and by the ITU-R. As we need them, 
we will describe the functionality of some of these measures. 

Figure 15 gives some time-domain definitions and some useful measures. For example, y(t) is 
a direct indicator of frequency accuracy if the reference, vo, is the definition of an agreed upon 
standard. Similarly, x( t) is a direct indicator of the time inaccuracy if it is taken with respect 
to UTe, which is the correct time by definition. The other three sigma measures shown are 
for determining the level and kind of instabilities, as will be shown later. 

As was mentioned before, the design of the relatively new HP 5071A cesium-beam clock was 
for increased accuracy and improved immunity to environmental perturbations - resulting in 
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greatly improved long term stability. Figure 16 is a histogram of yet) for the ,94 HP 5071A 
clocks contributing to TAI/UTC during 1994. Figure 17 shows the 311 total participating clocks 
during 1994 plotted with the same abscissa. It is apparent that the design goals have nicely 
been met. The accompanying paper gives more details as well as documenting the performance 
of TAI/UTC£1J. The introduction of the HP 5071A clocks, as Dr. Thomas has pointed out, is 
having a major impact toward improving the performance of International Atomic Time. 

In both Figures 16 and 17 the mean is significantly larger than the standard deviation of the 
mean. So in both cases the standards would not be considered in statistical control. Hence, 
the need for primary standards, so that calibrations with same can provide frequency accuracy; 
i.e. agreement with the definition of the second. 

Figure 18 a frequency stability diagram - using (jy(r) - showing the range of values available 
for most of the important clocks to our· community. This stability diagram is taken from an 
ITU-R document giving the characteristics of these clocks[ZI. QZ stands for quartz crystal 

oscillators, RB stands for rubidium-gas-cell frequency standards, CS stands for cesium-beam 
frequency standards, and HM stands for hydrogen-maser frequency standards. For CS stabmties, 
an extended line has been drawn in representing the improved long-term frequency stability of 
the relatively new HP 5071As. 

Figure 19 is a plot of the time accuracy of three time scales over the last approximately 200 days: 
UTC(NIST), UTC(OP), and UTC(USNO-MC). These three time scales are taken with respect 
to UTC, the official time for the world. By definition, how well a clock agrees with UTC is a 
measure of its true time accuracy. All three have been within nominally 100 nanoseconds for 
about the last half year. The time accuracy of many of the worlds time scales have improved 
significantly over the last three years. This has been primarily driven with the introduction of 
the HP 5071 As into these sundry time scales. 

One of the most significant challenges that a timing center has toward time accuracy is in 
predicting where UTC will be at the current time, because UTC is calculated and distributed 
about one and one-half months after the fact. Each country maintains its own real-time 
estimate of UTC - denoted UTC(i) for the ith timing center. Clearly, if UTC were available in 
real-time, it would be far simpler to have a high-level of time accuracy. Through international 
cooperation, this direction is being pursued. 

The limiting noise for the cesium clocks contributing to TAI/UTC is white-noise FM. The 
optimum RMS prediction error for this noise is rp(jy(rp), where rp is the prediction interval. 
For the USNO data over the last half of year, the RMS error is 6 ns. This is not the same as 
the standard deviation; the 6 ns is with respect to the truth, which is UTC by definition. 

An RMS error of 6 ns with rp = about 45 days implies that (jy(r1 ) ::; 1.5 X 10-15, since any 
prediction algorithm cannot be better than optimum. If the USNO ljme scale and UTC were 
independent, then this number would be directly related to the square root of the sum of th~ 
variances from each scale. The weight of the USNO clocks contributing to TAI/UTC is about 
40 percent. The effect of the bias of a time scale contributing is given approximately by 1/(1 -
weight). Hence, we can conclude that either of the two time scales is equal to or better than 
2.6 x 10-15 at r = 45 days, and one of the scales is better than this number divided by /2, or 
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than 1.8 x 10-15 . 

This level of stability represents a major advancement during the last three or four years. 
And again, it comes mainly as a result of the introduction of the HP 5071A clocks with their 
excellent environmental insensitivity. One would also conclude that the prediction algorithm 
used by USNO is very close to optimum. 

Random Processes, MO,dels and Measures 

Characterizing the random deviations in a clock's performance allows us to determine the 
noise type. ~owing the type of noise then allows us to design optimum parameter estimation 
procedures. Figure 20 illustrates tw6 very important types of noise. Since one flip of a coin 
is independent of the next flip, a series of flips generates a random and uncorrelated series. 
In other words, a flip of heads at one point in time has no bearing on whether the coin will 
come up heads or tails at another time. The spectral density of these flips is then a white-noise 
process. 

We can integrate these flips by talcing one step forward with heads and one step backwards with 
tails. Our displacement from the origin is now a random-walk process and has an j-2 spectral 
density. These same arguments are very analogous as to why the random time deviations 
out of most atomic clocks are a random-walk process. The atomic-clock servo hunts for the 
resonance frequency being limited by white noise in the search; the integral of these white 
frequency deviations generates a random-walk in the time deviations. Vice-veT'sa, if a derivative 
or first difference is taken of random-walk time deviations, the process turns into one with a 
white-noise spectrum. 

The HP 5071A is an excellent example of a clock with classical white-noise frequency spectrum 
over many decades of Fourier space. This kind of noise causes (/y(7) to go as 7-1/ 2, and 
for the high-performance model of this clock the white-noise behavior extends from about 10 · 
seconds to as long as 107 seconds in some cases with a performance :;pecification given by the 
top equation in Figure 21. Such behavior results in long-term stabilities well below 1 x 10- 14

• 

As also illustrated in Figure 21, whereas white-noise FM is the ideal classical noise for most 
atomic clocks, white PM is the ideal classical measurement noise. That measurement noise 
can, of course, contribute to t: (t.) in the general model equation for the time error between two 
clocks. 

As shown in Figure 22, typically five different noise processes are employed to model clocks, 
oscillators and measurement systems. These seem to be fairly basic in nature. Figure 23 gives 
the Fourier transformation relationships between the time-domain measures and the frequency
domain representation, as well as the region of applicability. Using these relationships and 
going back to Figure 17, one can see both the regions of applicability (from the different slopes 
corresponding to the f values) as well as the different levels of random variations. 

Figure 24 gives the abbreviation, the name and the mathematical expression for each of these 
three time-domain measures. Their square roots are: ADEY, MDEV and TDEY, respectively. 
The first two measures are explained in detail in NIST Technical Note 1337[3) and all three 
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in the upcoming ITU-R Handbook. The transformation coefficients from the time-domain to 
the frequency-domain or vice-ve1;sa (preserving the noise type and level) may be found in 
reference f4l and for AVAR and MVAR in NIST TN 1337. TVAR = T2Mod.0'~(T)/3 has been 
shown to be a very good measure for measurement system stability, network stability, and time 
dissemination stability. TVAR was developed after the publication of NIST TN 1337. 

Note that the equations for AVAR, MVAR and TVAR in Figure 24 are all represented in terms 
of a second difference of the time deviations, x. In the case of MVAR and TVAR, the x values 
making up the second difference are each averaged over a separate, but sequentially adjacent 
interval T - rather than being a time error measurement at a point as for AVAR. The effect 
of averaging the data in an appropriate way, applies a filter in the software so that it effectively 
modulates the bandwidth of the software processor. This bandwidth modulation removes the 
ambiguity associated with AVAR; i.e. AVAR has essentially the same slope (ft = -2) value, 
for either white-noise PM or for flicker-noise PM. MVAR and TVAR can distinguish between 
white-noise PM and flicker-noise PM - having different slopes when plotted logarithmically 
versus T. 

Applications of Optimum Para meter Estimation and Prediction 

As shown in Figure 25, optimum parameter estimation means that once a model parametu 
has been determined, the residuals around that parameter model have been minimized in a 
squared-error sense. Similarly, for prediction, the errors of prediction are minimized in a 
squared-error sense. Of course, both parameter estimation and prediction will depend upon 
the type and the level of the noise processes involved . Hence, knowing the noise type and 
level is essential for optimum parameter estimation and prediction. 

The statistical theorem given in Figure 26 is important, as well as useful and simple. In 
particular, it is useful for parameter estimation and for prediction. Since nature gives us white 
PM and white FM, this theorem is directly appHcab1e in these cases. In addition, the long-term 
performance of most clocks may be reasonably well modeled as a random-walk FM process; 
this is sometimes called white acceleration because the second derivative of x (d2x/dt2) has a 
white spectrum. Here again we may use the above theorem. 

lWo very important examples are the following. In Figure 21 it was pointed out that white 
FM is the classical noise for most atomic clocks, and white PM is the classical noise for an 
ideal time-difference measurement system. Hence, as illustrated in Figure 27, in the presence 
of white FM, AVAR is the optimum estimator of frequency change (or instability). This is true 
since each of the average frequencies, taken over an interval T, is the optimum estimate of 
frequency over that interval. Comparing an optimum with an optimum causes the difference 
to be an optimum estimate of the change. AVAR then is an RMS computation of this optimal 
estimate of change over the interval T. Similar arguments hold for TVAR in the presence 01 
white-noise PM making it an optimal estimate, in an RMS sense, of the change in the time 
each averaged over an interval T. 

Flicker models also are very common; they are more arduous to deal with, but filters have been 
designed that turn flicker residuals into white noise - providing the opportunity of developing 
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optimum estimation and prediction procedures for 1/ f type noise processes. These have only 
been partially developed because of their complexity. 

Figure 28 gives the uncertainties associated with optimum estimation for three different circum
stances. The first equation is an applicable model if the same clock signal is fed into both input 
ports of a time-difference measurement system. In the ideal case t (t) would have a white-noise 
PM spectrum with mean zero. Hence, the mean value over a data set would be the optimum 
estimate of the time-delay difference, Xo, in the cable delays feeding the two input ports. The 
standard deviation of the measurements is given by Cix(TO), and the uncertainty in this estimate 
is given by the standard deviation of the mean, where N is the number of measurements. Such 
a model may also be appropriate if two very good atomic clocks, remote from each other, were 
being compared using the GPS common-view technique. The day-to-day measurement noise is 
often characterized by white-noise PM, and if this noise is significantly higher than the clock 
noise at T = 1 day, then the simple mean gives the optimum estimate of the time difference 
between the remote clocks as averaged over the interval T . 

The second equation in Figure 28 would be a reasonable model if two independent clocks 
had negligible noise as compared to the measurement system's white PM level over the time 
of the measurement. This model also assumes there is no frequency drift between these two 
independent clocks. In this case, a linear regression provides the optimum estimate of the 
synchronization error, Xo, and the syntonization error, Yo, between the two clocks, since the 
residuals will have a white spectrum. The uncertainty is given at the right; notice that the 
confidence on the frequency-difference estimate improves as N- 3/ 2, whereas the confidence 
on the time-difference estimate only improves as N-1/2. This is because we are estimating 
frequency in the presences of white-noise time residuals, and frequency and time are related 
by a derivative, y = dx/dt. We will show later that this N-3/ 2 factor may be used to significant 
advantage in some frequency transfer experiments, such as with GPS and with Tho-Way Satellite 
Time and Frequency Transfer. 

In the third equation in Figure 28, the model, for example, could be for two clocks with 
relative frequency drift between them along with having time and frequency offsets. Again, 
the clock's random noise is negligible as compared to the white-noise PM measurement noise 
over the length of the measurement. This model could also be applicable for a clock with 
intrinsic white-noise PM, such as active hydrogen masers and quartz crystal oscillators have 
in the short-term. In this case, the quadratic regression line is the best fit, because the time 
residuals, t(t), have a white spectrum. For similar arguments, the confidence of the estimate 
of the drift term improves as N- S/ 2. That is, 4D = d2x/dt2 is being optimally estimated in the 
presence of white-noise time residuals. 

If we apply the second equation in Figure 28 to Dr. Mattison's experiment, reported in this 
conference[SJ., we get some very impressive results. With data taken once a second, having 
lOO-picosecond white PM measurement noise, and having the satellite in view for 5 minutes, 
the uncertainty on the frequency measurement would be arout 6.7 x 10-14 . Now if the data 
rate could be speeded up to alms rate, then the uncertainty becomes 2.1 x 10- 15 .J a factor 
of 30 improvement for the period of observation. The uncertainty expression at the right of 
the second equation in (28) is eGuivalent to 2 Mod.ay(r), where T is the observation interval. 
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Figures 29 through 31 apply to the case where classical white-noise is predominant as for most 
atomic clocks. The first equation in Figure 29 represents the true average normalized frequency 
over the interval 70 as determined from the time djfference at the beginning and the end of 
the interval. Such a measurement is much like is done in a time interval counter over its gate 
time. The second equation is the definition of the average over the whole data length. Hence, 
if the first equation is substituted into the second equation, the result is the third equation. 
Therefore, the end point time-difference values yield the optimum estimate of the frequency 
in the presence of white-noise FM. The algorithm is extremely simple: the difference of the 
last point minus the first point divided by the data length. It is well to check either visually 
or statistically that neither of these two points is an outlier, which would contaminate the 
result. It is always good practice to check the data visually. Looking at the time residuals after 
subtracting the systematics is one of the most useful visual inspection techniques. 

, , 

Since it is not uncommon for people to subtract a linear regression from the phase or time 
residuals to determine the frequency of their atomic clock from the slope thus derived, Figure 
30 is a simulation showing the degradation in this estimate as compared with the optimum. 
This figure gives the results from a Monte Carlo analysis of 100 simulations of 100 points 
each. The mean frequency from the regression line slope was 72% worse than optimum. The 
standard deviation of the frequency residuals was 8.5% worse. The simulations were derived 
from a normally distributed set with unit variance for the white-noise FM frequency residuals. 
The column denoted "Mean xo" is the average value of the synchronization term derived at the 
origin of each set and is zero by design in the optimum estimation procedure. The optimum 
value for time prediction is the last value, which is the value used in the optimum estimate of 
the frequency for the measurement period. 

US NO has 40 HP 5071A clocks. They are well modeled by the first pair of equations in 
Figure 31 for 7 values out to the 45 day prediction time needed to bring the UTC estimate 
forward to the current time. Using the white-noise model equation for the HP 5071A clock 
given in Figure 21, and the uncertainty relationship given at the right in (31), we obtain for the 
frequency measurement uncertainty, for 7 = 45 days and for 40 independent clocks, 6.4 x 10-16 • 

We previously deduced from the data an upper limit of 2.6 x lO- l S as derived from the actual 
prediction error in UTC(USNO-MC) as observed over the last half year. 

The prediction upper limit is about a factor of four worse than optimum. From the previous 
analysis, we cannot tell whether the major contributor to th~ instability is TAI/UTC or USNO. 
It is possible that the white-noise FM model starts to break down for some of the clocks for 
7 values of the order of a couple of months. An other explanation for the disparity could 
be that optimum parameter estimation and prediction may not be used in the generation of 
TAI/UTC. In talking to personnel at USNO, it seems that their procedure is very close to 
optimum. Regardless, the results obtained are greatly improved over what they were a fe'N 
years ago. 

One may notice that the expression for the uncertainty at the right ,of the first pair of equations 
in Figure 31 is the same as the standard deviation of the mean. The second pair of equations in 
Figure 31 is the model for two clocks having relative frequency drift and where the predominant 
noise is white FM. In this case the linear regression on the frequency is the optimum estimator, 
because the residuals around that regression line are white. The uncertainty on that drift 
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estimate decreases as N-3/ 2 . This kind of regression analysis is often used in our community, 
and is obviously very useful. 

Figure 32 considers the random-walk FM model as the predominant noise. This is often the 
model used for clocks for their long-term stability performance. The model in Figure 32 
assumes the presence of frequency drift. The second difference of the x(t) data has a white 
spectrum. Hence, from our statistical theorem the mean value of the second difference is an 
optimum estimator. This mean value is directly relatable to the drift as shown and which has 
an uncertainty given at the right. This uncertainty is equivalent to the standard deviation of 
the mean. 

Unfortunately, as shown in Figure 33, life is not so simple. We almost never have single 
noise processes in a data set. But a filter can almost always be designed which will give white 
residuals. It may be a complex filter. 

Figure 34 is an illustration useful to our community: the case of white PM and/or white FM 
with long-term random-walk FM. An appropriate filter may be designed to average down 
the white-noise PM and/or the white-noise FM, and then we can analyze the random-walk FM 
residuals. If the random-walk FM is the predominant noise 1n the long-term, as it often is, 
then a simpler algorithm for determining a near optimum estimate of the frequency drift is 
as follows . If the first, the middle, and the last time-difference points are used to compute 
the estimate of the frequency drift, D, this estimate has two distinct advantages . First, as a 
second-difference estimate it is optimum for random-walk FM. Second, the effect of the higher 
frequency noise processes (e.g. white-noise PM and white-noise FM) is diminished if the T 

for half the data length is long compared to those T values where the higher frequency noise 
processes predominate .. If these higher frequency noise processes have been filtered, so much 
the better. 

In the case of white-noise FM and frequency drift a linear regression to the frequency igives the 
optimum estimate of the drift. But in this case, if the second-differer .. ce estimator per equation 
Figure 34 were used, how much worse than optimum would it be? The uncertainty is given ill 

I 

Figure 35, and it is only 15% worse than optimum. However, in the case of random-walk Ftvi, 
the three-point esti,mator is optimum and the linear regression is worse by some similar factor. 

, ' 

In telecommunications, very often the frequency drift of quartz oscillators as it affects the 
time-interval-error (TIE) is an important specification. Figure 36 gives a relationship between 
CTAT) = TDEV, the frequency drift; D, and the corresponding TIE. 

Figures 37 and 38 show the effect of modulation on CTy(T) and on CTx(T). In the latter case, 
a background noise of white PM is also included in the simulation. Notice that the effect of 
the modulation averages down as l/T. 

If there is a need to estimate an effect due to temperature, pressure, humidity, etc., then the 
following procedure will be helpful. Suppose the clock has a O'y(T) diagram something like that 
shown in Figure 39. Denote Tfloor as the averaging time where the clock reaches its flicker 
floor. Now average the frequency for this length of time with the parameter in question fixed 
at some value. Switch the parameter to some new value, allowing for settling, a;nd measure the 
frequency again for an interval 'Tfloor . Switch the parameter back to its original setting, again 
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allowing for settling, and measure the average frequency for the third time. Keep repeating 
the switching of the parameter setting as often as needed to get the uncertainty desired. In 
principle, the uncertainty in the size of the effect of this particular parameter on the frequency 
will decrease as lover the square root of the number of the independent switches. In this way, 
we are not limited by the flicker floor, and can determine the size of the effect arbitrarily well. 

Now consider optimum procedures in using some of the clocks contributing · to TAI/UTC. 
Figure 40 is a stability plot for 78 of the HP 5071As contributing to TAI!UTC during 1994. 
Clearly, there is not a single representative model for all of these clocks. The best possible 
stability obtainable from these clocks is given by the equation at the bottom right of Figure 
41 and represented by the 'x's. These results are reasonably modeled by the equation given: 
aye r) = 8.7 x 1O- 13r- 1/ 2 , where r is in units of seconds. The dots are the estimated stabilities 
under the assumption that the 78 clocks are all equal; square root of the average variance 
divided by the square root of the number of clocks. These two stability plots give an upper 
and a lower bound to the actual stability one could obtain using these clocks. The circles are 
the composite stabilities for the hydrogen masers used in TAI!UTC for this same period. 

The above are only theoretical estimates since there is no clock good enough with which to 
measure this level of stability. In an effort to estimate the actual stability, a three-cornered 
hat experiment was performed between a time scale generated fOJ each of three clock sets: 
the primary standards running as clocks, the hydrogen maSClrs contributing to TAI!UTC, and 
78 HP 5071A cesium clocks analyzed in Figure 40. The two plus '+' points were the resulting 
estimated stability for the HP S071A clocks. The r- 3/ 2 slope would indicate we are only seeing 
measurement noise and are not limited by the clocks for these r values. 

Figure 42 is the tim\! stability, ax(r), and Mod.ay(r) for several important time and/or frequency 
transfer techniques. Both can be plotted on the same graph since ax (r) = r Mod.ay (r) / /3. 
Most of the plots are for state-of-the-art techniques except for Lqran-C, which is plotted for 
comparison purposes. 

The Two-way Satellite Time Transfer Technique has excellent short-term stability, but due to 
equipment delay variations to date it only reaches somewhat better than 1 x 10-13 before 
these variations significantly contaminate the estimation process. In the very long-term these 
instabilities start to average down again. 

The enhanced GPS, EGPS, technique was developed to utilize the new multichannel GPS 
receivers and to over come to some degree the effects of the Selective Availability (SA) 
degradation present for the civil users of GPS. Th:e degree to which the SA can be filtered 
away is a function of the quality of clock used with the multi-channel GPS receiver; i.e. 
quartz, rubidium or cesium. For . example, if a very good quartz oscillator is properly used and 
servoed to GPS and the SA is optimally filtered, then the short-term stability will be that of 
the quartz oscillator, which is usually excellent, and the very long-team will be that of GPS. 
The intermediate-term stability will depend on the intermediate-term stability of the quart l 
oscillator, which is not as good as a rubidium gas-cell frequency standard; and the rubidium in 
turn is not as good as a cesium-beam frequency standard for the intermediate term. 

The GPS carrier phase technique has outstanding frequency transfer capability - reaching 
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about 2 x 10-15 in 105 seconds (about one day). The data plotted here came from a comparison 
of hydrogen masers located in Goldstone, California and in Algonquin Park, Canada. The 
baseline distance is about 3.2 Mm (2,000 miles); the circumference of the Earth is about 40 Mm. 
Some 35 tracking stations were used to determine accurate orbits. Notice that the classical 
measurement noise only persists for about five minutes, then some random-walk errors start to 
come in. Notice also that the time instability averages down to below 10 ps; that is the time 
it takes a light signal to travel 3 millimeters! Clearly, Earth tides had to be included in this 
analysis. One also sees the power of these kinds of measurements to study plate tectonics for 
the Earth. 

The GPS common view (GPS CV), which has been used since 1981 and still is the best 
operational means of comparing time and frequency standards remote from each other, starts 
at 7 = 1 day and integrates down to below the 10-14 \evel. This is the main means of time 
and frequency transfer for the clocks and frequency standards providing input into TAlIUTC. 

If we go back to the second equation in Figure 28 - remembering that the confidence of the 
estimate of frequency improves as the degrees of freedom N to the 3/2s power - one can 
think of some very exciting opportunities with the new multi-channel GPS receivers. These 
receivers are able to take one second data. If the measurement noise is white PM at a level 
of 8 ns and four satellites could always be trac~ed in common-view with another site, then the 
frequency transfer uncertainty would be 1.4 x 1O- 1G for a one day's regression analysis. This 
technique is called the Advanced Common-view approach (GPS ~CV). 

Two eight-channel receivers were tested with common clock and common antenna to study 
instrumentation noise and to check the theory of the above paragraph. The results are plotted 
in Figure 42. A complex digital filter was developed to take advantage of all the degrees of 
freedom while increasing the averaging time to ten seconds in order to reduce the data rate. 
This digital filter explains the little hump at about 30 seconds. The curve generally follows the 
white-noise PM power-law spectral model with the data averaging as 7-1/ 2 down to a level of 
about 70 picoseconds. This data is taken from the accompanying papcrl1J, and is thanks to Dr. 
Robin Giffard. We next need to study the performance with separate antennas, as a function 
of temperature, and with the receivers located at sites remote to each other. The effects ()t 

the ionosphere, the troposphere and multipath can be measured and/or averaged and can be 
driven below the nanosecond level. Much work is yet to be done, but the GPS ACV technique 
appears to have the potential to be very practical and useful. 

Notice the effects of diurnal and annual variations in the Loran-C stability. As better and 
better standards are being compared, it may be that in some cases temperature control will be 
necessary to avoid such variations as they may occur in other techniques as well. As we move 
time and frequency metrology forward, it is always well to keep in mind the basic concepts 
and methodologies for parameter estimation and prediction. Those presented here are not a 
complete set, but it is hoped that they will be useful to those interested in utilizing the powerful 
time and frequency resources and ,tools we now have available within our community. 
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Questions and Answers 

MICHAEL GARVEY (FREQUENCY AND TIME SYSTEMS): You showed the slide 
in which you were trying to pull an environmental sensitivity out of the noise; and you said 
"Wait until you hit the flicker floor." Is there any reason not to modulate the environmental 
effect at a faster rate? 

DAVID ALLAN (ALLAN'S TIME): You have to wait for settLng, so that increases the 
amount of time it takes to do the experiment. 

MICHAEL GARVEY (FREQUENCY AND TIME SYSTEMS): I know. But if I wait 
for the flicker floor in a cesium standard, I might wait weeks. 

DAVID ALLAN (ALLAN'S TIME): Yes, and if you can't hold the environmental parameter 
stable for that long, you should change it more often. For cesium and rubidium clocks the 
frequency averages as 7-1/ 2 . If you can hold the parameter constant, then you're much better 
off to let the clock do the averaging because of the delay associated with settling for each 
switching time. If the parameter can be held sufficiently constant, then average all the way 
down to the flicker floor. . 

MICHAEL GARVEY (FREQUENCY AND TIME SYSTEMS): Rather than wait for 
the square root of N in the denominator. 

I 

DAVID ALLAN (ALLAN'S TIME): Yes, you buy information at the same rate except for 
the settling time. : It is a trade-off between the parameter's instability and the length of the 
settling time. In the case of humidity effects in quartz, for example, the settling time can be 
very long. 
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APPENDIX A 

THE IMPACT OF THE HP 5071A 
ON INTERNATIONAL ATOMIC TIME 

David W. Allan, Allan's TIME, Fountain Green, UT 
. Alex Lepek, Tech Projects, Jerusalem, Israel 

Len Cutler and Robin Giffard, HP Labs, Palo Alto, CA 
Jack Itusters, HP SCD, Santa Clara , CA 

Abstract 

The international clock ensemble, which contributes to the generation of Internati(mal Atomic 
Time (TAl and UTC) , has improved dramaticaLLy over the Last few years. The main change has 
been the introduction of a significant number of HP S071A 'clocks. Of the 313 clocks contributing 
to TAl /UTC during 1994, 94 of these were HP S071As. The environmental insensitivity of the HP 
S071A clocks is more than an order of magnitude better than that of previous contributing clocks. 
This environmental insensitivity translates to outstanding Long-term stability - with a typical flicker 
floor of a few x 10- 15• In addition, there are now several hydrogen masers with cavity tuning 
contributing to TAl/UTC. These not only have outstanding short-term stability, but comparatively 
Low frequency drifts and excellent intermediate-term frequency stability. 

By analyzing the data available from the international ensemble, we have obtained two important 
resuUs. First, the frequency stability obtainable with an optimum algonthm is about 10- 15 for 
both the intermediate and Long-term regions. It could be as good in the short-term if time transfer 
measurement instabilities were reduced sufficiently. Second, with cooperation, this performance 
can be made available on an international basis in near real time. The recent enhancements in 
the contributing clocks are already providing a significant improvement in the accuracy with which 
UTe is made available to the world from several of the national timing centers, such as NIST and 
USNO. 

Introduction 

The accuracy improvement rate in atomic frequency standards has been about one order of 
magnitude every seven years since the first one was built in 1948. Notable events along the 
way have contributed to that improvement, and more are anticipated that should significantly 
enhance frequency accuracy. The most recent events have been the operational establishment of 
NIST-7 optically-pumped primary cesium-beam frequency standard with an accuracy of 1 x 10- 14 . 

Recently, a cesium fountain primary frequency standard was reported to have an accuracy of 
3 x 10- 15 . The development of the new HP 5071A cesium-beam commercial frequency standard 
is, as will be shown, a major contributor after its introduction a few years ago. 
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New frequency standards are imminently expected that could provide accuracies in the vicinity 
of 1 x 10- 15 . One of the purposes of this paper is to suggest techniques for evaluation and 
comparison of these standardsr1l ~ The standards will often be remote from each other and 
there will be a local reference adequate to check their performance. The results reported 
herein should assist substantially toward improving international time and frequency metrology. 

Th~ HP S071A clocks have de~onstrated an improvement of more than an order of magnitude 
in both accuracy and in environmental insensitivity over previous commercial clocks. The 
excellent long-term stability of these clocks along with the excellent intermediate- and short-term 
stability of the several contributing hydrogen masers with cavity tuning provides the opportunity 
of having a combined reference clock with a stability of about 1 x 10-15 for averaging times, r, 
ranging from about 1,000 seconds out to the order of a year rZ1 . 

Though the above stability is only available in theory, by analyzing the data publicly available 
from the BIPM ensemble, we have obtained two important results. First, the potential 
frequency stability obtainable in practice with an appropriate algorithm is about 1 x 10-15 for 
both the intermediate and long-term regions. It could be as good in the short-term if time 
transfer measurement instabilities were reduced sufficiently. Secoml, with cooperation, this 
performance can be made available on an international basis in near real time. The paper 
will also demonstrate how 1 x 10- 15 is available by using post processing. Some guidelines and 
suggestions are made in the paper on how a 1 x 10-15 stable real-time frequency reference 
could be constructed. 

The rate of TAI/UTC is syntonized with the primary cesium-beam frequency standards in the 
world in accordance with the SI (System International) definition. The data analyzed for this 
paper cover 1991 through 1994, and, during this period, there were three primary standards in 
continuous operation as clocks. All the contributing clocks act as "flywheels" in preserving the 
rate or length of the SI second as given by the primary standards. As the rate of TAI/UTC has 
instabilities, algorithmic procedures are chosen to maintain syntonization within some reasonable 
limit. 

The length of the second is the same for TAl and UTe. In other words, they are perfectly 
syntonized in the way they are constructed. Their times differ by an exact number of seconds, 
which changes about annually as leap-seconds are used to steer UTC to stay within 0.9 seconds 
of UTI (earth time). As of 1 January 1996, TAl - UTC = 30 s. 

Performance of Individual Clocks Contributing to UTC 

In this section, the frequency accuracy of the contributing clocks is analyzed. This is importan t 
for TAI(UTC, because frequency accuracy almost always translates to long-term frequency 
stability resulting in the preservation and perpetuation of a best estimate of the SI second. 

Factors Contributing to Frequency Accuracy 

The goal in making a primary cesium-beam frequency standard is to determine all effects that 
cause the physical output frequency of the standard to depart from the definition. These effects 
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are evaluated and removed either 'on paper' or by frequency synthesis in order to provide an 
estimate of the SI second. The uncertainties introduced by these effects combine to determine 
the accuracy of the standard. 

The factors contributing to cesium-beam frequency standard inaccllfacy are: magnetic field, 
electric field, phase shifts in and between the microwave interrogation regions, velocity of the 
cesium beam, detuning of the cavity, interference from adjacent quantum transitions to the 
wanted ground-state transition, stray microwave radiation seen by the atoms, and imperfectior. ~ 

in the associated electronics. The current reported accuracy of the second for TAI!UTC is 
1 x 10-14, which is the number reported for NIST-7pl . The value for the new cesium fountain 
frequency standard should be included soon. 

To obtain accllfacy, both the size of the frequency offset caused by each of the above contributors 
to inaccuracy must be determined as well as the uncertainty associated with this estimate. In 
addition, for an operating clock to be long-term stable these frequency offsets cannot change 
with time. That is a difficult challenge in the design of a clock, and has occupied large amounts 
of effort. Hence, having better operational accuracy almost always guarantees better long-term 
stability. Having such operational accuracy is one of the main advantages of the HP 5071A. 

The accuracies of the commercial clocks contributing to TAI!UTC can be further improved. 
Two fundamental systematic frequency offsets in well designed and constmcted cesium-beam 
frequency standards (besides that c;lue to the magnetic field (C-field» are: 

1) the relativistic offset due to beam velocity, also known as the second order Doppler shift, 
and, 

2) the offset due to end-to-end microwave cavity phase shift. 

The second-order Doppler shift depends on cesium-beam velocities and is typically 1 to 3 X 10-1' 

It can be estimated within 20 to 30% using the velocity calculated from the measured atomic
resonance line-width. If the velocity distribution of the detected beam were known in detail, 
then the second-order Doppler shift could be calculated accurately. The offset due to end-to
end cavity phase shift can be measured in principle by sending the beam through the cavity 
in the opposite direction, but this is impractical in commercial standards. Both second order 
Doppler and the end-to-end cavity phase shift offsets, however, lead to small asymmetries in 
the atomic-resonance line shape. These are independent and additive in lowest order terms. 
If the velocity distribution of the beam is known, the asymmetry due to second-order Doppler 
can be calculated and subtracted out. The residual asymmetry can then be attributed to end
to-end phase shift and the resulting frequency offset can be calculated. This is only possible if 
asymmetries due to neighboring quantum mechanical transitions are negligible. 

One of the authors (Cutler) has developed an accurate technique for determining the velocity 
distribution of the detected beam in the HP 5071A from a measurement of the beam current 
versus applied microwave frequency while the standard is off-line. An iterative technique is 
used to solve the integral equation for the velocity distribution assuming rectangular microwave 
distribution in the cavity ends. The detailed shape of the excitation, however, is not critical 
in this technique for determining the velocity distribution. Result~. ·,ppear to be accurate to 
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better than one percent. In the HP 5071A, the microwave interrogation technique permits one 
aspect of the total line asymmetry to be measured while the standard is in operation. This 
allows a long averaging time to reduce the measurement noise to an acceptably low value. The 
only equipment required is a personal computer with appropriate software tied to the standard 
through its RS232 port. This overall technique should allow both offsets to be calculated 
accurately enough so that the absolute frequency of the cesium standard will be kp.own to within 
1 x 10-13 . This is an improvement of an order of magnitude to the current specification, and 
could effectively turn all of the HP 5071As contributing to TAI/UTC into primary standards. 

Histogram Study of Frequency Accuracies 

In this sub-section, only the most recent data available (for the year 1994) from the BIPM for 
the clocks contributing to TAI/UTC were used. The frequency reference used was the length of 
the second for TAI/UTC. The data are reported in histogram form to simplify the presentation. 
For convenience of comparison, all values in this subsection are given in units of 1 x 10- 1.1 . 

For histogram Figures 1 through 3a the units for the bins are 500 x 10- 1.1 and 100 x 10-1.1 for 
Figures 3b and 4. 

The EAL - ciock(k) data were provided by Mr. Jacques Azoubib of the BIPM for the years 
1991 through 1994, inclusive. The data listed each clock contributing to TAI/UTC against EAL, 
which is the BIPM free time scale. As needed these data were related to TAI/UTC as well 
as to the SI second as given by the primary frequency standards. During 1994 the frequency 
difference y(EAL) - y(TAI) was 740 x 10- ].~ . 

The average frequency of TAI/UTC for the year 1994 was -3 x 10- 15 . However, the frequency 
calibration data supplied by the PTB did not reflect the black-body radiadon correction. There 
were no steering corrections applied to TAI/UTC during this year. In the BIPM annual report 
for 1994 the listed uncertainty for the SI scale unit for TAI/UTC is 20 x 10-1.1 . The deviations of 
the scale unit with respect to the weighted average of the primary standards stayed well within 
this uncertainty. One may note that the mean frequency of the primary frequency standards is 
not equal to the weighted mean used as the BIPM best estimate of the SI second . 

Figure 1 shows the frequency distribution of all the contributing clocks during 1994. In 
partial agreement with the skewness, the mean was -174 x 10-15 . The standard deviation 
was 1050 x 10-15, and the standard deviation of the mean (estimated error of mean) was 
60 x 10-1.5. The standard deviation of the mean, under the assumptior. of independence among 
the standards, is computed in the usual way by dividing the standald .:leviation by the square 
root of the number of clocks. This assumption may not be valid for commercial clocks a .~ 
there may be frequency biases that are not adequately dealt with in the production process. In 
Figure 1, for example, the mean is nearly three times the standard deviation of the mean. 

Figure 2 is a similar plot for the contributing hydrogen masers. The abscissa scales have been 
kept the same for Figures 1 through 3a for convenience of comparison. The mean, the standard 
deviation and the standard deviation of the mean were, respectively, -1:30,319, and 52 x 10-1.5 . 

It must be noted that the hydrogen masers are generally calibrated and are not independent 
frequency sources better than their intrinsic accuracies of about 1000 x 10-1.1 . 
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Figure 3a is the histogram for the 94 Hewlett Packard model 5071A standards - including both 
the high-performance option as well as the standard performance units. These two options 
were studied separately, but the distribution curves did not seem to be significantly different. 
The mean, the standard deviation and the standard deviation of th.:- mean were, respectively, 
48, 131, and 14 x 10- 15 . For the third time, the assumption of independence may not be valid 
as the mean differs by more than 3.5 times the standard deviation of the mean. However, in 
this case the standard deviation of th~ mean is of the same order as that given by the best 
primary frequency standards in the world. The published accuracy specification for HP 5071A 
is 1000 x 10-15 , and the mean is 20 times better than the specification. 

Figure 3b is the same data as in Figure 3a, but plotted with a different abscissa to compare with 
the distribution of frequencies as given by the laboratory primary frequency standards shown 
in Figure 4. In the case of the primary standards, the mean, the standa~d deviation, and the 
standard deviation of the mean are, respectively, :32, 57, and 33 x 10-15 . Though the sample 
size is only three, the standard deviation of the mean is consistent with the mean. This result, 
however, is somewhat artificial since the second for TAl is steered to be in agreement with the 
primary standards. 

If future experiments confirm the theory that allows the HP 5071A to be considered a primary 
frequency standard, this will considerably increase the data base for Figure 4. In addition, 
the mean, the standard deviation, and the standard deviation of the mean could be decreased 
dramatically for the data shown in Figure 3. It should not be anticipated that the accuracy of 
N standards will improve the combined accuracy by 1/..fN because the frequency inaccuracies 
among the standards may be correlated. 

Independent Estimates of Frequency Instabilities 

The same data from the international clock ensemble was used to calculate the stability, C7y(r), 
for each of the Hewlett Packard 5071A high performance cesium beam frequency standards over 
the year 1994. Since each standard contributes at most only a few percent to the computation 
of TAI/UTC, the resulting stabilities will be optimistically biased at most by a few percent. 
The results for 78 of the HP 5071As are shown as C7y(r) scatter diagram in Figure 5. Four 
of the 82 clocks were not used because there was either insufficient data or the data were 
pathological. The BIPM reports data every 10 days, so calculations were made for C7y(r) for 
each clock for frequency averaging times, r, of 10, 20, 40, 80, and 160 days. The confidence 
of the estimate for C7y(r) (r = 160 days) of each clock is poor due to the small number of 
data samples available at this averaging time. The maximum overlapping technique was used 
in analyzing the data to obtain a good confidence of the estimate f4J . 

Figure 5 also demonstrates the great improvement in the stability of TAI/UTC with the inclusion 
of the HP 5071As, since each clock is relatively independent of the international set of clocks. 
Over the four year period, while the HP 5071As were being added into the computation of 
TAI/UTC, the stability performance of international timing has improved well over an order of 
magnitude. 

Figure 6 shows the RMS/..fN C7y(r) values for the 78 clocks'. These '~dJues give an estimate of 
ensemble performance under the assumption that the clocks are about the same in their stabili!': 
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performance. Figure 5 shows a fairly wide distribution of stabilities. Hence, the RMS;VN 
values will be a pessimistic estimate. As can be seen, the flicker floor is about 8 x 1O- 1G , which 
is an order of magnitude better than the stability of TAI/UTC prior to 1991. 

Figure 6a also shows an optimum weighted estimate for the ensemble for each T value. In 
other words, an optimum weighted combination of the clocks could not be better than these 
values. The degree to which these values can be approached will be both a function of the 
algorithm employed as well as of the consistency of the stability behavior of each contributing 
clock. There is nothing with which to measure this performance. The best laboratory clocks in 
the world have not demonstrated this level of long-term stability. The problem of measuring 
the performance will be dealt with in the next section. 

Some additional very important messages from this data are: the stability performance of EAL 
is very impressive - at about 1 x 10-105 in the long-term. Several of the HP 5071As perform 
at similar levels. The diversity of the long-term frequency stability of these standards varies 
by more than an order of magnitude. Hence, an optimum weighting approach for combinin ~ 

their readings is essential to take advantage of and to properly utilize such diversity. This J:' 
illustrated in the next section. 

A long-term frequency drift exists on several of the clocks contributing to EAL. If not properly 
dealt with, these drifts could cause significant long-term instabilities in EAL. Fortunately, the 
ALGOS algorithm used in generating EAL de-weights drifting clocks. 

Ensemble Performance of Contributing Clocks 

It is well known that combining algorithmically the contributing-clock readings in an optimum 
way has several distinct advantages. The computed time can have better stability than any of 
the contributing clocks both in the short-term and in the long-term. Detection of and immunity 
against errors of individual contributing clocks is part of the process. The ideal algorithm 
should have adaptive characteristics so as to respond to improvements or degradations in the 
individual contributors - gradual or otherwise. The better a clock performs, the better it 
must perform or it will get de-weighted in the algorithm's computation. In other words, each 
clock's errors are tested each measurement cycle; if the errors are consistent with its weight, 
that error value is used to perpetuate its weighting factor. If the error is too large, the clock 
is rejected. If the error degrades with time, the weighting factor is degraded . If the error 
improves with time, the weighting factor increases. It can further be shown that even the worn 
clock enhances the algorithm's output and adds robustness to the ensemble time calculation. 
The algorithm generates a real-time estimate of the figure of merit of each clock, which is not 
only used in the optimum weighting procedures, but also as a diagnostic measure . Knowing the 
weighting factors for all the contributing clocks provides the necessary information to calculate 
an estimate of the ensemble's performance against a perfect clock. The algorithm needs to 
handle the addition and removal of clocks optimally. 

An often overlooked point is that if an optimum weighting procedure is not used, then the worst 
clocks in the ensemble contribute adversely. This effect has been observed very dramatically 
over the last few years with TAI/UTC. The ALGOS algorithm generating these time scales has 
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an upper-limit of weight, which is arbitrarily set. In the past, because it was set too low, the 
worst clocks contributing to TAI/UTC caused a significant annual term to be introduced. As 
the upper-limit of weight is increased, the annual term in TAI/UTC decreases. This is because 
ALGOS weightings approach the theoretical ones for the HP 5071As, which are environmentally 
insensitive and have almost no detectable annual terms. 

Since each clock, in principle, contributes to the algorithm's output, if that clock is compared 
with the output, it is being compared, in part, with itself. This biases the measured stability 
toward zero. Carefully designed algorithms can remove these biases - prohibiting the best 
clock from getting too much weight or from taking over the time scale's output. Not accounting 
for such biases would make the time scale less robust. 

Such algorithms have been tested and utilized for many years with significant success. Taking 
advantage of the marked improvements in the contributing clocks to TAI/UTC and of appropriate 
algorithms allows the significant reference frequency improvements reported in this paper. 

The results documented in this paper lead to another significant potential improvement in 
international time and frequency metrology. Heretofore, UTC has only been available about 
a month or two after the fact. The procedures outlined herein provide a real-time estimate 
of UTC at an accuracy level of better than 10 ns along with also providing a real-time stable 
frequency reference good to the order of 1 x 10-1.5. 

Because the character of clocks contributing to TAI/UTC has changed so dramatically over the 
last few years, using adaptive algorithms is very important. The basic algorithm used for this 
paper is based on the AT1 algorithm, initially written in 1968 for the NBS time scale system. 
Updates and revisions of this algorithm have been made over the years and a significant level of 
experience and improvements have now been obtained with these approaches to time keepin~. 
A PC version of this algorithm with further adaptive characteristics has be~n written and is now 
employed in the generation of the Israeli time scale, UTC(INPL). The results shown below are 
the output of this PC version of the algorithm [5, 61. . 

Independent Estimate of Stability of Algorithm Outputs 

Because of the different character of the clocks, they were divided into four different groups: 

• 1) the primary standards contributing to the definition of the SI second; 

• 2) the hydrogen masers; 

• 3) the HP 5071A standards, which just became available in 1991; and 

• 4) all of the rest of the clocks which contributed over this four year period. 

The number of clocks that participated in each of the four sets for the following analysis were: 
3 primarys, 40 masers, 80 HP 5071As and 100 other clocks. Each group of clocks was l,sed to 
produce an ensemble using the algorithm described above. 

Because the number of HP 5071A standards available during the beginning of the data period 
was small, the best stability results were obtained by excluding the first part of the data. 

241 



There are three contributions to the variations in the data: 

I. the noise of the individual clocks being measured, 

11. the measurement noise or transmission or processing errors, and 

Ill. the noise of the reference time scale, in this case, EAL (which is TAl without steering). 

Since the measurements made at each site to provide the data are made at the same time, the 
reference (EAL) was subtracted out and comparisons made between the individual clocks -
leaving only the first two kinds of contributions. The measurement noise is non-negligible and 
contributes noticeably at the shorter times as evidenced by the 1/r-likt! slope at ay(r = 10days). 
The performance at longer times is affected by apparent phase jumps, some of which were 
removed in the or,iginal data and some in the data processing. Probably, not all were caught. 
In addition, some of the clocks showed frequency d{ifts which were not removed anq this shows 
up as a r+ 1 dependence at the longest sample times in a ay(r) or Mod.ay(r) stability diagram. 

In order to obtain an independent estimate of stability, the three-cornered hat technique was 
used: a 2 (i) = (a 2 (i, j) + a 2 (i, k) - a 2(j , k))/2, where i, j and k represent three independent 
clocks. This technique has the disadvantage that the worst of the three can be observed with 
the best confidence, and the best of the three has the worst confidence of the estimates. The 
longer the data length the better the estimates of stability; the last 710 days of data was used. 
Because of the above mentioned disadvantage the "other" clocks were not used. Figure 6b is 
the Mod.ay(r) plot of the results of this analysis. Mod.ay(r) was used because the measurement 
noise is significant. These independent estimates are consistent with the estimates in Figure 6a 
for the reasons outlined above and documenting that the long-term stability of the HP 5071A 
ensemble is best, followed by that of the hydrogen masers and then the primary cesium clocks. 
The primary clocks undergo some disturbances in order to maintain their accuracy. This may 
contribute to the long-term instabilities, but eventually such disturbances should average out 
and there is indication in the Mod.ay(r) slope as r increases that this is the case. 

Real-Time Estimate of Time and Frequency 

Given that the optimally combined frequency stability of the clocks contributing to TAllUTC i~ 
about 1 x 10- 15 for averaging times longer than about two hours, there are two basic problerrs 
in making this available in real-time at any location desired on the earth. First, the current 
time and frequency transfer techniques are inadequate to sust~in this level of performance for 
either the short-term (seconds) or the intermediate-term (days) stability regions. Only , in the 
long-term (months and years) are the comparison methods adequate . This inadequacy problem 
wlll be addressed in the next section. Second, TAI/UTC is calculated more than one month 
after the fact; hence, to have a real}time traceable reference to UTC requires prediction to the 
current time over an interval of about a month and a half. 

The optimum predictor in the presence of white-noise FM (the classical noise for cesium-beam 
clocks) is to use the last time available from the clock, and the mean frequency over the life 
of the clock as the rate with which to predict forward . Because of the excellent environmental 
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immunity of the HP 5071As, the white-noise FM model fits over a very large region of 
prediction times ranging from about 10 seconds to about a month '-'f longer for some of the 
best performing units. As can be seen from Figure 5, for sample times of the order of a fev. 
weeks to a few months, some of these units begin to exhibit flicker-noise and/or random-walk 
FM like behavior. If such is the case, near optimum prediction techniques have been developed 
to deal with these more dispersive noise processes. 

Over the last six months (since 22 April 1995), the USNO has had an RMS prediction error 
for their UTC(USNO MC) with respect to UTC of 6 ns. Their prediction algorithm takes 
advantage of optimum estimation techniques - using the simple mean frequency assumption 
(white-noise FM). The RMS optimum prediction error for white-noise and random-walk-noise 
FM cases is given by r x O"y(r). If the prediction interval is about 45 days (1 112 months), then 
this implies O"y(r = 45 days) = 1.5 x 10-15 . This represents the relative instability between the 
USNO ensemble of clocks used for prediction and that of TAI!UTC. Since the clocks at USNO 
contribute about 40% to the generation of TAI!UTC, this stability number is biased low by 
the factor 11(1 - weight), where the weight is that part the USNO clocks have in the ALGOS 
computation of TAI!UTC. The actual percentage of weight vades over the course of the data 
since clocks come in and go out of ALGOS computation. As an example, if this weight is 40%, 
then the measured stability needs to be multiplied by 1.67 to obtain an unbiased estimate. This 
unbiased estimate is about O"y(r = 45 days) = 2.6 x 10-15 for the combined instabilities of EAL 
and USNO. It is safe to say that one of these two scales has a stability better than this number 
divided by y2 or 1.8 x 10-15 . USNO has about 40 of the HP 5071i ,.;locks in their ensemble. 

The current specification level for the stability of the high-performance HP 5071A is approxi· 
mately O"y(r) = 8 x 1O- 12r- 1/ 2 . If a timing center has an ensemble of these standards, a simpk 
equation, relating the number of these clocks in the ensemble and the integration or averaging 
time necessary to reach a stability of 1 x 10-15, is Nr = 6.4 x 107 . Hence, if N = 1, almost 
two years of averaging would be necessary. Most of these clocks would exhibit non-white-noise 
instabilities before 1 x 10-1.5 could be reached. If N = 4, six months are needed, which is not 
impractical. If N = 10, then two and one-half months are needed. And if N = 40, then less 
than three weeks are needed. 

Having 10 or more of these clocks optimally used would allow a laboratory to have a real-time 
predicted frequency reference with about 1 x 10- 1.5 traceabilitY to TAI/UTC. Having 4 OJ" more 
of these clocks would probably provide a real-time frequency estimate of about 2 x 10-1.5. 

Accuracy and Stability of Methods of Distributing Time and Fre
quency 

A peffect clock is limited by th~ means of distributing its time a~d frequency. This is, of 
course, true both within a laboratory setting as well as for remote distribution and comparisons. 

As atomic clocks have improved at a rate of about one order of magnitude every seven years, 
this rate of improvement has placed significant demands on the methods of distribution and 
comparison. Natural limits have been reached for many different methods so that they an: 
no longer useful for state-of-the-art clocks. HF broadcasts, such as WWv, are limited at the 
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millisecond level due to propagation path delay variations as the ionosphere moves up and 
down. LF and VLF transmissions, such as Loran-C, are limited at the microsecond level due 
also to propagation path delay variations. 

New techniques are needed and satellite timing systems have opened up opportunities. There 
are systems which will work at the 10 picosecond . level, but it is often a question of opera
tional complexity and cost. Today's operational time scales have sub-nanosecond day-to-day 
predictabilities. To meet these needs a systems approach should be taken . . In addition to 
satellite techniques, the potential of using optical-fiber communications is very promising. N~w 
that the communications industries are laying fibers extensively and they also need time and 
frequency, a closer cooperation between them and the time and frequency community could 
be very beneficial. 

Figure 7 is a summary plot of some of the best methods of time and frequency comparisons. Th~ 
stability measure used is called the time variance, TVAR, and is given by a;(-r) =< (~2x)2 > 16, 
where ~2 is the second difference operator, x is the time differences averaged over an interval 
r, and the brackets "<>" denote the expectation value. What. is plotted is ax(r) for each of 
the diff~rent techniques. Since ax(r) = rMod.ay(r)/v'3, the Mod.ay(r) stability values are also 
shown for each decade. This is of particular value since the confidence on the estimate of 
the frequency difference measured over an interval r is given by 2 x Mod.ay(r) if the residuals 
are modeled by white-noise PM. If this model is not valid, the 2 x Mod.ay(r) value is still an 
approximate estimate of the confidence for using a particular technique for frequency transfer. 

Figure 7 includes both time and frequency distribution techniques as well as time and frequency 
transfer techniques. In all cases, the clocks can be remote from each other, but in some cases 
there are limitations. Loran-C is plotted as a well-known stability reference. The Loran-C 
values are limited by the ground-wave propagation path, which is about two to four Mega
meters. The ground-wave signals vary because of distance, teJTain variations, and atmospheric 
conditions; the effects of diurnal and annual variations are also shown. Loran-C can tie used 
as a real-time time and frequency distribution system or in the common-view mode. The latter 
provides better accuracy and stability. The disadvantage of the common-view method is that it 
is an after-the-fact computation. The range of stabilities plotted co, ers both methods. 

The GPS common-vIew technique depends not only on the baseline distance, but also on the 
receiyer hardware and processing , techniques. The maximum baseline distance is about 13 MIl') 
(the circumference of the earth is about 40 Mm). Over the longest ·baselines the tropospheric 
and ionospheric delays are the limiting uncertainties . 10 this case the satellite's emphemeris 
must also be known well. For short baselines, this technique provides a lot of common-mode 
cancellation of errors. The common-view technique was a major break-through for international 
time and frequency comparisons and is still today the main means of communicating the times 
of most of the contributing clocks in the generation of TAI/UTC[71. 

Originally, day-to-day stabilities of as good as 0.8 ns were 'obtained between baselines as far 
apart as Boulder, Colorado and Ottawa, Canada. Global accuracies of about 4 ns have been 
obtained with careful post-processing. 

Since the original GPS common-view receivers were designed, built and experiments conducted, 
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there seems to have been a gradual degradation in the performance uf this technique. Day-to
day stabilities of from 2 to 8 ns are now more typical, and significant temperature coefficients 
have been measured due to antenna and lead-in cable sensitivities. Problems have crept into 
the common-view technique at about the 10 ns level. The source of these is being investigated 
at this time. 

The GPS advanced common-view (ACV) technique is a systems approach. With digital 
GPS multichannel receivers, new opportunities become available that could provide major 
advancements in time and frequency metrology among clocks remote from each other. The 
basic benefits of the common-view technique can be built upon because of the large increase 
in the available data. 

The ability to track several satellites continuously at a single observing location means that 
a more productive common-view schedule can be used, particularly between less-distant sites. 
The increased diversity of the measurement should reduce multipath effects since the multipath 
tends to average across the sky. Ionosphere and troposphere modeling errors will be basically 
the same for both techniques; except, comparing multiple tracks allows a comparison of an 
individual track from day-to-day. Since the geometry stays the same from one sidereal day to 
the next for a fixed site, the scatter in a given common-view track could be used in a time 
series weighting procedure to minimize errors for the remote clock comparison. 

From a simple "degrees of freedom" argument there is significant act vantage to the GPS ACV 
technique. If the measurement noise is white PM, then the confidence on the estimate of the.'. 
frequency difference between two ideal reference clocks, as determined from a linear regression 
to the time-difference residuals taken between the two clocks, is: Jf2 x a/(To x n 3/ 2 ), where a 
is the standard deviation of the white-noise residuals, TO is the measurement interval, and en' 
is the degrees of freedom (the number of independent measurements). 

Since GPS common-view instrum,entation errors have apparently gotten worse as time has gone 
on, and these original techniques involved a lot of analog circuitry, the question arises that 
perhaps the delays and delay stabilities may be better in these new miniaturized digital circuits. 
Hence, understanding and documenting instrumentation errors would be useful. 

With some of the new digital multi-channel GPS timing receivers, it is possible to track several 
satellites at a time and to obtain a solution each second for each satellite. This has the 
potential of increasing the data density more than three orders of magnitude over the original 
common-view technique outlined above. If this white-noise model persisted, this would allow 
1 x 10-15 confidence interval to be reached on a one-day regression line between two standards. 
The question is: can this GPS ACV approach significantly and efficiently increase the effective 
number of degrees of freedom over the original common-view technique? 

An experiment was set up at HP labs in Palo Alto, CA using two eight-channel GPS receivers 
with the same reference clock feeding both and the same antenm~ providing the signal for 
both. All errors should cancel except for instrumentation errors and cable length differences. 
A multi-channel digital filter was designed to provide 10 s averages in order to decrease the 
volume of data and still take advantage of the available degrees of freedom. Each receiver and 
associated counting and computing system produced the 10 s average time difference between 
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each satellite clock and the common local-reference clock. These time series were differenced 
satellite by satellite and averaged across the satellites for each 10 s interval to produce the time 
difference between the two common times of the reference clock. 

A plot of the time stability of these measurements is shown in Figure 7. The above equation for 
the confidence on the frequency estimate is equivalent to 2 x Mod.ay (7). If the white-noise FM, 
7-1/ 2 level were to persist, then indeed the 1 x 10- 15 level could be reached for an averaging 
time of 1 day. The little hump for 7 just longer than 10 s is probably due to our digital filter. 
For longer 7 values the stability level reached below 100 ps for 7 greater than about 1 hour. 
Environmental effects need still to be evaluated. 

Also in Figure 7, The upper and lower values for the two-way satellite time and frequency 
transfer (TWSTFT) technique are the stabilities for continuous operation. The bottom curve 
is a measured instmmentation stability limit achievable. The upper curve is a more typical 
performance stability observed between two sites remote to each other. The upper limit is 
dotted on the right end as a reminder that TWSTFT is not typically used in the continuous 
mode for this range of sample times, but rather three times per week, and the frequency 
transfer uncertainty will not be as 'good as that shown, but would be nominally given by 1 nS/7. 

The TWSTFT technique both transmits and receives, and cannot be used for dissemination, 
but for after-the-fadt time and frequency transfer. Because the typical mode is for intermittent 
operation, it is more amenable ~or after-the-fact time transfer. The baseline distances between 
clocks being compared is limited by the position of the geostationary communications satellite 
being used. Distance up to about 9 Mm have been realized. 

The enhanced GPS (EGPS) technique can be used both for time and frequency transfer 
and for real-time distribution. It is also a systems approach and is highly dependent on the 
reference clock used; hence, the different levels of performance when a quartz oscillator is 
used, or a rubidium frequency standard, or a cesium-beam frequency standard. Because EGPS 
employs an SA filter and is phase-locked to GPS, the long-term stabilities all approach the GPS 
stability regardless of the reference clock used. The upper curve is dotted on the right end 
as a projection of theoretical behavior. The other ,values are based on experimental analysis. 
If SA is removed, the stability of EGPS will be significantly improved - especially in the 
intermediate-term region of averaging times. 

Because GPS is global, there is no limit on the baseline separation of the clocks being compared 
or which are receiving the distributed time and frequency information. Hence, this approach 
is excellent as a telecommunication network-node synchronization and syntonization technique. 
With an excellent reference clock the instmmentation residual errors have been documented 
at about 1.5 ns. It is also extremely cost effective - producing in real time a simple 1 pps 
output that is very stable. An EGPS receiver can lock either to GPS system time or to the 
broadcast estimate of UTC(USNO MC).· The latter is usually kept within about 20 ns of the 
master-clock at the observatory. 

A potentially very useful experiment that has not been conducted would be to treat GPS 
system time (the composite clock) as a common-clock. Assume there are two perfect clocks 
remotely located with respect to each other anywhere on the earth. If these two clocks were 
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to perform the same lcind of optimum regression analysis estimate of the frequency of GPS 
system time using EGPS receivers over the same integration interval, and then the difference in 
these frequency estimates were calculated, the uncertainty in this estimate should improve with 
the length of integration. In other words, each of the two sites is measuring the same clock 
in the same way within some noise band. Subtracting their measured values from each other 
subtracts out the common clock. If for long integration times, the time-difference residuals had 
a white-noise spectrum, the uncertainty on frequency transfer could improve as fast as T- 3/ 2 . 

It should only take a few weeks of averaging time to reach 1 x 10- 15 very cost effectively and 
with straight-forward data processing. . 

The GPS Carrier-phase techniqu.e has the smallest uncertainty for frequency comparison of 
remote clocks. Expedments have been conducted comparing hydrogen masers remote to each 
other by having ge<;>detic type receivers at both sites. By loclcing to GPS common carrier-phase 
at the two sites, RMS residuals of 30 ps have been measured. The data plotted in Figure 
7 are between Goldstone, California and Algonquin Park, Canada. The baseline distance is 
about 3.4 Mm (2,000 miles) . About 35 monitor stations were involved in determining accurate 
ephemeridies for the satellites. Both sites have to view the same' satellites at the same time. 
The main problems with this technique are the difficulty in the data processing and the expense 
of the receivers. Both of these problems could be overcome, and this technique could be 
among the best for minimizing remote frequency comparison uncertainty. 

Time accuracies of the order of 10 ns may eventually come out of the FAA's Wide Area 
Augmentation System (WAAS) via the signals from the INMARSAT satellites. These could 
also be very useful to the timing community. 

Conel usions 

Intrinsically, the proper algodthmic combination of the global set of clocks contributing to the 
composition of TAI!UTC provide a reference as good as 1 x 10-15 or better for sample times, 
T, longer than about two hours. More than a month after the fact, the long-term stability of 
TAI!UTC is available from the BIPM Circular-T and it approaches the ideal stability intdnsically 
available. The measurement noise limits the stability of TAI!UTC at O'y(T = 10 days) to about 
1 x 10-14. The paper discusses ways to, improve the intermediate stability (T = 1 day to a 
month) measurement noise for international comparisons to better than 1 x 10-15 . The paper 
also suggests ways to transfer op~imally the stability of the international clock set to a local 
clock set so that frequency standards at two different locations can compare frequencies with 
uncertainties at or below 1 x 10-15 . This can be done for both the intermediate and long-term 
stability ranges and in real-time or in post processing. The post processed data intrinsically 
have better uncertainties. 

Existing local clock sets properly utilized and optimally predicted forward can project to tho! 
current time much of the intrinsic stability of the international clock set. This can be done 
at the 1 x 10-15 or better level for frequency comparisons or to better than 10 ns of UTC 
timing accuracy. The outstanding long-term stability of a new commercial cesium-beam clock 
contributes a key element to the 1 x 10-15 compadson ability now available. The well known 
short-term stability of hydrogen masers can contribute substantially to the frequency compadson 
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effort - especially if they also have excellent intermediate and long-term stabilities. 

The BIPM data analyzed in this paper were for the period 1991 through 1994. The data base 
has only improved since then, and an international cooperative, using the Internet, for example, 
could make available much of the intrinsic stability of the international clock set for both the 
intermediate as well as the long-term stability comparisons of remote clocks. This could be 
done at or below the 1 x 10-15 level and in near-real time. 
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Figure Captions 

Figure 1 Histogram of offsets from TAl for all clocks, 311 total, reporting in the international 
time scale for 1994. There are several outliers plotted in both the -30 and + 30 x 10-13 bins. 
The large number of units in the 0 bin are mainly due to the primary standards and the HP 
S071As. 

Figure 2 Histogram of offsets from TAL for all hydrogen masers, 37 units, reporting in the 
international time scale for 1994. 

Figure 3a Histogram of offsets from TAL for all HP S071As, 94 units, reporting in the 
international time scale for 1994. 

Figure 3b Same as Fig. 3a but with bin size reduced to 1 x 10-13 . 

Figure 4 Histogram of offsets from TAL for the three primary standards reporting in international 
. time scale for 1994. 

Figure 5 Scatter plot of ay(r) for :high performance HP S071As (78 units) reporting in the 
international time scales for 1994. The ideal theoretical white-noise FM slope on this plot 
should be proportional to r- 1/ 2• With some outliers, many of the units tend to follow this 
slope within the confidence of the estimates. The slope tends to be slightly steeper between r 
= 10 days and 20 days. This may be caused by residual measurement noise. For the longest 
r values, some of the clocks tend to be flatter than the r- 1/ 2 behavior. In these clocks there 
appears a slight frequency drift, flicker or random-walk noise. Those indicating drift are of the 
order of a few parts in 1O- 1G per day. 

Figure 6a RMS/JN of sigmas for the data in Fig. 5 . The RMS/JN values are also plotted 
for the hydrogen masers. The RMS/VN will typically give a pessimistic estimate for ensemble 
stability because the values with larger sigmas are weighted heavier. The results using optimum 
weighting for the HP S071A ensemble are also plotted. 
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Figure 6b The Mod.O"y(1') stability results from an independent three-cornered hat analysis. 
The three independent ensembles were the primary clocks, the hydrogen masers and the HP 
5071As. The 1'-3/2 behavior is ' consistent with white PM measurement noise at a level of 1.3 
ns. Apparently, the HP 5071A ensemble is sufficiently better than the measurement noise or 
the other two erisembles that its' stability cannot be measured with confidence because of only 
having 71 data points. 

Figure 7 A plot of the time stability of state-of-the-art techniques for time and/or frequency 
comparison at locations remote to each other, and showing Loran-C as a well-known stability 
reference. The Loran-C values are for ground-wave signals and vary because of distance and 
terrain and atmospheric conditions; the effects of diurnal and annual vadations are also shown. 
GPS common-view technique also depends on the baseline distance, but more importantly on 
the receiver hardware and processing techniques. The GPS advanced common-view (ACV) 
technique shows the first experimental results for the hardware only. The upper and lower 
values for the two-way satellite time and frequency transfer (TWSTFT) technique are the 
stabilities for continuous operation. The bottom ' curve is a measured instrumentation stability 
limit achievable. The upper curve is a more typical performance stability pbserved between 
two sites remote to each other. The upper limit is dotted on the right end as a reminder that 
TWSTFT is not typically used in the continuous mode for this range of sample times, but rather 
three times per week, and the frequency transfer uncertainty will not be as good as that showlt, 
but would be nominally given by 1 nsir. The enhanced GPS (EGPS) technique can be used 
both for time and frequency transfer and for real-time distribution. It is a systems approach 
and is highly dependent on the reference clock used; hence, the different levels of performance 
when a quartz oscillator is used, or a rubidium frequency standard, or a cesium-beam frequency 
standard. Because EGPS employs an SA filter and is phase-locked to GPS, the long-term 
stabilities all approach the GPS stability regardless of the reference clock used. The upper 
curve is dotted on the right end as a projection of theoretical behavior. The other values are 
based on experimental analysis. All GPS methods basically assume that SA will stay at the 
current leyel. 
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STEERING OF FREQUENCY STANDARDS 
BY THE USE OF LINEAR QUADRATIC 

GAUSSIAN CONTROL THEORY 

Paul Koppang 
U.S. Naval 0 hservatory 
Washington, D.C. 20392 

Abstract 

Robert Leland 
University of Alabama 

Tuscaloosa, Alabama 35487 

Linear quadratic Gaussian control is a technique that uses Kalman filtering to estimate a state 
vector used for input into a control calculation. A control correction is calculated by minimizing a 
quadratic cost function that is dependent on both the state vector and the control amount. Different 
penalties, chosen by the designer, are assessed by the controller as the state vector and control amount 
vary from given optimal vawes. With this feature controllers can be designed to force the phase and 
frequency differences between two standards to zero either more or less aggressively depending on the 
application. Data wiU be used to show how using different parameters in the cost function analysis 
affects the steering and the stability of the frequency standards. 

INTRODUCTION 

The steering of frequency standards (atomic clocks) is a very important procedure in the timing 
community. Steering is used to synchronize remote clocks using very accurate time transfer 
methods such as two-way time transfer and the Global Positioning System. Also in time scale 
applications a standard is steered to a paper, or calculated, clock in order to give the time 
scale a physically realizable output. This paper will discuss how the linear quadratic Gaussian 
(LOG) technique applies to the designing of control systems to steer frequency standards. 

In any real world application, a control system must deal with some amount of uncertainty, 
whether it comes in the form of sensor noise, process modeling error, or any other noise 
sources. The LOG technique is used for designing optimal control systems for uncertain 
physical processes. An important feature of this technique is that the stability of ,the control 
system is assured if system parameters have the properties of observability and controllability. 
Kalman filtering is used in order to estimate the actual state variables from measurements 
made of the stochastic system. . 

TWO-STATE LQG THEORY FOR FREQUENCY STANDARDS 

In the LQG theory [1,2,3) the state equation is assumed to be g~ven as a linear function of a ' 
state vector and a control vector: 

x(k + 1) = ~x(k) + Bu(k) + w(k), (1) 
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where 

x(k) = state vector = I:~~~~ I, 
xl(k) is the phase difference, and x2(k) is the fractional frequency difference, between 

the reference and the steered standard, 

u(k) = control vector which is a scalar in this case corresponding to the fractional 
frequency change of the synthesizer controlling the steered standard, 

ct = transition matrix = 15 I I, 7 is the time interval between measurements, 

w(k) = white noise characterized by covariance Qk , 

1

11107 + 2h_172 + ~7r2h_2-? 7r2h_2r21 
Qk = 2 2h ~2 3 2 2h ' and the h's are calculated from the two-sample 

7r - 2' 7r ~27 

(Allan) variance of the comparison between two standards [4,5J. 

The noisy measurement z(k) is related to the state vector by 

where 

z(k) = Hx(k) + v(k) 

z(k) = measurement, in our case a scalar phase difference, 

H = connection matrix = 1 1 0 I, and 

v(k) = white noise characterized by covariance Rk = measurement noise. 

(2) 

The linear state equation (1) is an approximation to the state modeling equation that includes 
higher order terms. In order to help give the linear approximation validity, the control vector 
u(k) is chosen such that the quadratic cost function 

(3) 

is minimized. 

W Q and W R are matrices that are chosen by the designer in order to set the relative penalties 
assessed to the state vector est~ate x(k) and control vector u(k) as they vary from zero. In 
general, if W R is large compared to W Q, the penalty is large for the system attempting to 
drive the state vector toward zero too rapidly. Conversely, if W Q is large compared to W n, 
the system faces a smaller penalty for large control effort and the system is driven toward zero 
more quickly. 

Due to the noisy measurement of x(k), we are faced with a compound problem of optimal 
control and estimation. A very useful theorem from control theory known as the separation 
principle allows us to solve the optimal control and the estimation problem independently. 
Kalman filtering is the technique used to estimate the true state x(k) from the noise. The 
Kalman filter is calculated as usua1l3J with the exception that the update estimate must now 
include control terms: 

x(k + 1) = ctx(k) + Bu(k) + Kg[z(k + 1) - H(~x(k) + Bu(k»] (4) 
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where Kg is the Kalman filter gain, x(k) is the state estimation, and B = J ~ I for the two-state 
model with a frequency synthesizer as the control mechanism. The optImal control for the 
given cost equation is 

u(k) = -Gox(k) (5) 

where 

(6) 

and Ko is a solution to the steady state Ricatti equation 

(7) 

This gives us a statistically optimal control u(k) for the given cost function with the designer 
specified parameters W Q and W n. Now that the control is optimized, we need to be concerned 
with the stability of the control design. Stability is assured if the pair (W Q, <1» are observable, 
the pair (4), B) are controllable, the Kalman filter is stable, and the model is reasonably good 
(see [2]). Controllability is the ability to steer the system from an initial state to another state 
in a finite amount of time, and observability is the ability to determine the state at any time 
from a finite number of measurements. 

SIMULATIONS 

Actual data measured from frequency standards at the United States Naval Observatory (USNO) 
were used in the simulations. An LQG control was applied to ,the data as if one of the standards 
frequency was being adjusted by a frequency synthesizer. Thus, the only assumption in the 
simulations is that the synthesizer works ideally. . 

The hydrogen maser NAVS was chosen to be steered to the USNO Mean[61. The Mean is 
a paper clock that is calculated using an ensemble of hydrogen masers and cesium frequency 
standards. Maser NAVS has excellent short-term stability, but due to the poor environment 
that it was in during the data collection, its long-term stability suffered. One of the best 
performing standards at USNO is maser NAV 4. Figure 1 shows the performance differences 
between NAVS and the Mean versus NAV4. As can be seen, we face an interesting problem 
of steering maser NAVS to the Mean in phase and frequency while attempting to preserve the 
short-term stability of the maser and gain the long-term stability of the USNO Mean. The 
phase difference between NAVS and the Mean is given in Figure 2. In order to minimize 
initial offsets, a frequency offset was removed from the data, and a constant was subtracted out 
giving the initial phase difference point to be near zero. 

In trial 1 we set W n = lOS and W Q = 1 bOO~oo~ I, which gives 

Go = I 6.50277 X 10-5 .57714 I 
after solving equations (5) and (6). Figure 3 shows the phase difference betw~en the Mean 
and NAVS after steering NAVS using the above solution. The phase difference is kept very 
small with the difference having a standard deviation of 140 picoseconds. 
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In trial 2 we set W R = 1012 and W Q = I bOO~oo~ I which gives 

Go = I 3.3185 X 10-8 .014976 I 
after solving equations (5) and (6). Figure 4 shows the phase difference between the Mean 
and NAVS after steering NAVS using the trial 2 parameters. The phase differences after the 
initial settling have a standard deviation of 691 picoseconds. 

A plot of the two-sample deviation of NAV4 versus the steered NAVS for both trial 1 and trail 
2 parameters is shown in Figure 5. This plot shows that the short-term stability of the maser 
in trial 1 has been perturbed by the fairly aggressive steering. While for trial 2, the stability 
exhibits the short-term stability of the maser and excellent performance in the long term. 

Another application of the LQG technique is the steering of remote clocks to UTC (USNO) 
via GPS. Figure 6 shows data obtained between a keyed GPS receiver and Hewlett-Packard 
HP5071 cesium standard #249. The initial data had 50 nanosecond phase and 4.0 x 10-14 

frequency offsets. Also shown in Figure 6 is the phase difference after a simulation run with 
the LQG control using the parameters of trial 1. We assume that there are two remote clocks 
being compared by a noisy GPS measurement system. The stability plot in Figure 7 shows how 
the cesium performed during the steers compared to a hydrogen maser after the initial settling 
of the controlled system. The solid line on the plot shows the performance specification for 
the 5071 cesium. The slightly worse stability near 10 hours is most likely due to modelling 
errors incurred from assuming whiteness of the GPS data. 

The parameters chosen for the LQG depend on the systems being used, the desired outcome, 
and the individual designer. This can be seen in the differenc;;es between the results in trial 
1 and 2. In trial 1 the short-term stability is sacrificed slightly for a tight control in the 
differences between the standards. The stability is still good, but if this does not meet the 
frequency stability needs for a system then the parameters of trial 2 could be used, or any 
other parameter set that gives the desired results as determined through simulation. 

EXPERIMENTAL RESULTS 

One of the great concerns in designing a controller is whether or not it will be stable and 
robust. This was tested by offsetting an external synthesizer, called an Auxiliary Output 
Generator manufactured by Sigma Tau Standards Corporation, driven by maser NAV2. The 
phase offset made was approximately 8 milliseconds compared to maser NAV4. Figure 8 shows 
how the controller with parameters given in trial 1 of the simulations reacted to this phase step 
that was nearly 7 orders of magnitude greater than would be expected in practice. The system 
remained stable and brought the signals within 300 picoseconds in approximately 6 days. 

Figure 9 shows experimental data of maser NAV2 being steered to the USNO Master Clock 
using an Auxiliary Output Generator that received its input from a distribution amplifier driven 
by NAV2. The several hundred picosecond humps in the data are caused by temperature 
changes in the testing lab where the 5 MHz distribution amplifier with a poor temperature 
coefficient resides. Temperature control of the lab was poor during the installation of a back-up 
air conditioning system. 
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CONCLUSION 

The LQG design philosophy is a robust, statistically optimal method for steering frequency 
standards. Simulations can be run without undue difficulty in order for the designer to 
characterize how different parameters will affect system responses. This technique could also 
be used to steer one standard very tightly to another, thus creating an independent back-up that 
is in phase and on frequency with its reference. Testing is now under way for implementing 
the LQG technique to synchronize remote systems using the Global Positioning System and 
two-way satellite time transfer methods. 
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Questions and Answers 

ALBERT KIRK (JPL): I have actually three questions. The first one, what are the 
temperature variations in your laboratory? 

PAUL KOPPANG (USNO): They were approximately five to six degrees C. 

ALBERT KIRK (JPL): I see. The second question is: What is the smallest step YOll can 
use on your synthesizer to correct the frequency? 

PAUL KOPPANG (USNO): 10-19 

ALBERT KIRK (JPL): The final question is: How do you determine, or how does your 
system determine, the loop time constant for each maser in response to - you know~ to steer 
the maser to some average that you mentioned here? 

PAUL KOPPANG (USNO): That's done by the Kalman filtering; it would steer to a Kalman 
filter value. 

ALBERT KIRK (JPL): Can you select that, then, for each particular maser, depending on 
its characteristics? 

PAUL KOPPANG (USNO): Yes. 
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KALMAN FILTERING USNO's GPS OBSERVATIONS 
FOR IMPROVED TIME TRANSFER PREDICTIONS 

Capt Steven T. Hutsell, USAF 
2d Space Operations Squadron 
300 O'Malley Avenue Suite 41 

Falcon AFB CO 80912-3041 

Abstract 

The GPS Master Control Station (MCS) performs the UTC time transfer mission by uploading 
and broadcasting predictions of the GPS-UTC offset in subframe 4 of the GPS navigation message. 
These predictions are based on only two successive daily data points obtained from USNO. USNO 
produces these daily smoothed data points by performing a least-squares fit on roughly 38 hours 
worth of data from roughly 160 successive 13-minute tracks of GPS satellites. Though sufficient for 
helping to maintain a time transfer error specification of 28 ns (1 Sigma), the MCS's prediction 
algorithm does not make the best use of the available data from USNO, and produces data that can 
degrade quickly over exte1lded prediction spans. 

This paper investigates how, by applying Kalman Filtering to the same available tracking data, 
the MCS could improve its estimate of GPS-UTC, and in particular, the Gf...S-UTC AJ term. By 
refining the AJ (frequency) estimate for GPS-UTC predictions, error in GPS time transfer could drop 
significantly. Additionally, the risk of future spikes in GPS's time transfer error could similarly be 
minimized, by employing robust Kalman Filteringfor GPS-UTC predictions. 

INTRODUCTION 

The UTC time transfer mission of GPS depends on daily connectivity with the official Department of 
Defense (DoD) agency for PITI, the United States Naval Observatory (USNO) [4]. Currently, the GPS 
Master Control Station (MCS) downloads a daily file from USNO (called FALCON), containing smoothed 
GPS tracking data, estimates of GPS-UTC, and time transfer performance metrics. Every morning, the on
duty operations crew at the MCS enters the daily estimate of the GPS-UTC phase offset (called the daily 
UTCBIAS value), based on USNO's least-squares fit of approximately 38-hours worth of the smoothed 
GPS tracking data. This tracking data consists of a series of measurements, each smoothed over a 13-
minute tracking interval. 

Current MCS software calculates the GPS-UTC frequency (slope) based on a linear1 fit of only two 
successive daily GPS-UTC phase (bias) values. Calculating a slope based on only two data points assumes 
that GPS-UTC predictions are optimal when using only a 24 hour span of data points. Intuitively, since 
most of the frequency standards within the GPS reference time scale (the GPS Composite Clock [1]) are 
Cesium clocks, the ensemble time should theoretically behave as a paper clock with noise characteristics 
roughly proportional to, and a fraction of, that of a single Cesium clock. Since white FM is the 
predominant noise type for 't S several days on most GPS Cesium clocks, intuitively, white FM should 
dominate for GPS time itself. Hence, a GPS-UTC slope calculated from a data span of only 24 hours 
contradicts these intuitions . 

269 



This paper presents the results of testing an off-line computer program that a) estimates GPS-UTC using a 
Kalman Filter optimized for the empirical noise characteristics of GPS Lime, and b) applies this Filter onto 
the same smoothed data currently used for calculating the least-squares fit l :>timate of the GPS-UTC phase 
offset. 

A GPS-UTC KALMAN FILTER 

The following is a description of a PC-based computer program written in Quick Basic, designed for 
applying Kalman Filtering to USNO's smoothed 13-minute measurements . The program is similar in 
design to the MCS's miniature Kalman Filter designed to estimate the states of the backup vs. operational 
frequency standards at the GPS monitor stations (MSs) . This GPS-UTC Filter reads successive text files 
that the MCS downloads daily from USNO, and calculates a smoothed estimate of the GPS-UTC phase 
and frequency, via a modified two-state Kalman Filter. 

Equations 

The GPS-UTC Kalman Filter employs the following equations, similar to those of many small Kalman 
Filters [5]: 

Notes: A = Aposteriori 
- = Apriori 
t = Kalman Time 
,. = Time update prediction span 

(1) State Vector: 

xJt) is the bias (phase) estimate (s) 
X2(t) is the drift (frequency) estimate (sis) 
X3(t) is slaved to the time steering drift rate (sll), currently .± 1.0 E-19 sll 

(2) State Covariance Matrix: 

[P" (I) PI2 (t) 

~l p(t) = P2~(t) P22 (t) 

0 

Units : PII (t) l 
PI2(t) , P2Jt) l is 
P22(t) i ii 
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(3) Process noise values: 

q J = The' bias (phase) q (set to 1.11 E-23 S2 Is) 
q2 = The drift (frequency) q (set to 2.22 E-33 i ll) 
q3 = 0 

(4) Noise addition matrix: 

(5) The measurement: 

(6) The measurement transformation 

(7) Measurement noise: 

(8) Transition matrix: 

(9) Identity matrix: 

z = [;l[l.OE -9] (s) 

R = [r] (setto 3.6 E-16 S2) 

1 'r .!.. 'r2 
2 

<1>( 'r) = 0 1 'r 

o 0 1 
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(10) Unity vector: 

H=(1 0 0] 

(11) The Time Update: 

fI 

X(tk) = <D(z-), X(tk-I) 

/\ T 

P(tk) = <D(Z-)' P(tk-I)' <D (Z-) + N (z-) 

(12) The Kalman Gain equation: 

(13) Measurement Acceptance: 

(14) The Measurement Update: 

Data Base Values 

The GPS-UTC Kalman Filter uses several important data base values: 

(a) The process noise values, ql = 1.11 E-23 S2/S, and q2 = 2.22 E-33 S2/S3, are based on the 
stability performance of GPS-UTC, as visualized in figure 1, and the following equation [1]: 

(b) The measurement noise value, R = 3.6 E-16 S2, is based on a User Range Accuracy (URA) 
index of3, equivalent to 5.67 meters, or - 18.9 ns. (18 .9 ns)2 == 3.6 E-16 S2. 

(c) The rejection tolerance, 4.0 E-08 s, is based on a maximum estimated range deviation (ERD) 
of 12 meters . 
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(d) The MCS currently steers GPS time at a maximum value of 1.0 E-19 S/S2 [3]. 

Filter Processing 

The following is a synopsis of the functionality of the GPS-UTC Filter program. The program: 

(a) Inputs values from PC data base files . 

(b) Initializes the Filter using the most recent state estimates, which reside in the PC state files. 

(c) Inputs the daily USNO file, or if requested, an archived USNO file. If the operator requests an 
archived file, he/she may enter successive files during the same execution of the GPS-UTC Filter program. 

(d) Cycles through the following steps (for each measurement): 

- Reads columns 2 and 4, from the DFR24 subfile of US NO's FALCON file . (These 
are the time tag and the corresponding single-satellite GPS-UTC estimate, respectively). 

- Accounts for the current time steering sign and magnitude. 

- Perfonns a time update of the current phase and frequency estimates. 

I 

- Perfonns a residual check on the measurement. If the measurement is rejected, the 
program reads the next measurement, and continues. 

- Perfonns al measurement update if the measurement is accepted. 

- Displays the current state estimates and variances on the PC screen. 

As a side note, if GPS-UTC experiences a substantial excursion in bias and/or drift, due to, for instance, an 
undetected single clock frequency jump, the GPS-UTC Kalman Filter,may be manually re-initialized, by re
setting the covariance matrix elements to default values (below) and by restarting the Filter: 

1.0 E-15 S2 o o 
~(t)= o 

o 
1.0 E -25 S2 0 

o o 

TESTING THE FILTER 

The author processed the GPS-UTC Kalman Filter against two months' worth of daily USNO files . The 
author chose this period primarily because of the relatively erratic perfonnance of GPS time, caused, in 
part, by a frequency jump at the Colorado Springs monitor station, at - 0200z, 21 Dec 94 [2]. 
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Test Plan 

As stated earlier, the Kalman Filter produces daily estimates of GPS-UTC phase and frequency. The test 
compared the current linear model's 24-hour prediction error against that of the Kalman Filter. The test: 

(a) Produced daily Kalman Filter estimates of the GPS-UTC phase and frequency: XaposteriOri(t) . 

(b) Propagated the daily Filtered estimates 24 hours in the future: XapriOri(t + 1 Day). 

(c) Compared the predicted estimates against the next day' s Filtered estimates: 

Filter Error = Xa;rio,;{t + IDay) - Xaposteriori(t + IDay) 

(d) Compared the' Filter error to the daily operational average time transfer error. 

The test included a re-initiali~tion of the Kalman Filter on 22 Dec 94, to compensate for the known GPS
UTC frequency excursion. 

Test Results 

Figure 2 compares the GPS-UTC phase estimate produced by the least-squares fit, to that produced by the 
Kalman Filter. The test indicated only a small improvement in GPS-UTC prediction. Figure 3 shows a 
plot of the actual GPS time transfer average error (using the current linear model) for 1 Dec 94 - 31 Jan 95, 
and the simulated systematic (average) time transfer error (based on the Kalman Filter) for the same period. 

The linear model's RMS of daily average error was 4.81 ns, and its overall average was -2 .13 ns. By 
comparison, the Kalman Filter model's RMS of average error was 4.04 ns, and its overall average was 
0.22 ns . 

Test Findings 

No test can completely simulate reality, and hence, the test results may paint a picture nicer than reality. 

(a) The Kalman Filter allows the operator to generate GPS-UTC predictions based on optimal 
estimation, with data base values tailored towards the true (empirical) noise characteristics of GPS time. 
This optimal estimation could theoretically produce a small reduction in time transfer error. 

(b) The theoretical reduction in time transfer error may not be significant enough to justify the 
extra operational burden at the MCS, at the present time. The computer setup that the MCS currently 
employs to download daily GPS-UTC information already has some operational problems, including 
numerous communication drop-outs, and occasional errors caused by the manual processing of data. The 
extra hassle imposed on operations crews, caused by new, intricate software, may very well degrade GPS
UTC predictions, if the number of operator-related errors were to increase. The undetected corruption of 
one PC file could theoretically prove disastrous for time transfer. 

(c) The GPS-UTC Kalman Filter was unable to detect (and hence, reconcile) the -22 ns/day jump 
in GPS time that occurred on 21 Dec 94. The above test results were based on the assumption that the 
operator would detect and manually re-initialize the Filter to compensate for the frequency step. If the 
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operator couldn't have detected the jump, the Filtered GPS-UTC prediction, based on a theoretical 
frequency predictability longer than 24 hours, could have been unacceptably late in converging on a new 
frequency estimate, and hence, could have degraded time transfer performance. 

CONCLUSION 

This test of the PC-based GPS-UTC Kalman Filter produces several recommendations: 

(a) For the time being, continue with the current operational approach for GPS-UTC prediction. 

(b) Pursue a study on a more refmed Kalman Filter. This PC-based filter processed raw 
measurements, based on the broadcasted navigation message of 25 GPS satellites. Since the MCS 
typically updates the navigation message only once every 24 hours, these GPS measurements can, and will, 
have up to 40 ns of noise. This high measurement error causes the Filter to produce very coarse estimates 
of GPS-UTC, which are only predictable to about 4-5 ns over one day. 

(c) Incorporate the USNO Download into MCS mainframe architecture. By introducing solid 
configuration management into the data connectivity between USNO and the MCS, the MCS could a) 
receive more timely measurements from USNO, for improved accuracy and integrity monitoring, b) refine 
these USNO measurements by subtracting known observables (ERDs), and c) employ a more reliable setup 
for the MCS to perform its critical role in GPS' s time transfer mission. 
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SIMULATION STUDY USING A NEW TYPE OF 
SAMPLE V ARIANCE* 
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Abstract 

We evaluate with simulated data a new type of sample variance for the characterization of 
frequency stability. The new statistic (referred to as TOTALVAR and its square root TOTALDEV) 
is a better predictor of long-term frequency variations than the present sample Allan deviation. The 
statistical model uses the assumption that a time series of phase or frequency differences is wrapped 
(periodic) with overaUfrequency difference removed. We find that the variability at long averaging 
times is reduced considerably for the five models of power-law noise commonly encountered with 
frequency standards and oscillators. 

INTRODUCTION 

The most common method of quantifying frequency stability between oscillators is to evaluate 
the RMS of the fractional frequency changes vs. averaging time T, duhbed the Allan deviation U1 . 
For any sequence of average fractional frequency deviations {yd, the widely used quantity o-y(T) 
is ideally suited as a reliable, easily interpretable statistic for the characterization of frequency 
stability for common kinds of ·FM oscillator noise[2,31. 

There is a considerable literature on various methods and candidate statistics for the charac
terization of relative oscillator frequency stability. Suffice it to say that for a given system and 
noise, a statistic can he constructed to he nearly optimum. A single, unified approach will 
have its compromises. The Allan deviation, however, has a remarkable range of applicability 
in quantifying frequency and phase stability. This is because as a function of averaging time 
T, it is particularly well-suited in identifying the model of the t1'end in frequency stability or 
what is called the underlying "power-law" over a range of T values. The power-law is the 
slope on a typical log-log O'y(T) plot, and O'y(T) is suitably the RMS prediction error of fre
quency stability. Predicting the long-term stability of a frequency reference rests ultimately on 
predicting (correctly identifying) its power-law behavior. For an estimate of stability longer or 
different than the measurement at hand, simply extrapolate from or directly apply an expected 

• Contribution of the U.S. Government , not Rubject to copyright. 
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trend (power-law slope). Lastly, we can estimate the evolution of a squared phase error a~, 

proportional to T2 times the modified Allan variance for a uniquely identified power-law slop~. 
This is the time variance or TVAR[4). 

A long-standing problem is that the best statistic, the two-sample Allan deviation, has rather 
poor confidence at longer and longer T-values, where confidence is often needed most. A 
new statistic has been developed which retains the intuitive simplicity of the RMS fractional 
frequency changes (Allan deviation) and which has improved confidence at long-term averaging 
times[S). The model for the new statistic uses the assumption that a time series of phase 
or frequency differences is wrapped (periodic) with overall frequency difference removedl6l. 
Figure 1 illustrates the procedure. This variance (thus its square root) reduces estimation 
errors universally seen in previous treatments, thereby providing a better estimate of frequency 
stability for measurement times longer than say 20% of the data length. 

We compare the response of the new statistic (as a variance) to the traditional Allan variance 
by simulation of the five models of power-law noises commonly encountered with oscillators 
and frequency standards. Results show that the new variance shows a promise for greatly 
reduced variability hence uncertainty compared to the traditional Allan variance. 

DISCUSSION 

The sample Allan deviation &jj(T) and mod&y(T) are square roots of two types of tau-domain 
sample variances (AVAR and MVAR) [1, 7). They are recommended statistics in quantifying 
frequency stability between oscillators. In certain situations their responses have high variability 
at long averaging times T, as indicated by traditional simulation studies using common noise types, 
because the traditional sample Allan statistics are time-shift dependent. Therefore these statistics 
have degraded confidence at long averaging times. The method of complex demodulation 
motivates another statistic which is an improved sample variance for the characterization of 
frequency stability[Sl. For average fractional frequency fluctuations {Yk'} = YI, . .. , Y N -1 with 
overall frequency difference removed, this sample variance is given by: 

(1) 

where {Yk' ,j} = Yj+I ,Yj+2 ,··· , YN-I , YI , Y2,··· , Yj are spaced by TO and {yk} is therefore 
wrapped and re-indexed by j. Series {Yk ,j} - with unprimed k - are averages implied over 
T = mTo. Hence, as with traditional AVAR (and MVAR), the new sample variance &;otal is 
implicitly dependent on dimensionless quantity m, a scale parameter which determines T and 
which for efficiency can be limited to rational powers of 2, that is, -:/ .= m, i = 0, 1,2, 3, .... 

Measurements of relative phase differences {Xk'} are preferred to average frequency {Yk'} a; 
in Equation (1). We have k' = 1, 2,3, ... , N and separated by interval TO and overall frequency 
difference removed; therefore Xl = XN. Furthermore {Xk'} is wrapped and assumed periodic; 
hence Xl = XN+I and we eliminate the increment XN to XN+I to avoid bias (see Figure 1). We 
have 
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(2) 

where the argument in the brackets "[*]" has stride k' - m and is time-shifted by jro and 
averaged for all N - 1 possible shifts. This notation centers the second-difference operation 
(argument in parenthesis) at k' with a span of ±m which seems more intuitive especially 
considering the wrap procedure. 

STATISTICS COMPARED 

The primary reasons for using o-y(r) are that it is well-known, it is simple to calculate, it is 
the most efficient estimator for FM noise, and it has a unique value for all r. The primary 
disadvantage of using o-y(r) is that the results can be too conservative, sometimes very optimistic 
at the long r-values. It can take much longer than the longest reportable r-values (often orders 
of magnitude longer) to accurately quantify the underlying low-frequency variations between 
the frequency standards being evaluated[31. For example, quantifying the frequency stability at, 
say, r equals two weeks often requires no less than two months of actual measurement time. 

We compare the new sample variance o-'fotal(r) (also called TOTALVAR) to traditional AVAR 
o-~(r) using simulation studies of five common integer power-law noise types. These noise types 
are white PM, flicker PM, white FM, flicker FM, and random walk FM. A version of o-;ota/r) 
called modo-;otal(r) exists for MVAR; however since our present emphasis is on confidence at 
long r-values, AVAR is of interest. MVAR's advantage is in distinguishing white PM from 
flicker PM which usually are associated with short r-values. MVAR has no advantage for flicker 
PM and beyond, which occur at long r-values. Furthermore, a chief disadvantage to MVAR is 
that it only extends to 1/3 the total data length, whereas AVAR extends to 1/2 the same length. 

For highly divergent noise types, the new statistic is not expected to be unbiased[8, 91. However, 
this report indicates that the new statistic essentially estimates the same unbiased quantity as 
traditional AVAR for the five common integer power-law noise types but has better confidence 
than AVAR. 

GENERATION OF SIMULATED {x~} DATA 

Most high level computer program languages can return random variables which we then order 
as a time series {an}. The usual assumption is that variables are uncorrelated and normally 
(Gaussian) or uniformly distributed. Thus {an} forms the basis for a white-noise-of-phase 
process which is characterized by a constant power spectral density, SaU) ex fo. We build 
from {an} the other four noise processes: flicker (ex f- 1), random walk (ex f-2), flicker walk 
(ex 1-3 ), and random run (ex 1-4 ). The treatment of non-integer power law noise types has 
recently been explored[lOl . We limit our simulations to the five common integer power laws. 

Random walk of phase (RWPM) is equivalent to white noise of frequency (WHFM) and is 
one integration (single summation) of {an}. Random run of phase (RRPM) is random walk 
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in frequency (RWFM) and is two integrations (double summation) of {an}. These operations 
are among the simplest autoregressive (AR) procedures. 

Flicker processes can be gener"ated using an AR operation but must also include an (integrated) 
moving average (MA). The ARIMA model used in generating the five integer noise processes 
is adequately described by 

(3) 

where an is an input random variable and Xn is an output. 

For flicker of phase (FLPM): 

<PI 1.549, 

<P2 0.56, 

B 0.88 

Flicker walk of phase is flicker of frequency (FLFM) and is one integration (single summation) 
of an FLPM series. 

As mentioned, random run of phase (or random walk FM, RWFM) could be adequately realized 
as only a double summation of an which means <PI = 2 and <P2 = -1, and e = 0 in Equation 
(3). Cleaner representations of RWFM are realized for e = J3 - 2[11]. Thus we use: 

2 , 
-1 

v'3 - 2 = -0.268 

For the simulations here, some thought went into initializing each sequence to obtain a 
representation for the flicker and random run noise types. al was chosen to be between 0 and 
1; Xn-I, Xn -2, and an-l were derived from the end of previous simulations. 

In each of the noise types, the top of Figures 2 to 6 show plots of 100 calculations of o-f.otal (7) 
followed below by plots of 100 calculations of o-y(7) from the same 100 simulations. At the 
bottom of each figure is a plot of the square root of the mean of 0-;(7) derived from the 100 
simulations in order to see its agreement or disagreement with theory, that is, the theoretical 
square root of a mean of an infinite set. Flicker of phase (FLPM) is the only type which does 
not have a straight-line (log-log scale) theoretical slope owing to a logarithmic dependence on 
bandwidth. 

282 



WHITE PM (WHPM) AND FLICKER PM (FLPM) CASES 

For short r-values, we usually find noise modulation of the phase (not frequency) originating 
from noisy electronics not involved in the frequency-determining elements. Whit.e PM (WHPM) 
noise is broadband phase noise and has little to do with the resonance mechanism. Stages ot 
amplification are usually responsible for white PM noise. This noise can be kept very low with 
good amplifier design, hand-selected components, the addition of narrowband filtering at the 
output, or increasing, if feasible, the power of the primary frequency source. 

Flicker PM (FLPM) noise may relate to a physical resonance mechanism in an oscillator, but it 
usually is added by noisy electronics. This type of noise is common, even in the highest quality 
oscillators, because in order to bring the signal amplitude up to a usable level, amplifiers are 
used after the signal source. Flicker PM noise may be introduced in these stages. It may al so 
be introduced in a frequency multiplier or frequency synthesizer. 

Figures 2(a) and 3(a) show 100 plots of calculations of the square root of Cr;otal(r) for 100 
simulations of white PM noise and flicker PM respectively. Equation (2) is used for these 
calculations and N = 1024 for each simulation. Each of the simulation averages of two-sample 
variances at r = 1 is equal to one. Figures 2(b) and 3(b) are traditional square root of maximally 
overlapped Cry(r) for the same 100 simulations. The bottom plot is the 100-simulation-total 
square-root of the mean of the sample Allan variances and shows excellent agreement with 
theory. The spread in the estimates is greater using AVAR instead of the new statistic Cr;otal(r). 

White and flicker of PM both exhibit a r-1 slope in ay(r) and hence Crtotal(r). These noise 
types differ from the others in an important regard: their amplitudes are significantly affected 
by measurement (software and/or hardware) bandwidth[3, Introduction). Because of this, mOdCr2(7) 
or modified Allan variance (MVAR) was invented (for analyzing phase data only, {Xk'}) to take 
full advantage of the l/nrQ slope in the standard variance of {Xk'} for white PM and In (~TO) 
slope for flicker PM. As mentioned earlier, we limit our present discussion to a comparison 
between a~(r) and Cr;otal(r). This is because the present interest is an improved confidence at 
long r-values where more dispersive noise types are encountered and ultimately limit accurate 
characterization of frequency stability. Again a significant disadvantage to MVAR is that a 
single longest reportable r-value is limited to 1/3 the total measurement time; 50% more time 
is required for equivalent results using MVAR vs. AVAR. It suffices to say, however, that for 
white PM and flicker PM, the improvement in confidence in the long term is dramatic using 
the new statistic Cr;otal(r) as shown in Figures 2 and 3. 

6. WHITE FM (WHFM) CASE 

The cases of white FM, flicker FM, and random walk FM are of particular importance since they 
are physically traceable noise types encountered in virtually all precision frequency standards, 
and they often occur at long r-values. 

White FM noise (ay(r) ex r-1/2) is the type found in common passive-resonator frequency 
standards. These contain a slave oscillator, often quartz, which is locked to a resonanc~ 
feature of another device which behaves as a high-Q filter. High quality cesium, rubidium, . 
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and passive hydrogen standards have white FM noise characteristics [121. ~. Howe has previously 
presented results using white FM simulation that show that the new statistic TOTALVAR is an 
improved estimate of the mean-square frequency deviations between oscillators, particularly at 
long r-valuesfsl. Figure 4 reproduces those results for the comparison here. 

7. FLICKER FM (FLFM) CASE 

Flicker FM (ay(r) ex: rO) is a noise whose physical cause is not fully understood but may 
typically be related to the physical resonance mechanism of an active oscillator, the design or 
choice of parts used for the electronics, or environmental conditions[121 . Flicker FM noise is 
considered the quantum limit of resonance devices f13l . Flicker FM is common in the highest 
quality oscillators but may be masked by white FM or even white PM and flicker PM in lower 
quality oscillators. 

Figure Sea) shows 100 plots of calculations of 0-1,01,al(r) for 100 simulations of flicker FM noise 
and Figure S(b) is the same set of calculations using traditional square-root of maximally 
overlapped AVAR. The square root of the mean of the AVAR's of the 100 simulations as shown 
in Figure S(c) show a slight downward offset which can commonly occur at r = 512ro = T/2. 
Even though the power law is not exact, it is sufficient for the comparison of the spread in the 
responses between o-total (r) and traditional o-y(r) Again, the new statistic is preferred since it 
is generally less susceptible to large variations at long r-values. 

RANDOM WALK FM (RWFM) CASE 

Of the five models of power-law noise types, random walk FM noise (ay(r) ex: r1 /2 ) is most 
difficult to measure since its power is concentrated mainly very close to the carrier. This 
translates to near DC when considering phase differences {Xk'} or average frequency differences 
{17k' }. Random walk FM usually relates to an oscillator's physical environment. If random 
walk FM is a predominant noise type then mechanical shock, vibration, humidity, temperature, 
or other environmental effects may be causing "random" shifts in the carrier frequencyf14, lSI . 

Figure 6(a) and 6(b) are 100 plots of calculations of the square roots of o-;otal(r) and o-y(r) 
respectively, for 100 simulations of random walk FM noise. Again, even though the simulated 
power-law is assumed ' to be not exact as interpreted from the square root of the mean ut 
AVAR's in Figure 6(c), the important point is the comparison of the spread between square 
roots of TOTALVAR and AVAR (Figures 6(a) and 6(b)). And again, the square root of 
TOTALVAR is preferred since the spread and skews are reduced at long r values. 

CONCLUSION 

We compare the response of the traditional sample Allan deviation o-y(r) with a new similar 
sample statistic o-t01.aI(r) referred to as TOTALDEV (square root of TOTALVAR) for the five 
models of integer power-law noise types. These integer noise types are white PM, flicker PM, 
white FM, flicker FM, and random walk FM. Using traditional plots of sigma vs. tau and 100 
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simulations of each noise type, we find the variability in atotal(T)to be less than in ay(T) in 
all cases. As a result, we can expect a reduction in the actual measurement time involved to 
characterize the long-term frequency stability of a standard or oscillator. 
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The new statistic (referred to as TOTALVAR and its square root) uses 
the modet that a time series of pbase difference " are wrapped with 
period T and overalt frequency difference removed . The periodic 
assumption means that the data are circularly represented and the time
origin is no longer t., but is shiftable by jTo where TO is the minimum 
measurement interval . TOT ALVAR is traditional A V AR averaged over 
N·I possible shifts. Removal of the overall frequency difference 
eI iminates an end-match step by making " = 'N' hence " ='N ., and we 
eliminate the increment xN to x;.;:( to avoid bias. We use 

wbere the argument in the brackets is traditional A VAR shifted by j . 
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Top(a): Square root of TOTAL V AR calculated for 100 WHPM 
simulations with unit (two-sample) mean at T= 1. 
Middle(b): For comparison, traditional square root of maximally
overlapped A V AR calculated for the same tOO WHPM simulations as 
used at top for square root of TOTAL V AR. 
Bollom(c): Square root of tOO-total mean of maximally-overiapped 
AVAR's, an indication of the desired result . Dashed line is the 
theoretical mean of an iofU1ite set . 
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Questions and Answers 

JOE WHITE (NRL): Dave, what happens when you have any periodic effects in the data 
that goes into this sample? Real world data, for instance, since they have diurnals and things 
like that, what does that do to the confidence of this type of thing where we're wrapping it 
around on itself now, and these things no longer necessarily line up particularly at the ends? 

DAVE A. HOWE (NIST): Okay, well let me make a couple of comments about that, Joe . 
One is that the simulations assume that there is no periodicity in the data. The Allan Statistic 
is ideally suited for stochastic processes, but if there is a diurnal, then that's a problem for the 
Allan Statistic. 

On that, I would expect the results to be similar; that is, if there's a periodicity in the data, 
then once again, as you go to longer and longer averaging times, one would expect some would 
expect some nulls to occur. But actually thinking about it, maybe not. Because since this 
variance is a time shift invariant variance, then I think, though, it will just show the high value 
throughout the run. So, that's a good question. 

JOE WHITE (NRL): Let me follow up with one more that's near and dear to my heart: 
Are you ready to talk about what the error bars ought to be on this kind of data when you 
do this sort of approach? You know, traditionally they run something like one over the square 
root of N as a rule of thumb. What would you say here? 

DAVE A. HOWE (NIST): I'm not in a position to talk about that. 

DR. GERNOT WINKLER (USNO, RETIRED): I think the old question is very closel., 
related to the problem of how much systematics, how many systematics, do you first subtract 
before you go into the statistical analysis. I remember that we discussed it about 20 years ago, 
why this sudden drop in sigma tau. And Jim Barnes, in fact, at that time said that this is 
inevitable as soon as you subtract a systematic part. You remove, of course, the low frequency 
part; and therefore, the sigma tau has to drop at that point. 

Now when you have periodic content, again the description is that before you go into statistical 
evaluation, you must remove systematics. But how much, where you put that dividing line, 
whether you stop at the linear substraction or a quadratic or a simple sinusoid, that is, of 
course, the problem and the real question. 

DAVE A. HOWE (NIST): Well, I understand. Typically, we use the model of just drift and 
linear rate. That's as far as we go. We assume the rest of it is the residual noise. 

I do appreciate the question, I'm not sure I can shed any more light on that. There were no 
systematics in this data. There was no drift introduced. 
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RELATING THE HADAMARD VARIANCE TO 
MCS KALMAN FILTER CLOCK ESTIMATION 

Capt Steven T. Hutsell, USAF 
2d Space Operations Squadron 
300 O'Malley Avenue Suite 41 

Falcon AFB CO 80912-3041 

Abstract 

The GPS Master Control Station (MCS) currently makes significant use of the Allan Variance. 
This two-sample variance equation has proven excellent as a handy, understandable tool, both for 
time domain analysis of GPS Cesium frequency standards, and for fine tuning the MCS's state 
estimation of these atomic clocks. 

The Allan Variance does not explicitly converge for the noise types of a ~ -3, and can be greatly 
affected by frequency drift. Because GPS Rubidium frequency standards exhibit non-trivial aging 
and aging noise characteristics, the basic Allan Variance analysis must be augmented in order to aJ 
compensatefor a dynamic frequency drift, and b) characterize two additional noise types, specifically 
a = -3 and a = -4. As the GPS program progresses, we will utilize a larger percentage of Rubidium 
frequency standards than ever before. Hence, GPS Rubidium clock characterization will require 
more attention than ever before. 

The three-sample variance, commonly referred to as a renormalized Hadamard Variance, is 
unaffected by linear frequency drift, converges for a > -5, and thus has utility for modeling noise in 
GPS Rubidium frequency standards. This paper demonstrates the potential of Hadamard Variance 
analysis in GPS operations, and presents an equation that relates the Hadamard Variance to the 
MCS's Kalman Filter process noises (qs). 

INTRODUCTION 

The two-sample variance, or what we commonly refer to as the Allan Variance, has been an excellent 
device for time domain characterization ofGPS Cesium frequency standards over the past few years . Over 
the past year, the GPS Master Control Station (MCS) has also applied the Allan Variance towards fine 
tuning the MCS 's state estimation of these Cesium clocks [3]. 

In terms of Power-Law Spectral Density exponents, the Allan Variance does not explicitly converge for 
noise types of a S -3 , and may be greatly affected by frequency drift [5]. Because GPS Rubidium 
frequency standards exhibit significant aging and aging noise characteristics, the Allan Variance analysis 
must be augmented to dynamically compensate for this frequency drift, and to characterize two additional 
noise types, specifically a = -3 and a = -4 . As the GPS program progresses, we will utilize a larger 
percentage of Rubidium frequency standards than ever before. In particular, the Block IIR satellite 
platform will house three atomic frequency standards, and two of these three will be Rubidium. Clearly, 
the characterization of GPS Rubidium clocks will soon require more attention than ever before. 
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In contrast, the three-sample variance, coinmonly referred to as a renormalized Hadamard Variance, is 
unaffected by linear frequency drift, converges for a> -5 [8), and hence has a potential utility for modeling 
the various noise types resident in GPS Rubidium frequency standards . This paper demonstrates this 
potential for Hadamard Variance analysis in GPS analysis operations, and presents the relationship 
between the Hadamard Variance and the MCS's Kalman Filter process noises (qs). 

THE HADAMARD VARIANCE EQUATION 

A mainstay of atomic clock characterization, the two-sample (Allan) Variance essentially examines the 
second difference of phase, equivalent to the first difference of the time-averaged frequencies over two 
successive adjacent time intervals (t') [5): 

2 1 M-\ _ _ 2 

a y(t')=2(M_l)~(Yi+\-Yi)' Yi =the time-averaged frequency over t'i ' (1) 

Similar in principle to the structure to the Allan Variance, the three-sample variance examines the third 
difference in phase, equivalent to the second difference of the time-averaged frequencies over three 
successive adjacent time intervals (t') . The timing community has commonly referred to this three-sample 
variance as the Hadamard Variance. Though the term Hadamard Variance has been used more generally 
in various applications of multi-sample time domain analysis, for the purposes of this paper, we shall 
define the Hadamard Variance as follows: 

2 1 ~_ _ . _ 2 

Ha' y(t')= 6(M-2) f,;j'(Yi+2 - 2Yi+\ +Yi ) , Yi=the time-averaged frequency over 'i ' (2) 

The Hadamard Deviation (the square root of the Hadamard Variance) identifies two noise types that the 
Allan Deviation does not explicitly identify [8]. For this paper, we shall name the following noise types: 
for a = -3, "Flicker Walk FM"; for a = -4, "Random Run FM" [5]. Figure 1 visually describes the noise 
types identified by the Hadamard Deviation [6]. 

In terms of phase, equation (2) converts to [8] : 

2 1 N-3 2 

Ha' y(t') = 2 L(Xi+3 -3Xi+2 +3Xi+\ -Xi ) , Xi = the phase measurement at ti. (3) 
6t' (N - 3) i=\ 

or, equivalently: 

(4) 

where E[.] is the expectation operator. Each phase measurement Xi = x(ti) in equation (4) is separated from 
each neighboring successive phase measurement by a time interval value of t'. Meaning, 
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X(t;+2) = X(t;+J + t') = X(t; + 2t'), and 

X(ti+3) = X(t;+2 + t') = x(t;+J + 2t) = x(t; + 3t) 

MCS KALMAN FILTER TIME UPDATE PREDICTIONS 

(5) 

(6) 

(7) 

The propagation (time update), of Rubidium clock states in the MCS Kalman Filter, is modeled using the 
following polynomial expansion [7]: 

[

x(t + t")] [1 
y(t+ 1') = 0 

z(t+t") 0 

t" (1/ 2)t"2Ix(t)] [!lx] 
1 l' y(t) + Ay 

o 1 z(t) !lz 

(8) 

where 't is the prediction span, and x(t), yet), and z(t) are the phase, frequency, and frequency drift values, 
respectively, of the clock in question. Note that yet) is the time derivative of x(t), and z(t) is the time 
derivative of yet) . A(x), A(y), and A(z) are assumed to be random error increments, independent of x(t), yet), 
and z(t), having a prediction covariance P represented by a function of the Kalman Filter process noises 

. (qs) [1,7]: 

An expansion of equation (8) produces the following equations: 

q2t"2 /2+q3t"4 /8 

q2t" +q3t"3 /3 

q
3
t"2 /2 

Using equations (10), (11), and (12), and examining the differences between each successive X;: 
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(Xi+J - Xi) = 1J'i + (1I2)rZi + D.xi+J 

AN EXPECTATION OPERATOR EXPANSION OF Hcry{'t) 

Inserting equations (13), (14), and (15) into the following expression: 

obtains: 

Examining the differences between each successive Yi and Zi, from equations (10), (11), and (12) : 

Equation (17) translates into: 

With some more algebraic manipulation: 

(13) 

(14) 

(15) 

(16) 

(18) 

(19) 

(20) 

(21) 

[ThirdDifJ = D.xi+3 - 2D.xi+2 + D.xi+J + ~{(.:1Yi+2 - .:1Yi+J ) + (~.:1zi+J)} + (1I2)r{(.:1zi+2) - (.:1zi+J )} (24) 

[ThirdDifJ = D.xi+3 - 2D.xi+2 + D.xi+J + ~{(.:1Yi+2 - ~Yi+ J)} + (1I2)r{(&i+2) + (&i+J)} (25) 

Since we've now broken down this expansion into three independent polynomial tenns : 

the independence of each tenn {} allows us to separate equation (27) into three individual expectation 
operators [4]: 
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Expressing each term ofE[ThirdDij]2 as a function of the Kalman Filter prediction covariance matrix [1] : 

(29) 

(30) 

(31) 

By adding each term: 

(32) 

Hence, 

(34) 

RELATING WHITE PM TO THE HADAMARD VARIANCE 

Equation (34) does not, however, account for white PM noise (a = 2) [6], sometimes also referred to as 
representation error [1]. The Hadamard Variance can be expressed, in terms of phase measurements, as 
follows : 

(35) 

When white PM is the only significant noise component, the individual phase values are uncorrelated with 
time, and may be separated [4]: 
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(36) 

When assuming that white PM is the primary noise source, the representation error, which we'll denote as 
qo = E[X;]2, is independent of t;, and thus is a phase variance that is constant across time. Therefore, 

(for a= 2) (37) 

THE HADAMARD-Q EQUATION 

In the presence of both a) white PM, and b) the three noise types modeled by P, and assuming independence 
between the white PM and the other noise types, equations (34) and (37) can be combined into one that 
models four noise types, namely a = 2, 0, -2, and -4: 

(38) 

Note how this equation compares to the analogous equation relating the Allan Variance to the qs [2,3]: 

(39) 

For white FM, the Allan and Hadamard Variances are mathematically equivalent. For white PM, the two 
Variances are roughly the same, and, for random walk FM, the Variances differ by a factor of two. 
Though an analyst may use either the Hadamard Variance or the Allan Variance for deriving MCS qs, each 
has its own set of advantages and disadvantages. 

The primary advantage of the Hadamard Variance is the automatic removal of linear frequency drift [8]. 
Whereas the equation relating the Allan Variance to MCS qs assumes that the analyst must apply a 
continuously dynamic correction for frequency drift, the Hadamard-Q equation doesn't require this 
assumption. The tradeoff, however, is that the Hadamard Variance incurs an extra computational burden, 
simply because it examines the third (vice the second) difference of phase. For analyzing GPS Cesium 
frequency standards, the increased computational load of the Hadamard Variance proves fruitless, only 
because the Allan Variance gets the job done more efficiently [3]. 

Many timing experts, over the years, have extensively used techniques for applying a continuously dynamic 
correction for frequency drift, prior to using the Allan Variance for deriving q3 values with high confidence. 
This paper does not address the issue of confidence in the q3 value produced by the Hadamard-Q equation. 
This paper does, however, present an easily understood relationship between a relatively lesser known 
equation (the Hadamard Variance), and a set of system parameters used by the MCS (the Kalman Filter 
qs) . On initial appearance, given the computational capability, one can see the great potential utility of an 
algorithm that applies a relatively simple equation onto a large measurement data base, in order to derive 
Kalman Filter qs, without the need to apply preparatory frequency drift corrections . In the future, the 
author hopes to further investigate a) the real-world utility of this relationship, b) the issue of estimate 
confidence, and c) the net gain from the increased utility balanced against the increased computational 
burden. 
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CONCLUSION 

The implication of the Hadamard Variance in GPS operations is as follows : Analysts at the MCS could 
simply gather a large data base of clock phase measurements, apply all known step corrections, perform a 
number of iterations of the Hadamard Variance equation, and plot the results to visually describe the noise 
characteristics of GPS Rubidium clocks (including a = -4). Consequently, the Hadamard Variance could 
offer GPS operators an alternate tool for characterizing GPS atomic frequency standard noise. 

Perhaps more significantly, the implication of equation (38) is that GPS analysts now have an easily 
understood technique to relate raw clock phase measurements towards deriving important Kalman Filter 
clock estimation parameters (qs), that are unique to the performance of each individual clock, and that will 
include q3 automatically, without any need for the preliminary removal of frequency drift. 

The MCS hopes to make continued use of the Allan Variance, for both the characterization of Cesium 
clocks, and the derivation of their associated process noise values . This application of the Hadamard 
Variance widens the array of available tools for the characterization of Rubidium clocks, and the derivation 
of their associated process noise values . The GPS Block IIR satellite program will use a large percentage 
of Rubidium clocks. Certainly, the ever-important issue of refining Rubidium clock estimation may see its 
most important days in the years ahead. 
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Questions and Answers 
SERGEY V. ERMOLIN (HEWLETT-PACKARD): The Hadamard Variance does remove 
linear drift, that's true; and that saves you some time on preprocessing. But, it doesn't remove 
any drift beyond linear. As you showed on one of your first slides, that rubidium standards on 
board one of the space vehicles show not only linear drift, but possibly quadratic drift to some 
other power. 

So still, if you wanted to go ahead with longer operational time, you would still have to do 
some preprocessing, even if you used the Hadamard Variance. 

CAPTAIN STEVEN HUTSELL (USAF): The analogy is the Allan Variance does not 
care about a constant frequency offset. For instance, our atomic clocks can have a 1 x 10-11 

frequency offset; but if it's stable enough, the Allan Variance will be low, regardless of that 
frequency offset. The analogy is in the Hadamard Variance, if the satellite clock, or whatever, 
has an already existing 'common offset of, say, 3 x 10- 18 seconds per second squared of frequency 
drift, that will not adversely affect the Hadamard Variance calculations. 

However, in the Allan Variance, if there is a frequency drift, it will affect it. But with the 
Hadamard, it won't. In the same sense, a random walk in random walk FM will affect the 
Allan Variance by causing a positive one slope. But the frequency offset itself will not affect it. 

DAVID ALLAN (ALLAN'S TIME): Dr. Barnes did some work three decades ago on the 
confidence question, actually related to it, in the third difference estimate. The bottom lin~ 

was that the confidence is worse by a significant amount, especially when you have finite data 
lengths that come into impact you quite adversely. 

The other point is that it turns out a logarithmic drift estimator, both for quartz and rubidium 
is much better than linear. I think the graph that you showed outside of the turn-on transient 
probably would fit a logarithmic curve quite well. 

So, one might be better doing logarithmic modeling if we deal with a lot of rubidiums in the 
future. Yes, one would expect that the logarithmic function could be fit to this quite well, 
outside of the first point. 

The last one I would like to suggest that you think about - and I want to say that I think 
you've done a beautiful piece of work, but you can actually remove the effect of drift, kind of 
in real time, from the second difference operator, because you know the exact equation for 
the effect of drift on it until you can subtract that from and get an estimator variance without 
the drift effectively in real time. So, it doesn't need to impact the value of the variance if you 
don't want it to; and it gives you a tighter confidence of the estimate. 

CAPTAIN STEVEN HUTSELL (USAF): Yes, and the intent of this is not really to present 
the best way to estimate frequency drift dynamically. Really, what I \-/anted to do was examine 
the way the MCS is currently set up. And right now, it does not have the capability to do 
what you just described. The MCS is only set up as a dynamic Kalman filter three-state vectuI 
that needs process noise values. 

I completely agree that are far more sophisticated techniques to look at frequency drift than 
what's set up in the Kalman filter. Sorry, your first comment? 
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DAVID ALLAN (ALLAN'S TIME): [Inaudible]. 

CAPTAIN STEVEN HUTSELL (USAF): Yes, we see that too. We see it start to converge 

DAVID ALLAN (ALLAN'S TIME): [Inaudible] . 

CAPTA.IN STEVEN HUTSELL (USAF): We agree. Over time, the frequency drift goes 
from a negative value, around 3 or 4 x 10- 18 , and gradually starts logarithmically to approach 
zero. 

At the beginning, however, sometimes we see it start hugely negative, like -1 x 10-17 . Sometimes 
+1 x 1O-1G• We're talking about over the first 48 hours that we turn it on. We would need to 
address how we try to model that. It's also probably appropriate to ask what's causing that, 
what physical phenomenon is causing it to be positive at the beginning for some clocks, and 
negative for the others. But, I do agree. 
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SIGNAL DELAY STABILITY OF 
A KU-BAND TWO-WAY SATELLITE 

TIME TRANSFER TERMINAL 

D. Kirchner 
Technical University Graz, Austria 

H. Ressler and R. Robnik 
Space Research Institute, Graz, Austria 

Abstract 

A fully automated two-way time and frequency transfer (IWSTFT) system including a satellite 
simulator, which allows to carry out signal delay measurements in conjunction with each time 
transfer measurement, is operated at the TechnicaL University Graz (TUG). After a brief description 
of the system, results obtained during fifteen months of operation are presented and discussed. 
Finall, envisaged experiments are mentioned. 

INTRODUCTION 

The signal delay stability of the receiving equipment (one-way methods) and of the receiving 
and transmit equipment (two-way methods) is a crucial parameter for the performance of 
time and frequency transfer systems. Apart from the use of transfer standards to assess the 
differential signal delay of stations, the use of local means to monitor signal delay variations 
- allowing frequent measurements - is of great interest. For satellite time transfer stations, 
this can be accomplished by using a satellite simulator attached to the antenna of the station. 
Such a system has been operated for longer than a year together with the two-way satellite time 
and frequency transfer (TWSTFf) station of the Technical University Graz (TUG), enabling 
the individual measurement of the difference of the transmit and receive delays for each time 
transfer session in a completely automated procedure[11 . 

The correction which has to be applied to TWSTFf measurements is given by [(rfX - rf'X) -
(r!X - rFW/2, i.e. the difference of the differential delays of the transmit and receive parts 
of earth stations 1 and 2 divided by two[21. The transmit delay is the total delay from the 
transmitted one pulse per second (1 PPS) to the reference plane of the antenna and the receive 
delay is the total delay of the received 1 PPS. Both delays consist of the corresponding signal 
delays of the earth station, the modem, related equipment, and in the connecting cables. The 
employed satellite simulator (SATSIM) allows to measure most of these delays except some 
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remaining delays which have to be evaluated separately. The signal delays are measured by 
means of the spread-spectrum modem used for the time and frequency transfer measurements. 
The separate transmit and receive delays of a single modem can be measured by means of 
an oscilloscope, but only with low accuracy. With two modems the corresponding differential 
delays can be established with high accuracy. 

MEASUREMENT SETUP 

A detailed description of the TWSTFT system used at TUG is given in [1]. The SATSIM 
used is of the de Jong type[3, 4) - this means one can measure the sum of the earth station 
transmit and receive delays as well as the receive delay only, thus allowing one to calculate the 
difference of the transmit and receive delay - but shows some modifications. The receive and 
transmit antennas are not simply waveguide-to-coax transitions, but are horn antennas and, in 
the receive part, there is a power splitter, making possible to measure power and frequency of 
the signal transmitted by the earth station. In the transmit part, a combination of attenuators 
is used to obtain the same signal power as received from the satellite. For shielding purposes 
all components are in a small metallic box with the horn antennas protruding from the box. 
The box is mounted on the feed boom of the parabolic antenna with the horns facing the 
feed. The side of the box with the horns is covered with microwave absorbing material and 
protection from rain is achieved by a small dome. The station is fully automated, providing 
remote control of transmit power, of transmit and receive frequencies, and of a spectrum 
analyzer for various measurement and monitoring purposes. Apart from the actual time 
transfer measurements, a time-transfer session consists of several accompanying measurements: 
collection of meteorological data, a counter check, the modem calibration, carrier-to-noise 
power density ratio (C / No) measurements of the satellite beacon and of the carriers of the 
local and remote station, and the different loop measurements necessary for the calculation of 
the signal delays of the station. 

A block diagram of the station from the point of view of the signal delays involved and the 
possible loop arrangements to measure the signal delays of interest is shown in Figure 1. The 
different loops and the corresponding counter readings (REF - PPSRX + b2) are called: MOD 
for modem loop, ID for indoor loop (all indoor equipment is in a fully air-conditioned room), 
OD for outdoor loop, STR for SATSIM loop to measure the station transmit and receive delay, 
and SR for SATSIM loop to measure the station receive delay. Together with the wanted 
delays other delays are measured which can only partly be eliminated by combining different 
measurements. These remaining delays have to be evaluated separately. CAL is the modem 
calibration (REF - PPSTX + b1) by which TWSTFT measurements have to be corrected to 
take into account the delay between the time reference REF and the transmitted 1 PPS PPSTX. 
Each delay indicated in a square gives the signal delay between the points marked by dots, 
e.g. u1 is the signal delay from the modem output to the indoor switch input and so on. In 
order to distinguish between the transmit and receive delays mentioned above and indicated 
by T, the measured delays are indicated by t. The transmit delay tTX (modem transmit output 
to satellite simulator input not including the cable connecting indoor and outdoor equipment) 
given by (u1 + i1 + 01 + u3 + u4) is obtained by calculating (STR - SR) and applying the 
correction [c1 + c2 + (s2 - sl) + (cc - uc)]. The receive delay tRX (satellite simulator output 

304 

, 
_ I 



to modem receive input not including the cable connecting outdoor and indoor equipment) 
given by (d4 + d3 + 02 + i2 + dl) is obtained by calculating (SR - MOD - 00 + 10) and 
applying the correction [-(cl + c2) - s2 - (cc - uc) - (ml + m2 - m3) - (i3 - 03 - i1 - i2)]. The 
differential delay (tTX - tRX )/2 is obtained by calculating (STR - 2*SR + MOD + 00 - 10)/2 
and applying the correction [(cl + c2) + (s2 - sl/2) + (cc - uc) + (m1 + m2 - m3)/2 + (i3 
- 03 - it - i2)/2]. Apart from (cl + c2) all other terms can either be assumed to be zero or 
smaller than 1 ns. The delay c1 is 14.55 ns and c2 is about 20 ns. The cables connecting the 
indoor and outdoor equipment (delays: cc, uc, dc) are parts of equal lengths (approx. 30 m) 
of one cable and in the same duct. Therefore, signal delay variations are assumed to be equal 
for all of them. The sum of uc and dc and related delays (00 - 10) is measured for each 
session and the three individual delays (cc, uc, dc) are measured occasionally like other delays 
which in the present setup cannot be measured in an automated mode. In the following the 
respective delays t are given without the above mentioned corrections and are designated by T. 

MEASUREMENTS AND RESULTS 

TWSTFf measurements are carried out between two laboratories in the USA and six laboratories 
in Europe[S, iiI. Since summer 1994 in connection with each session all loop measurements 
necessary to calculate the differential delay are performed. Each single loop measurement is 
the mean of 100 measurements with one measurement per second. The completion of all loop 
measurements takes about fifteen minutes, but could be shortened to about 10 minutes. The 
measurement error estimated by an error budget taking into account the errors contributed by 
the single measurements is smaller than 50 ps. 

In the following, measurements accompanying the European sessions are presented. The 
differential delay (TJ'x - TRX)/2 - computed from the delays as measured - and the outside 
temperature are given in Figures 2 and 3. There is an obvious correlation between the differential 
signal delay of the station and the outside temperature. Figure 4 shows the differential delay 
computed from the transmit and receive delays corrected for their modeled temperature and 
humidity behavior. For the modeling of the temperature and humidity dependence of the 
transmit and receive delays, polynomial fits were used. During the reported period of about 
fifteen months a total variation of the temperature of about 35°C and a total variation of the 
uncorrected differential delay of about 1.5 ns can be observed. The uncorrected data show a 
trend with a superimposed seasonal variation of about 600 ps. This trend still exits for the 
data with the modeled temperature and humidity dependence removed and seems to represent 
a kind of aging effect resulting in a delay increase of about 400 ps. 

DISCUSSION OF RESULTS 

The stability [71 of the differential delay (TJ'x - TRX) as measured and of the corrected one, 
together with stabilities typically obtained for TWSTFT measurements for averaging times up 
to 100 s and with stabilities of crucial system elements, is given in Figure 5. This is a composite 
time and frequency stability plot; thus, from only one graph the time and frequency transfer 
capability of a system can be estimated[1l . Stabilities were calculated from long-term sessions 
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performing one measurement per second or from measurements carried out three times per 
week (Monday, Wednesday, Friday) during the regular TWSTFT sessions also performing one 
measurement per second. The results obtained from the latter ones were interpolated to 
one-day intervals to obtain equally spaced data for the stability calculation, but no corrections 
to the obtained stabilities were applied[8]. The measurements of the differential delay show 
flicker noise PM with a level around 100 ps. This is in agreement with results obtained for 
TWSTFf common-clock experiments[9]. For averaging times up to some minutes TWSTFT 
usually shows white-noise PM behavior as indicated in Figure 5, with the noise level depending 
on the actual C/No of the signal supplied to the modem. The ultimate limit in the currently 
used TWSTFf measurement scheme is given by the stability of the electronic counter used for 
the time interval measurements. A more critical limit seems to result from phase variations 
between the reference frequency used by the modem for the signal generation and the time 
reference to which the measurements are referred. These phase variations are reflected in 
CAL, the modem calibration (REF - PPSTX + b1). Stabilities of CAL for the initially used 
frequency distribution system and an upgraded system are also given in Figure 5. Because CAL 
is not measured every second during a TWSTFT session, but a mean value of 100 measurements ' 
performed before or after a session is used, the short-term stability of CAL is crucial for the 
short-term stability of TWSTFT measurements. 

CONCLUSION AND ENVISAGED ACTIVITIES 

Performing TWSTFf measurements between stations both equipped with a SATSIM and 
correcting the TWSTFT data of each station by the measured signal delay variations could 
considerable improve the TWSTFT stability. In a measurement setup designed for fully 
automated measurements, a SATSIM can easily be included and operated. Because during the 
SATSIM operation the earth station is transmitting, about five minutes of extra satellite time is 
needed. The data obtained can immediately be used to correct the TWSTFf data for possible 
variations of the differential signal delay of the station. At the TUG a second earth station 
will soon be available, allowing common clock experiments between two stations both equipped 
with a SATSIM and, thus, the obtaining of some more information on the stability limits of 
TWSTFf systems. Furthermore, the second station will be used for detailed investigations 
concerning temperature and humidity dependence of the signal delays in order to optimize the 
station design. 
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Questions and Answers 

DR. GERNOT WINKLER (USNO, RETIRED): If you provide a correction, depending 
on temperature and humidity, you have to consider that humidity and temperature are strong 
correlators. 

DIETER KIRCHNER (TECHNICAL UNIVERSITY GRAZ): Yes, I know. 

DR. GERNOT WINKLER (USNO, RETIRED): It's better to use temperature and abso
lute water content, because that is the physical parameter which is independent of temperature 
- less correlated with temperature. So using absolute humidity, or grams per cubic meter 
water content, and temperature should give you a better result. 

DIETER KIRCHNER (TECHNICAL UNIVERSITY GRAZ): Thank you for this com
ment, Dr. Winkler. But again, for the real operation, we will simply lise the measured figures. 
Maybe I have to add an error budget is an error smaller than 50 picoseconds for one calibration 
measurement. 
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DATA AND TIME TRANSFER 
USING SONET RADIO 

Gary M. Graceffo 
HRB Systems 

Linthicum, Maryland 21090 

Abstract 

The need for precise knowledge of time and frequency has become ubiquitous throughout our 
society. The areas of astronomy, navigation and high-speed wide-area netwo(,lcs are among a 
few of the many consumers of this type of information. GPS has the potential to be the most 
comprehensive source of precise timing information developed to date; however, the introduction of 
Selective Availability . has made it difficult for many users to recover this information from the GPS 
system with the precision required for today's systems. 

The system described in this paper is a "SONET Radio Data and Time Transfer System. W The 
objective of this system is to provide precise time and frequency information to a variety of end-users 
using a two-way data and time-transfer system. Although time and frequency transfers have been 
done for many years, this system is unique in that time and frequency information are embedded 
into existing communications traffic. This eliminates the need to make the transfer of time and 
frequency information a dedicated function of the communications system. 

For this system, the Synchronous Optical NElWork (SONET) has been selected as the transport 
format from which precise time is derived. SONET has been selected because of its high dat4 
rates and its increasing acceptance throughout the industry. This paper details a proof-of-concept 
initiative to perform embedded time and frequency transfers using SONET 'Radio. 

OVERVIEW 

The SO NET Radio Data and Two-Way Time-Transfer system (TTS) described in this paper is 
used to perform point-to-point data-and two-way time transfers between a master control site 
and a remote site. Each of these sites uses an ensemble of cesium clocks to maintain precise 
time and frequency. For the remote sites to perform as required, time-transfers must occur 
on a regular basis as a dedicated on-site maintenance function to maintain synchronization 
with the master control site. The use of embedded time-transfer technology will replace this 
dedicated function and allow continuous, dedicated, time transfers. 

Synchronous Optical NETwork (SO NET) is a Bellcore term for the Synchronous Digital 
Hierarchy (SDH) standardized by the International Telegraph and Telephone Consultative 
Committee (CCIIT) in Europe and Asia. SONET is a high-speed fiber optic transport 
standard which will eliminate the different transmission schemes and rates used in Japan, Asia 
and the United States. SONET is a transport interface and method of transmission only; it 
is not a network in itself[11. SONET is gaining wide acceptance in the telecommunications 
industry; therefore, it can be used to perform time transfers over many networks. The high 
data rates provided by SONET are very desirable for the application of time transfer. SONET 
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data rates range from OC-1 (51.84 Mbps) to OC-48 (2.488 Gbps) with a theoretical upper limit 
of OC-255 (13 Gbps). SONET is suitable for use in a broadcast medium (SONET Radio) as 
well. 

This system is a proof of concept to demonstrate the use of an overhead byte in the SONET 
frame header to convey time information. The concept of using a header byte for time transfer 
has been detailed in a paper by M. Kihara entitled "SDH-Based Time and Frequency Transfer 
System"l2]. For this proof-of-concept demonstration, the synchronization will be performed 
during the exchange of routine message traffic between the master control site and a remote 
site. Due to the limited amount of transponder band width the initial proof-of-concept effort 
will be done at a sub-SONET rate. The modems that bridge the two networks will run at a 
data rate of 10 Mbps. The two networks on which the modems reside will run at an OC-3 
data rate. It is anticipated that the time-transfer accuracy will be better than 3 nanoseconds 
and will have a frequency instability of 7 x 10-12 at 1 second. 

In order to reduce the technical risk and to keep the development costs down, the system 
is designed to be modular and is comprised primarily of commercial-off-the-shelf (COTS) 
components. The hardware and software that comprise the communications encoder and 
decoder (COMDEC) unit are the only custom-designed components in the system. To maintain 
the philosophy of modularity, the same software and hardware are used at both the master and 
remote sites. 

This system is the first phase of a multi-phase study. The overall goal is to embed time transfer 
information into the SONET overhead bytes in a variety of transmission mediums. The method 
has already had success over optical networks in Japanl2]. 

TIME CODE DEFINITION 

The Timing Solutions Corporation (TSC), working with Judah Levine of NIST (National 
Institute of Standards and Technology), has detailed an approach using a single unused byte 
in the SONET frame header to convey the time-code l3]. TSC has attempted to maximize 
compatibility with a Japanese proposal to the ITU-R Working Party 7A regarding network time 
and frequency transfers. This system attempts to maximize compatibility with the approach set 
forth by TSC; however, some ' modifications to their approach are necessary due to bandwidth 
limitations in the radio link. 

A SONET frame consists of two parts, a header and a synchronous payload envelope. The 
payload is unacceptable to convey time information because the data packets "float" within the 
envelope area l3]. The header, however, is not subjected to reallocation. For this reason, to 
achieve accurate time transfers, the header must be used to convey the timing information. 

The time code is transmitted as a block of five words. Each word is represented by five bytes. 
The most significant bit in each time-code byte functions as an on-time marker to signal the 
start of a new time code sequence. The remaining seven bits in each byte are used to transmit 
the time-code sequence. A complete time-code sequence contains administrative information, 
modified Julian day (MID) and time of day (TOD) to hundredths of a nanosecond. The time 
code length is flexible and can grow to meet future needs. 

The first word of the time-code contains administrative information. This information includes: 
flags, sender's identifier and recipient's identifier. Flags include: message synchronization, 
primary/secondary identifier and master/slave identifier. The second word contains a message 
synchronization flag, message type field, a descriptive message code (cce) field and the most 
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significant 28 bits of the time code. There are currently four types of messages defined. These 
message types are: 

Next frame contains a time mark (1111) 
NULL (1110) 
Frequency Information (0001) 
Time Information (0000) 

The message type (1111) is used by the hardware and software to prepare to receive an on-time 
time marker to which the hardware must be synchronized. The message type NULL (1110) is 
used when time or frequency information is not being transmitted or to end the transmission 
of a time code. Message types (0001) and (0000) are used to identify the transmission of 
frequency or time information respectively. There are currently sixteen ccc codes identified. 
These codes are used to identify the type of frequency or time information being transmitted 
(i.e. absolute time, relative time, leap second notification, etc.) 

The third word and subsequent words have the same format. Word three of the time code 
contains: a message synchronization flag, additional ccc information and 32 bits of time or 
frequency information. The third word is repeated until the entire time code is transmitted. 
Table 1 details the time-code sequence. 

SYSTEM DESCRIPTION 

The SONET Radio Data and Two-Way Time-Transfer System is a node on a network. As 
shown in Figure 1, its function is to perform data and two-way time transfers between two 
networks. Figure 2 illustrates the architecture of the SONET Radio Data and 1\vo-Way Time
Transfer System. The system has five component parts: Antenna unit, Transceiver unit, Modem, 
COMDEC unit, and the Ensemble. The communications decoder/encoder (COMDEC) unit 
illustrated in Figure 3 is the heart of the data and time-transfer system. The unit is designed 
to interface a modem to a SONET network while building or recovering a time code. The 
COMDEC unit is responsible for removing time information from the SONET header, passing 
the received time-code information to a personal computer (PC) and providing a 1 pulse 
per second (PPS) reference signal which is coherent with the received time-code information. 
Control of the COMDEC unit is through an external interface using a PC. 

The procedure to initiate a time-transfer is as follows: the master control station (reference 
station) and the remote site each exchange time codes simultaneously. Each site sends a 
message type of (1111), which indicates that the next frame contains an on-time mark. The 
message type (1111) is used to reset the hardware and prepare to synchronize to the on-time 
mark. The next time byte that is transmitted has the most significant bit in the time-code byte 
set to 1, indicating the start of a time-code sequence. The following time-code bytes contain the 
message type, ccc code and the time information. The most significant bit of each subsequent 
frame is set to 0, indicating the on-time marker is not present. When a time-code transmission 
is completed a me ssage type of "NULL" is transmitted, indicating the end of transmission. 

When the COMDEC unit is in transmit mode the SONET frames to be transmitted are retrieved 
from the network by the SONET interface module and stored in the transmit buffer. The 
PC loads the transmit buffer with part of the time-transfer information and signals the digital 
signal processor (DSP)/controller microprocessor to begin transmission. The DSP obtains the 
fractional seconds part of the time code from the Transmit Time-Tag Unit and completes the 
time code with this information. The Transmit Frame Controller unit reads the Transmit Buffer 
a word at a time and sends it to the modem to be modulated, using binary phase shift keying 
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(BPSK), and converted from a baseband signal to an intermediate frequency (IF) of 70 MHz. 
The transceiver converts the IF signal to Ku-band for transmission. 

When the COMDEC unit is in receive mode, it receives a bit stream that has been recovered 
by the modem. The COMDEC unit reconstructs the SONET frames from the recovered bit 
stream and records the embedded time code. The time code is placed in the receiver buffer for 
post processing by the pc. The time code is also loaded into a counter in the COMDEC unit. 
The counter is clocked using a submultiple of the recovered carrier. The counter generc;ltes a 
1 PPS signal that is coherent with the transmitting site's ensemble. A Time Interval Counter 
(TIC) external to the COMDEC unit is used to measure the phase difference between the 
recovered 1 PPS signal and the station 1 PPS signal. A PC records the phase difference 
between the two 1 PPS signals. The recovered payload is placed in a SONET frame and the 
frames are sent to the appropriate devices on the network. 

Once the measurement process has been completed, the two sites exchange measurements so 
that the relative phase offsets may be determined. Measurements are exchanged by placing the 
measurements in the SONET header and using the appropriate message type to identify the 
type of information being transmitted. 

The ensemble is used to provide the data and time-transfer system with precise time and 
frequency information. All signals in the data and time-transfer system are coherently derived 
from the ensemble. The ensemble consists of a suite of three cesium clocks, two GPS receivers 
and a computer to continuously steer the master clock in frequency. The ensemble has a 
long-term instability of 7 x 10- 14 at one second. 

RECIPROCITY 

1Wo-way time transfer is used so that reciprocity in the path may be assumed. The measurements 
made at each site using the time interval counter reflect the phase difference of the two 1 
PPS signals and the propagation delays. If these measurements are differenced, then the delay 
terms will cancel, leaving a residual of the phase difference between the two station clocks. 
This may be expressed as follows: 

where 

R(B) = 
R(A) = 
A = 
B = 
TdAB = 
TdBA = 
A-B = 
B-A = 

l __ _ 

R(B) = B - A + TdAB (at site B) 

R(A) = A - B + TdBA (at site A) 

time difference displayed on time interval counter at remote site (B) 
time difference displayed on time interval counter at the master site (A) 
time displayed on clock A 
time displayed on clock B 
aggregate of systematic delays between site A and site B 
aggregate of systematic delays between site B and site A 
phase difference between clock A and clock B 
phase difference between clock B and clock A 

TdAB = Tffl' A + TdAS + Tffl'B + TdsB + TdrB 
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where 

Td:rA 
TdAS 
Td:rB 
Td3B 
TdrB 

= 
= 
= 
= 
= 

delay in the transmitter at site A 
path delay from site A to satellite 
transponder delay in the direction A to B 
path delay from satellite to site B 
delay in the receiver at site B. 

The delays in the receiver and the transmitter are removed through calibration. If reciprocity is 
assumed, then path delays and the transponder delays are equal in both directions and, therefore, 
cancel out. If we assume reciprocity and the sites exchange time interval measurements (i.e. 
R(A) and R(B», then each site can find its phase offset relative to the other site. If it is 
assumed the master station is the reference, then the remote site can determine its offset from 
the master clock. 

The errors in the phase measurements made between the two stations are from three sources; 
they are: nonreciprocity in the path, noise in the measurement system and station calibration. 
The anticipated accumulated error as shown in Table 2 is expected to be a 2.5 nanoseconds. 
The primary contributor to the nonreciprocity in the system is the transponder path. This is 
because the upper part of the channel in the transponder will be used in one direction and 
the lower part of the channel will be used in the other direction. The phase ripple across the 
entire channel is a few nanoseconds. In order to null this effect, the transmission paths will 
flip-flop between the upper and lower channel in each direction. This will null the effects of 
transponder nonreciprocity and reduce the phase error to less than a nanosecond. Therefore, 
the goal of 3 nanoseconds accuracy is attainable. 

SUMMARY 

1\vo Data and Embedded Time-Transfer Systems using a Radio SONET transport format will be 
built and tested. These systems are nodes on two networks and will function as a bridge between 
the two networks. These networks exchange data on a daily basis and perform continuous 
time transfers in an existing communications link. The time-transfer information needed by 
each site will be embedded in the SONET header during routine site-to-site communications. 
It is anticipated that time transfers on the order of 3 nanoseconds are very achievable with a 
frequency instability of 7 x 10-12 at one second. Testing of the system will occur, over an RF 
path, in the fall of 1996. 
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TIME TRANSFER FRAME FORMAT 

WORD NUMBER DEFINITION RANGE 

Word 1 
Byte 0 

bit 7 Message synchronization 1: on-time marker 
0: all other times 

bit 6 1 for primary, 0 for secondary 

bit 5 1 for master, 0 for slave 
bit 4-0 Master/Slave identifier 

Byte 1 
bit 7 Message synchronization 1: on-time marker 

0: all other times 
bit 6-0 Sender's ID 

Byte 2 
bit 7 Message synchronization 
bit 6-0 Recipient' s ill 

Bytes 3-4 

bit 7 Message synchronization I: on-time marker 
0: all other times 

bit 6-0 Reserved 

Word 2 Time and frequency information 
Byte 0 

bit 7 Message synchronization 1: on-time marker 
0: all other times 

bit 6-4 Reserved for additional information (ccc) 
bit 3-0 Message type 

Byte 1-4 

bit 7 Message synchronization 1: on-time marker 
0: all other times 

bit 6-0 Most significant 28 bits of time/frequency information MID 28 most 
significant bits. 

Table 1 
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TIME TRANSFER FRAME FORMA T(CON'T) 

WORD NUMBER DEFINITION RANGE 

Word 3-0 
Byte 0 

bit 7 Message synchronization 1: on-time marker 
0: all other times 

bit 6-4 Reserved for additional (ccc) infonnation 
bit 3-0 Most significant 4 bits of 32 bit word MID 4 Least 

significant bits 
Bytes 1-4 

bit 7 Message synchronization 
bit 6-0 7 bits of 32 bit word most significant to least significant I msec<= T m <= 

order 86400 sec 
28 most significant 

bits ofTm 

Word 3-1 
Byte 0 

bit 7 Message synchronization I: on-time marker 
0: all other times 

bit 6-4 Reserved for additional (ccc) infonnation 
bit 3-0 Most significant 4 bits of32 bit word 4 least significant 

bits ofTm 

Bytes 1-4 
bit 7 Message synchronization 1: on-time marker 

0: all other times 
bit 6-0 7 bits of 32 bit word most significant to least significant .25 psec <= Tp <= 

order I msec 
28 most significant 

bits ofTp 
Word 3-2 

Byte 0 
bit 7 Message synchronization 1: on-time marker 

0: all other times 
bit 6-4 Reserved for additional (ccc) infonnation 
bit 3-0 Most significant 4 bits of 32 bit word 4 least significant 

bits ofTp 

Table 1 (con't) 
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ERROR ANALYSIS 

Objective is a time-transfer with 40 nanoseconds (40,000 picoseconds) of error 

e E = nonreciprosity + calibration_errors + measurement_noise 

Error sources 

Station Calibration 
Nonreciprocity in path 

Ionospheric nonreciprocity 
Tropospheric delays 
transponders • 

Measurement system 

Magnitude (picoseconds) 

200 

100 
« 100 

2000 
100 

2500 

* - This can be eliminated with transponder multiplexing 

Table 2 
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VARIANCE ANALYSIS OF UNEVENLY SPACED 
TIME SERIES DATA 

Christine Hackman and Thomas E. Parker 
National Institute of Standards and Technology 

Time and Frequency Division 
Boulder, Coolorado 80303 

Abstract 

We have investigated the effect of uneven data spacing on the computation of 0"", (7). Evenly 
spaced simulated data sets were generated for noise processes ranging from white PM to random 
walk FM. 0"", (7) was then calculated for each noise type. Data were subsequently removed from 
each simulated data set using typical TWSTFT data paUerns to create two unevenly spaced sets 
with average intervals of 2.8 and 3.6 days. O"",(T) was then calculated for each sparse data set 
using two different approaches. First, the missing data points were replaced by linear interpolation 
and 0"", (7) calculated from this now fuU data set. The second approach ignored the fact that the 
data were unevenly spaced and calculated 0"",(7) as if the data were equaUy spaced with average 
sPacin8 of 2.8 or 3.6 days. Both approaches have advantages and disadvantages, and techniques 
are presented for correcting errors caused by uneven data spacing in typical TWSTFT data sets. 

INTRODUCTION 

Data points obtained from an experiment are often not evenly spaced. In this paper, we 
examine the application of U:z:(T} = 3-1/2T(modny(T»[1) to the unevenly spaced time-series 
data obtained from two-way satellite time and frequency transfer (TWSTFT). We do so by 
using U:z:(T} with both evenly and unevenly spaced simulated data of known power-law noise 
type and magnitude. The noise types examined are white phase modulation (WHPM), flicker 
phase modulation (FLPM), white frequency modulation (WHFM), flicker frequency modulation 
(FLFM), and random walk frequency modulation (RWFM)l2J. 

Vernotte et al. [3] studied the analysis of noise and drift in unevenly spaced pulsar data. However, 
the data obtained from pulsar studies are much more sparse in time, with only about 2% of 
the possible data available. In TWSTFf, the task is less daunting: time transfers are typically 
measured on Monday, Wednesday, and Friday, so, in a perfect world, we would have a data 
density of 3 data points present out of a possible 7. 

This paper is not intended to be a rigorous treatment of how to calculate U:z:(T) in all possible 
cases of unevenly spaced data. Rather, our purpose is to suggest methods and corrections 
which may be applied to data such as those produced by TWSTFf in order to obtain a more 
accurate assessment of the underlying time stability and noise type. 
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The National Institute of Standards and Technology (NIST) regularly pedorms time transfers 
with several laboratories in North America and Europe. 1\vo of these laboratories are the United 
States Naval Observatory (USNO) in Washington, D.C. and the Van Swinden Laboratories (VSL) 
in Delft, the Netherlands. 1Ypical data sets covering a 384-day period were chosen from the 
NIST-USNO and NIST-VSL time transfers to be used as templates. 

METHOD OF EVALUATION 

We evaluated the use of O'z(T) with unevenly spaced data having the five different power-law 
noise types: WHPM, FLPM, WHFM, FLFM, and RWFM. Ten independent data files were 
generated for each noise type. The WHPM, WHFM, and RWFM files were generated using 
a random-number generator and integration. The FLPM and FLFM files were generated 
according to the algorithm of Kasdin and Walter[4]. All 10 data files of each noise type had 
384 evenly spaced data points spaced one day apart. In the next step, we removed data points 
from each file so that the remaining data points aligned with the data points obtained from 
NIST-USNO or NIST-VSL TWSTFf. This produced files containing 137 or 108 unevenly spaced 
data points, respectively. The missing data points were then filled in by linear interpolation 
between the remaining data points. After this last step, there are once again 384 evenly spaced 
data points. Therefore, for each simulated data file of each noise type, we finally had five data 
files: 

File 1Ype 1: the originally generated 384 evenly spaced data points with known noise 
type and magnitude. 

File 1Ype 2: a data file of 137 data points spaced as in the NIST-USNO time transfers. 
This file is obtained by removing the appropriate data points from File 
1. The average spacing (see below) is 2.816 days. 

File 1Ype 3: File 2 with the missing data points filled in via linear interpolation. 
File Type 4: a data file of 108 data points spaced as in the NIST-VSL time transfers. 

This file, like File 2, is obtained by removing points from File 1. The 
average spacing (see below) is 3.579 days. 

File 1Ype 5: File 4 with the missing data points filled in by linear interpolation. 

Having created all 50 files for a given noise type, we then pedormed a O'z(r) analysis of each 
file. For the data files with even spacing (File 1Ypes 1, 3, and 5 above) we computed O'z(mro,evn) 
in the usual fashion[1], where m = 1, 2, 4, 8, 16, 32, 64, 128 and rO,etm = 1 day. For the files 
with unevenly spaced data (File 'JYpes 2 and 4) we computed O'z(r) by treating the adjacent 
data points as if they were evenly spaced, with rO,avg calculated as follows: 

rO,avg = (MJD1asrt - MJD/irst)/(N -1) (1) 

where M J D /irtd. and M J Dlast are the time tags for the first and last data points, and N is the 
number of data points. For File 1Ype 2, rO,avg = 2.816 days, and for File 1)'pe 4, rO,avg = 3.579 
days. In both of these latter cases, we computed O'z(nro,avg) for n = 1, 2, 4, 8, 16, and 32. 
Having obtained O'z(r) vs r for all 50 files, we then computed the average values of O'z(r) for 
each file type. Therefore, for each power-law noise type, we finally have five plots of O'z(r) vs 
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r: 

1. Average O'z(r) = 1, 2, 4, 8, 16, 32, 64, and 128 days) for File lYpe 1, that is, the files 
with known noise type. This plot shows the "correct" values for O'z(r). 

2. Average O'z(r) = 2.816, 5.632, 11.264, 22.528, 45.056, and 90.112 days) for File lYPe 2. 
This represents the results we obtain by using unevenly spaced data with the NIST-USNO 
distribution. 

3. Average O'z{r) = 1, 2, 4, 8, 16, 32, 64, and 128 days) for File lYpe 3. This represents 
the results we obtain by taking unevenly spaced data with the NIST-USNO distribution, 
performing linear interpolation to make an evenly spaced data file, and then performing 
the 0' z ( r) analysis. 

4. Average O'zCr) = 3.579, 7.158, 14.316, 28.632, 57.264, and 114.528 days) for File lYPe 4. 
This represents the results we obtain by using unevenly spaced data with the NIST-VSL 
distribution. 

5. Average O'z(r) = 1, 2, 4, 8, 16,- 32, 64, and 128 days) for File lYpe 5. This represents 
the results we obtain by taking unevenly spaced data with the NIST-VSL distribution, 
performing linear interpolation to make an evenly spaced data file, and then performing 
the 0' z ( r) analysis. 

Finally, for each average value of O'z(r) for File lYpes 2-5, we computed a "correction factor." 
The correction factor is defined as 

. ( () ) avg O'z( r )File Type 1 
correctIOn factor 0' z r File Type j = ( ) 

avg 0' z r File Type j 
(2) 

In other words, mUltiplying the O'z(r) values obtained using File lYpe j by the correction factors 
for File lYpe j produces the correct value for O'z(r) as given by File lYpe 1. Because the r 
values for File lYpes 2 and 4 do not match the r values for File lYpe 1, various types of 
interpolation were used to obtain the correction factors for these two file types. The details of 
obtaining the correction factors for the different noise types and file types are discussed in the 
next section. 

RESULTS 

Figures 1-5 show the results obtained for the noise types WHPM, FLPM, WHFM, FLFM, 
and RWFM. Each of the points shown corresponds to the mean of ten values. The standard 
deviation of each set of ten values was also computed, but, for visual clarity, error bars indicating 
11 standard deviation are shown only on the File lYPe 1 (Le., correct) values. Approximately 
the same size error bars should be applied to each of the file type curves. 

Figure 1 shows the results obtained for white PM noise. There are several important points 
here. First of all, File lYpes 3 and 5 (interpolating unevenly spaced data to form evenly spaced 
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data) yield values of 0'2/T) which are much too small when T is less than the TO,avg of the 
corresponding unevenly spaced data set. On the other hand, File '!ypes 2 and 4 (the unevenly 

spaced data) yield O'z(1') values which have the -1/2 slope appropriate to white PM[1], but which 
are consistently too high. In fact, for T ~ 8 days, both of the methods used converge to yield 
approximately the same too-large values for O'z(T). For File 'JYpes 2 and 4, the white PM 
correction factor is in theory constant for all values of T and can be expressed as: 

correction factor (WHPM) = TO ,evn 
( )

1/2 

TO,avg 
(3) 

This occurs because with WHPM noise each data point in the time series is independent of all 
others. 

Figure 2 shows the flicker PM results. Once again, File Types 3 and 5 yield values of O'z(T) 

which are too small at short averaging times. Also, the lower-T values of O'z(T) for File 1Ypes 
2 and 4 are again too high. However, the results obtained from all file types converge toward 
the correct value as T increases. Similar results are obtained for white FM (Figure 3) and 
flicker FM (Figure 4). 

Figure 5 shows the RWFM results. Here, the use of interpolated data (File 'JYpes 3 and 5) 
provides virtually the same results as the originally generated data file (File 'JYpe 1) and the use 
of unevenly spaced data (File 1Ypes 2 and 4) provides values of O'z(T) which are too large at 
small T. In fact, as we progress from the WHPM process to the low-frequency-dominated noise 
processes (e.g., RWFM)[2], the use of linear interpolation to fill in missing data points becomes 
an increasingly better approximation of the truth. For lower values of T, using the unevenly 
spaced data becomes an increasingly worse approximation of the truth. As we progress from 
FLPM to RWFM, the results obtained using all methods converge on the correct value as r 

increases. 

> From the results shown in Figures 1-5 we have computed correction factors. Table 1 shows 
the correction factors obtained from the file types (3 and 5) which have evenly spaced data. 
These correction factors were obtained by simply taking the ratio 

0' z (mro,evn) FileTypel 

0':t(mro,evn)FileType3or5 

Tables 2-3 show the correction factors obtained for the file types (2 and 4) with unevenly spaced 
data. Because the averaging times for the unevenly spaced files (e.g. 2.816,5.632, ... , etc. days 
for File 1Ype 2) do not match the averaging times for File 1Ype 1 (1, 2, 4, ... , etc. days), we 
cannot simply take a ratio of two values to get the correction factor. Generally, interpolation 
of some sort is required. Note that the correction factors for WHPM in Tables 2 and 3 all fall 
within 10% of the values calculated from Equation (3). 
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- - - - - - - - - - - -

DISCUSSION 

There is, unfortunately, no way to apply these results blindly. The user will need to have an 
idea of what sort of noise types make sense in the context of his measurement. Initially, one 
should construct one log O"x(r) vs log (r) plot using the original set of unevenly spaced data 
and one log (O"x(r» vs. log (r) plot using a full data set formed by linear interpolation. 

At medium-to-Iarge averaging times (in our analysis, r ~ 8 days), almost all methods, in their 
uncorrected state, provide the correct slope for the log O"x(r) vs log (r) plot. For WHPM, the 
unevenly spaced data give the correct slope at all values of r. Thus, the user can determine 
which power-law noise process dominates at medium-to-Iong averaging times. (The exception 
to this rule occurs when RWFM predominates, and the unevenly spaced data are used to make 
the log O"x(r) vs. log (r) plot. In this case, the slope of the plot is slow in converging to the 
correct +3/2 value.) The more difficult part arises when the value of m in r = mro is small. 
It is here that we see the largest effects of not having an evenly spaced data set. In addition, 
in this regime the noise process which dominates a measurement often changes from one type 
to another. 

If data are recorded on Monday, Wednesday, and Friday, it will be impossible to get a reliable 
estimate of O"x(r = 1 day) - that information simply is not available. We can, however, make a 
fair estimate of O"x(r = 2 days) in this case because Monday-Wednesday and Wednesday-Friday 
are each two-day intervals. To be completely safe, one could avoid stating values of O"x(r) for 
r < rO,avg. Finally, in this analysis, the ratio of the data length (384 days) to rO,avg (2.816 and 
3.579 days) was always greater than 100; therefore, it may not be appropriate to use these 
results with short, sparse data sets. 

If there is only one, known, noise type present, then the correction factors shown in Tables 
1-3 can be applied. Unless one has exactly the same average data spacing as we did, some 
interpolation may be needed in order to use the correction factors. Fortunately, the values 
of most of the correction factors are not strongly dependent on the average spacing for the 
range of spacing that was examined. If the noise type is not known, one could begin by 
deciding whether their results contain only measurement noise, or if there is a mixture of 
measurement noise and clock noise. Examples of the former are common-dock or closure 
TWSTFT experiments. An example of the latter is performing TWSTFT between two remotely 
located clocks. We examine each of these situations below. 

MEASUREMENT NOISE 

If the results contain only measurement noise, then the noise type will most likely be white 
PM or flicker PM. Fortunately, as Figure 1 shows, if WHPM is the dominant noise type, the 
log l1x(r) vs log (r) plot for the unevenly spaced data will have a clear -1/2 slope and it will be 
obvious that the WHPM corrections should be applied. This method was used in Reference 
5. Similarly, if the log O"x(r) vs log (r) plot has zero slope at large r (Figure 2), then apply 
the FLPM corrections. In this case it is important to be certain that the noise type at large 
r has been correctly ascertained because, if the noise type is FLPM, the corrections which 
are applied at large r are fairly small. If the noise type is WHPM, the corrections which are 
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applied at large r are relatively large. 

COMBINATION OF CLOCK NOISE AND MEASUREMENT NOISE 

If the experiment measures clock behavior (or some other quantity which is characterized by a 
low-frequency-dominated noise type), then the situation becomes more complicated because the 
results will contain a mixture of noise types - the noise type associated with the measurement 
and the noise type(s) associated with the behavior of the clocks under study. We have evaluated 
various analysis techniques and have arrived at the following recommendations which combine 
ease of use with acceptable accuracy. 

First, examine the O'z(r) plots for evidence of measurement noise (WHPM, FLPM). The simplest 
way to see if there is any measurement noise is to look at the (Tz(r) plot of the interpolated 
data set in the region where r is small to medium. As Figures 1-3 show, for WHPM, FLPM, 
and WHFM, the O'z(r) plot of the interpolated data will curve down as r decreases to approach 
r = 1 day. In the case of FLFM, the O'z(r} plot of the interpolated data makes a straight 
line as r decreases. In the case of RWFM, the (Tz(r) plot curves up slightly as r decreases. 
Therefore, if the curve is downward at small r and if there is evidence of a flat transition area 
at medium r, there is probably significant measurement noise present. 

If there indeed is measurement noise mixed in with the long-term noise, we suggest the following 
procedure (hereafter called the "hybrid method"): compute rO,avg from the unevenly spaced 
data and then simply use the O'z(r) values obtained from the interpolated data for r> rO,avg' 
Then, estimate O'z(mro,evn}, where mrO,evn is the largest integral multiple of rO,evn that is less 
than 7b,avg' as follows: 

1. Using the values of log O'z(r = rO,avg} and log (Tz(r = 2rO,avg) obtained from the unevenly 
spaced data, perform a linear extrapolation to smaller r to obtain an estimate for log 
(Tz(r = m7b,evn) for the unevenly spaced data set. 

2. Compute the average of log O'z(r = mro,evn) obtained from Step 1 and log O'z(r = mro,evn) 
obtained from the interpolated data set. 

3. Use this average value as an estimate of the correct value of log (Tz(r = mro,evn)' 

For example, the NIST-USNO data have rO,avg = 2.816 days. Therefore, to obtain values of 
(Tz(4 days ~ r ~ 128 days we would use the O'z(r) values obtained from the interpolated data. 
To get an estimate of (Tz(r = 2 days) we would use the three steps outlined above. Further 
examples of this process are presented below. 

This technique works because, for typical clock noise types (WHFM, FLFM, RWFM), the 
uncorrected values obtained from the interpolated data set are a pretty good estimate of the 
true values for medium to long averaging times. For measurement noise types WHPM, FLPM, 
and WHFM, at small values of r, taking the average of the logarithm of O'z(r) associated with 
the interpolated and the unevenly spaced data sets yields an acceptable estimate of the true 
value of (Tz(r). If inspection of the O'z(r} plots reveals no hint of measurement noise (i.e., it 
appears that clock noise dominates even at small r, then determine the noise type from the 
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large-r values of CTx(r) and then apply the appropriate correction factors from Table 1 to the 
CTx(r) values obtained from the interpolated data set. 

We now show three examples of the analysis of mixed noise types, ranging from situations in 
which the measurement noise dominates out to medium r to situations in which the measurement 
noise is quickly overwhelmed by clock behavior. In Combination 1 (Figures 6a-6b), we see 
a case in which inspection of the initial CTx(r} plots (Figure 6a) reveals obvious signs of the 
presence of both measurement and clock noise. The average data spacing is 2.816 days. As 
Figure 6b shows, using the hybrid method provides very good estimates of the correct values 
of CTx(r): the largest error is only 10% of the true CTx(r). In addition, we do not need to know 
precisely what types of noise are present (in this case, WHPM and WHFM) in order to arrive 
at the final estimates for CTx(r). Finally, we do not attempt to obtain a value for r = 1 day. 

In Combination 2, we again see signs of both measurement noise and clock noise in the initial 
CTx{r} plots (Figure 7a). The average data spacing for Combinations 2 and 3 (see below) is 
3.008 days. As Figure 7b shows, the hybrid method again provides a good estimate of the 
correct values for this combination of WHPM and FLFM. 

In Combination 3, it is difficult to tell if there is any measurement noise present. The ,o'x(r) 
plot of the interpolated data set exhibits a very faint downward curve as r decreases toward 
1 day, but other than that, it looks like FLFM (Figure 8a). We have used both the hybrid 
technique and the simple application of the FLFM corrections (Table 1). As Figure 8b shows, 
the FLFM corrections work marginally better. As it turns out, the true CTx(r) curve shows clear 
evidence of measurement noise (WHPM) only at r = 1 day - a time interval about which we 
can gain no information from the sparse (ro,avg = 3.008 days) data set. 

CONCLUSIONS 

We have used two typical TWSTFT time series data sets to investigate the impact of unevenly 
spaced data on the calculation of CTx(r). We have analyzed simulated data sets that have had 
points removed to match the TWSTFT data patterns. CTx(r) was calculated from these sparse 
data sets using two techniques. One involves analyzing the sparse data as if they were evenly 
spaced with an average time interval, and the second uses interpolated data to recreate an 
evenly spaced data set. Correction factors for both approaches have been calculated for noise 
processes ranging from WHPM to RWFM. For all of the noise processes except WHPM, the 
values of CTx(r) calculated with either of the two approaches converge on the correct values 
at large r. However, significant errors may be introduced for small r. Finally, we suggest 
techniques for estimating correct values of CTx(r) in situations where the type of noise is unknown 
or where more than one noise type is present. 
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t(days) 

2.116 
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5.632 
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11.264 

16.0 
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32.0 

4S.0S6 
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90.1121 

Tab!e I: Correction Factors for File Types 3 and S. 

t (days) WHPM FLPM WIIFM FLFM RWFM 

(days) USNO VSL USNO VSL USNO VSL USNO VSL USNO VSL 

\.0 4.02 4.14 3.28 4.02 2.11 3.24 \.94 2.15 \,22 \.23 

2.0 1.S6 \.13 1.51 1.15 \.51 \.80 UI \.Sl 1.16 1.11 

4.0 0.88 0.9) 1.01 U) 1.16 U2 1.13 1.24 1.07 1.11 

8.0 0.61 0.64 0.98 \.01 \.05 1.13 \.04 1.08 \.02 \.06 

16.0 0.60 0.53 0.98 0.96 \.01 \.02 1.01 1.02 1.01 \.02 

12.0 0.61 0.57 0.95 0.94 \.00 \.00 1.00 \.01 1.00 1.00 

64.0 0.51 0.53 0.91 0.9) \.00 \.00 \.00 \.00 1.00 \.00 

128.0 0.50 0.49 1.02 \.01 \.00 ~.~ 1.00 1.00 ,---1.00 .. 

Table 2. Correction Factors for File Type 2. Table 3. Correction heron for File Type 4. 

WHPM FLPM WHFM FLFM RWFM t (day.) WHPM FLPM WHFM FLFM RWFM 

0.60 0.61 0.80 0.64 0.16 3.519 0.49 0 .65 0.10 0.50 0.12 

0.59 0.11 0.17 0.16 0.21 4.0 0.49 0 .66 0.12 0.56 0.14 

0.59 0.11 0.92 0.16 0.41 1.151 O.SO 0 .80 0.91 0.11 0.)) 

0.51 O.IS 0.95 0.94 0.51 ' .0 0 . .,0 0 .11 0.92 US OJ. 

0.5' 0.90 0.91 0.99 0.11 1016 0.50 0.91 0.91 0.94 0.59 

0.51 0.94 0·99 \.01 0 .... 16.0 0.50 0.91 0.91 . 0 .. 9S 0.63 

0.51 0.91 \.00 \.01 0.92 21.632 O.SI 0.91 1.00 0.93 0.71 

0.S6 0.94 1.00 1.01 0.91 32.0 0.51 0 .90 \.01 0.92 0.10 

0.S6 0.'9 \.02 \.01 1.00 51.264 0.52 0 .10 \.0) 0.92 0.90 

O.SS 0.11 \.04 \.02 \.00 64.0 0.52 0 .11 \.04 0.92 0.9) 

O.SS 0.95 1.01 I.OS \.00 ,---'-1.4.521 0.52 1.04 I.oq 1.06 1.10 
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The average values of 0x(t) obtained from simulated FLPM data. 
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Figure 1. 

The average values of 0x(t) obtained from simulated WHPM 
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Abstract 

Eight laboratories are participating in an international lWSTFT experiment. Regular time and 
frequency transfers have been performed over a period of almost two years, including both European 
and transatlantic time transfers. The performance of the regular lWSTFT sessions over an extended 
period has demonstrated conclusively the usefulness of the TWSTFT method for routine international 
time and frequency comparisons. 

Regular measurements are performed three times per week resulting in a regular but unevenly 
spaced data set. A method is presented that allows an estimate of the values of q y( T) to be formed from 
these data. In order to maximiu efficient use of paid sateUite time an investigation to determine 
the optimal length of a single TWSTFT session is presented. The optimal experiment length is 
determined by evaluating how long white PM instabilities are the dominant noise source during the 
typical 300-second sampling times currently used. A detailed investigation of the frequency transfers 
realized via the transatlantic lWSTFT links UTC(USNO)-UTC(NPL), UTC(USNO)-UTC(PTB), 
and UTC(PTB)-UTC(NPL) is presented. The investigation focuses on the frequency instabilities 
realized, a three-corner ed-hat resolution of the q 1/ ( T) values, and a comparison of the transatlantic 
and inter-European determination of UTC(PTB)-UTC(NPL). Future directions of this TWSTFT 
experiment are outlined. 

INTRODUCTION 

TWSTFf has developed into a useful method for regular and routine time and frequency 
transfer. During the INTELSAT field trial, several important details related to TWSTFf 
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operations were identified as areas that needed further study or confirmation. This paper 
will discuss and give solutions to several of those. In the future satellite time will have to 
be paid for; therefore, a logical question to consider is what is an optimal single experiment 
length. In a routine operational TWSTFf system, one of the goals is to reduce satellite costs 
while optimizing the . timing precision considering the typical noise sources encountered in the 
TWSTFf measurement systems over the range of 1 to 300 seconds. A paper was presented 
previously which studied the time-domain parts of the INTELSAT field trial[1]. This paper will 
concentrate on the frequency-domain results by presenting a detailed analysis of the realized 
long-distance transatlantic frequency comparisons. The specific frequency differences studied 
are UTC(USNO(MC2)) - UTC(NPL(H maser)), UTC(USNO(MC2)) - UTC(PTB(CS2)), and 
UTC(PTB(CS2)) - UTC(NPL(H maser)). UTC(USNO(MC2)) is a Sigma Tau Corporation 
hydrogen maser steered once a day by small changes in its synthesizer settings, hereafter 
UTC(USNO). UTC(PTB(CS2)) is generated by a laboratory cesium-beam primary frequency 
standard operated as a clock, hereafter UTC(PTB). UTC(NPL(H maser) is generated by a 
steered Sigma Tau hydrogen maser where approximately every 100 days a rate change is manually 
applied, hereafter UTC(NPL). 

UNEQUALLY SPACED O"y(r) ESTIMATES 

The following formulation has been developed to allow estimates of Uy(T) to be obtained 
from unequally spaced time-domain data such as are encountered in TWSTFf. In the case of 
equally spaced data, it is equivalent to the classical two-sample deviation, which is the square 
root of the two-sample zero variance[2,J,4]. In the case of unequally spaced data, such as are 
encountered in TWSTFf, we apply a normalization to account for the unequal data spacing. 
The normalizing terms which have been added in the following equation are the multipliers 
V\.T2)1V\.Tl) and V\.Tl)/V\.T2). The rest of the equation is standard. 

OPTIMUM EXPERIMENT LENGTH 

Figure 1 shows TDEV, U%(T), instability estimates formed from a large number of individual 
300-second TWSTFf experiments obtained by USNO against nine other labs all using a mix of 
MITREX model 2500 and 2500A modems. Specifically, the TDEV instabilities were estimated 
from the differences of the time interval counter readings divided by two. The phase-instability 
floor for the average of these experiments is reached near an averaging time of 100 seconds. 
The l00-second optimal sampling was stated quite elegantly previously in [5]: '~veraging for 
about 100 seconds exceeds the performance specifications of the limiting components." The 
limiting components in this case are the measurement systems, which are dominated by thermally 
produced white PM noise out to 100-second averaging times. 

Currently TWSTFf experiments are 300 seconds long (5 minutes). The 300 time interval 
counter readings from each laboratory or timing center are then differenced and divided by two 
to form a mean time difference for the experiment. Numerical experiments were performed 
to evaluate how an intermediate mean formed from 1 to (300-1) points deviated from the final 
mean formed from the full 300 points of a run. Figure 2 shows the results of the averaging of the 
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deviations from 1,492 experiments for UTC(USNO)-UTC(PTB) and UTC(USNO)-UTC(NPL). 
Generally, the subset means drop exponentially (l/y'(N» for the first 100 seconds, which is 
the white PM instability region. After 100 seconds, the convergence is a linear monotonic 
slope (l/(1-N/3OO) behavior). TWSTFf is so good that on average a clock difference formed 
from a single 1-pulse-per-second (1pps) comparison is within approximately 500 picoseconds of 
the final value determined from the average of 300 1pps comparisons. A reasonable trade-off 
between length of the runs, cost of the satellite time, and measurement noise (averaging over 
the entire white PM regime of the measurement system being the ideal) seems to indicate that 
12O-second (2-minute) runs are optimal. 

FREQUENCY TRANSFER ANALYSIS 

In an effort to determine the quality of the transatlantic frequency measurements, the following 
clock differences, which were directly measured or formed indirectly as indicated below, were 
used. . 

UTC(USNO)-VTC(NPL) directly measured via transatlantic, 
nominal experiment centers 14:12.5 U.T., 

UTC(USNO)-UTC(PTB) directly measured via transatlantic, 
nominal experiment centers 14:36.5 U.T., 

UTC(PTB)-UTC(NPL) = [UTC(PTB)-UTC(USNO)] + [UTC(USNO)-UTC(NPL)] 
indirectly formed via transatlantic, nominal experiment centers 14:24.5 U.T., 

and 

UTC(PTB)-UTC(NPL) directly measured inter-European, 
nominal experiment centers 10:20.5 U.T. 

TRANSATLANTIC 

The fractional frequency performance of the three transatlantic combinations as realized by 
TWSTFf is investigated first. These data were filtered so that only days where all three 
laboratories made TWSTFf sessions on the same day were used (MID 49387 to 49952 
with 141 days with common points). The resulting average r was 4.0 days. The clock 
difference UTC(PTB)-UTC(NPL) was formed indirectly via transatlantic TWSTFf sessions with 
UTC(USNO) in this section. It is important to note that there is a difference of measurement 
times of 24 minutes between the two directly measured experiments. In order to interpret these 
results correctly, we must remember that UTC(pTB) is a primary frequency standard used in 
the formation of UTC(BIPM) and is neither steered nor stepped either in frequency or in time. 
It is also important to stress again that both UTC(USNO) and UTC(NPL) are hydrogen masers 
and that both are steered towards an extrapolated UTC(BIPM). UTC(USNO) is steered once 
daily by very small changes in the masers' frequency synthesizer, while UTC(NPL) is steered 
by introduction of a rate change approximately once every 100 days. 

Figure 3 shows UTC(USNO)-UTC(PTB) with an rms of 1.7 x 10-14 and a very slight drift 
of -2.2 x 10-17 (7.8 x 10-18) per day between UTC(PTB) and UTC(USNO). Figure 4 shows 
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UTC(USNO)-UTC(NPL) and has an rms of 1.1 x 10-14 and an estimated maximum frequency 
drift of 6.6 x 10-17 (±1.1 x 10-17) per day. Figure 5 shows UTC(PTB)-UTC(NPL), which was 
formed via transatlantic TWSTFf with UTC(USNO). The rms for UTC(PTB)-UTC(NPL) is 
1.9 x 10-14 and an estimated maximum frequency drift of 1.2 x 10-16 (±3.1 x 10-17) per day. If 
one were to base decisions upon only the frequency-domain data presented in this paper, one 
might assume that a frequency drift is manifested in the UTC(USNO)-UTC(PTB) frequencies, 
for example. A drift interpretation would be an incorrect assumption. In reality, two very 
small discrete rate changes (frequency steps) are apparent in the time-domain UTC(USNO)
UTC(PTB) data and only appear unambiguously in the time-domain data. 

Figure 6 gives a Uy(T) plot showing the instabilities of the frequency comparisons. UTC(USNO)
UTC(PTB) TWSTFT frequencies show a constant lowering of the instabilities, with an approxi
mate T-1/ 2 slope (white FM noise) from 4- to 250-day averaging times. This is astonishing even 
when considering the fact that UTC(PTB) is one of the primary inputs into the realization of 
frequency of UTC(BIPM) with respect to the SI second and towards which UTC(USNO) is 
steered. UTC(USNO)-UTC(NPL) exhibits a complex structure which is typical of the instability 
behavior of the UTC(USNO) and UTC(NPL), with the increased instabilities at the longer 
averaging times coming from the periodic component of the steering towards UTC(BIPM). The 
estimated minimum frequency instability for UTC(USNO)-UTC(NPL) is 3.5 x 10-15, reached 
at an averaging time of 30 days. 

Transatlantic TWSTFT-measured UTC(PTB)-UTC(NPL), using UTC(USNO) as an intermedi
ary, exhibits a complex structure in the frequency instabilities which is typical of the instability 
behavior of the NPL hydrogen maser as steered towards UTC(BIPM). The estimated minimum 
frequency instability is 6.3 x 10-15, reached at an averaging time of 60 days, and the rise at 
the longest averaging times comes from the periodic component of the steering. 

These results indicate that the single 5-minute-long transatlantic TWSTFT instabilities are 
comparable to the short-baseline Vondrak smoothed GPS common-view experiments realized 
in Europe[6,7) 

Using the Uy(T) results for UTC(USNO)-UTC(PTB), UTC(PTB)-UTC(NPL), and UTC(NPL)
UTC(USNO), we may now resolve the instabilities for each clock system using a three-cornered
hat analysis at three selected averaging times and using the indicated number of points to form 
the instability estimate (see Table I). 

TRANSATLANTIC COMPARED TO INTER-EUROPEAN 

We now difference the inter-European direct-measured values of UTC(PTB)-UTC(NPL) with 
the transatlantic (European-U.S.-European) formed determination of UTC(PTB)-UTC(NPL) 
to evaluate any degradation contributed by the transatlantic paths over the inter-European 
path. We should remember that there are 24 minutes between the transatlantic measurement 
of UTC(PTB) and UTC(NPL) against the intermediary UTC(USNO). There are also a total of 
4 hours and 5 minutes between the inter-European and the transatlantic experiments. We have 
only compared TWSTFT data on days when both inter-European and transatlantic schedules 
have both had successful experiments. A total of 119 common points were matched over the 
interval MID 49387 to 49943 and an average T of 4.63 days was determined. No further 
adjustments such as interpolation, filtering, etc. were made to the data. 

In Figure 7 we present the frequency differences between UTC(PTB)-UTC(NPL), measured 
inter-European, and UTC(PTB)-UTC(NPL), measured by transatlantic determinations using 
UTC(USNO), which were determined approximately 4 hours apart. In an ideal case where 
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the clock comparisons were made simultaneously via TWSTFf, we would expect almost all of 
the noise sources to cancel out. However, this is not the case because of the approximately 
four hours between the comparisons of the transatlantic UTC(PTB)-UTC(NPL) and the inter
European UTC(PTB)-UTC(NPL) measurements. The standard deviation of the frequency 
differences is 9.0 x 10- 15 and the scatter is presumably due to the non-simultaneous clock 
comparisons. In order to get a feeling for what was contributing to this frequency noise, we 
generated a frequency instability plot (see Figure 8). 

A slope of 7-1 is evident over the entire interval and must be either white or flicker PM noise. 
At averaging times greater than about 100 seconds, we are at the phase instability floor of 
the time-domain TWSTFT measurement systems (see Figure 1). This TWSTFT measurement 
system phase noise must be contributing to the frequency instabilities seen in Figure 7. It also 
appears that the phase-instability floor from the four hours between measurements is relatively 
constant over the entire interval from 100 seconds to 75 days. At the longest sampling time of 
approximately 75 days, the phase-instability floor from the four hours between measurements 
would introduce only an 8 x 10- 16 uncertainty in the determinations of the UTC(PTB)
UTC(NPL) frequencies. The most important fact is that there is apparently no deterioration 
in the resulting time differences when measuring UTC(PTB)-UTC(NPL) via this transatlantic 
link using an intermediate timing center compared to the directly measured European time 
transfers when estimated for the ideal case of simultaneous measures. 

CONCLUSIONS AND FUTURE DIRECTIONS 

It has been proven that, for the Mitrex modems currently being used for these TWSTFT 
experiments, averaging over 120 seconds (2 minutes) is optimal due to this being the region 
of white PM instabilities. Another important result presented shows that TWSTFT works very 
well even over very long distances and when using multi-hop experiments, with very little or 
no added noise. 

TWSTFT has been proven to be very useful when applied to transfer of time and frequency 
between the best frequency standards and over long distances. TWSTFT will begin to be 
integrated as a routine time and frequency transfer method by the BIPM in the formation of 
International Atomic Time (TAl) beginning in 1996. Additional TWSTFT stations will be coming 
on-line in the future with the advent of new PN-code modems. A new TWSTFT-compatible 
modem, the AOA TWT-100 (USA), is available. A potentially new TWSTFT-compatible 
modem, TimeTECHgmbh SATRE (German) modem-currently used only for ranging-may soon 
be available. These new modems will allow more stations to come on-line for TWSTFT 
comparisons. 
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Table I. Three-cornered-hat resolution of uy{r)s at three averaging times (units in 10-15
). 

COMBINATIONS 

r = 4d (log 0.6) USNO-PTB PTB-NPL NPL-USNO 
N=139 14.48 15.09 7.96 

RESOLVED 

USNO PTB NPL 
4.76 13.68 6.38 

COMBINATIONS 

r = 33d (log 1.5) USNO-PTB PTB-NPL NPL-USNO 
N=17 6.70 6.74 3.60 

RESOLVED 

USNO PTB NPL 
2.49 6.22 2.60 

COMBINATIONS 

r = 64d (log 1.8) USNO-PTB PTB-NPL NPL-USNO 
N=8 4.47 5.96 4.33 

RESOLVED 

USNO PTB NPL 
1.27 4.29 4.14 
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Abstract 

For a decade and a half GPS Common-View time transfer has greatly served the needs of primary 
timing laboratories for regular intercomparisons of remote atomic clocks. However, GPS as a one
wa, technique has natural limits and may not meet aU challenges of the comparison of the coming 
new generations of atomic clocks. Tho-Way SateUite Time and Frequency Transfer (TWSTFT) is 
a promising technique which may successfuUy complement GPS. For two years, regular TWSTFT's 
have been per/onned between eight laboratories situated in both Europe and North America, using 
INTELSAT sateUites. This has enabled an extensive direct comparison to be made between these two 
high performance time-transfer methods. The perfonnance of the TWSTFT and GPS Common-Vww 
methods are compared over a . number of time-transfer links. These links use a varietY of time-transfer 
hardware and atomic clocks and have baselines of substantiaUy different lengths. The relative merits 
of the two time-transfer systems are discussed. 
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INTRODUCTION 

The performance of atomic clocks maintained at primary timing laboratories have improved 
considerably in recent years. There is now a challenge to develop suitable time and frequency 
transfer methods to exploit this improved performance. The standard method of intercomparing 
clocks contributing to International Atomic Time (TAl) is by common-view of Global Positioning 
System (GPS) satellites[ll. 1\vo-Way Satellite Time and Frequency Transfer (TWSTFT) has in 
recent years been developed as an alternative time and frequency transfer methodlZI. TWSTFT 
as a two-way time-transfer method, offers many potential advantages over the existing one-way 
methods. Due to the symmetrical nature of the TWSTFf method, several sources of systematic 
errors are either eliminated or greatly reduced. These include errors associated with Earth 
station and satellite positions along with ionospheric and tropospheric delay errors. The use of 
directional antennas and high frequency transmissions enables low power transmissions to be 
made with relatively high carrier-to-noise ratios, resulting in high precision measurements. The 
downside is that TWSTFT instrumentation is somewhat more expensive. Satellite time must 
also be purchased on a commercial geostationary satellite. 

In this paper, a detailed study is presented of the comparison between regular 
TWSTFT and GPS common-view measurements. Measurements have been included from five 
European laboratories recorded over a period of two years. The (TWSTFf-GPS) differences 
obtained from each link were examined. Values of UlI were calculated from the TWSTFT 
and GPS time transfers and also from the (TWSTFf-GPS) differences. Comparisons were 
made against U y values calculated from co-located atomic clock comparisons performed at NPL. 
Finally, discrepancies between the TWSTFT and GPS time transfers are explained in terms of 
changes in both instrumentation and environmental conditions at each laboratory. 

METHOD 

The international TWSTFf field trial experiment has been performed during the last two years 
using an INTELSATsatellite at 307°E[31. Six European and two North American laboratories 
have been participating in this experiment. The instrumentation used at each location has 
been descnbed previously[4,s1. The results presented in this paper have been obtained from 
intercomparisons of data from five of the European Laboratories. These were the Technical 
University Graz, Graz, Austria (TUG), National Physical Laboratory, Teddington, UK (NPL), 
Van Swinden Laboratorium, Delft, the Netherlands (VSL), Forschungs- und Technologiezentrum, 
Deutsche Telekom, Darmstadt, Germany (FTZ) , and Physikalisch-Technische Bundesanstalt, 
Braunschweig, Germany (PTB). The atomic clocks and TWSTFf Earth station instrumentation 
used at each location are summarized in Table 1. The provision of cost-free time by INTELSAT 
enabled the TWSTFT measurements to take place. Initially the INTELSAT (VA-F13) satellite 
at 307°E was used, but this was replaced by the INTELSAT (VII-F6) satellite. A schedule 
of TWSTFT measurements has been performed three times per week, with each individual 
time transfer lasting for five minutes. GPS measurements were made according to the BIPM 
International GPS common-view schedules 22, 23, 24, and 25. All GPS time receivers involved 
in this study are single-channel, CIA code, NBS-type. 

DATA ANALYSIS 

The TWSTFT and GPS data sets are fundamentally different. The TWSTFT data consist of 
spot measurements of five minutes duration made every two or three days. In contrast, the GPS 
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readings are obtained from the mean of a series of up to 60 thirteen-minute measurements, 
spread throughout two days. The noise within a five-minute TWSTFT time time transfer is 
substantially lower than the noise within a block of 13-minute GPS data. Underlying both sets 
of measurements are the variations of the atomic clocks. These short- and medium-term clock 
variations are small in the case of the hydrogen maser, but significantly larger in the case of 
commercial cesium clocks. 

TWSTFT measurements were made on Mondays, Wednesdays, and Fridays. This measurement 
schedule resulted in a regular but unevenly spaced data set. A simple algorithm has been 
developed to calculate a good approximation to 0",,[6) under these conditions. This algorithm 
has been successfully implemented. 

Time transfers were computed using the GPS common-view method for the period MID 
(49354-49950). During this period the Block II satellites were permanently subjected to 
Selective Availability (SA), so strict common-views were required to remove the effect of the 
SA clock dither. All common views retained for this study fulfilled the following conditions: 15 
s common-view tolerance, 765 s minimum duration of the track, 200 minimum elevation angle 
for satellites. The 15 s tolerance for common-views was necessitated by a fault in the NBS 
type receivers which begin observations 15 s later than scheduled. There were between 25 to 
40 common-view tracks per day fulfilling these conditions. Values of the common-views were 
computed for the midpoints of the tracks. The coordinates of the GPS ground antenna were 
expressed in the ITRF88 reference frame with uncertainty ranging from 10 cm to 30 cm[7). 
The coordinates for NPL, VSL, and FTZ were newly determined and the GPS data were 
corrected in post-processing. The distances between European time laboratories range from 
a few hundred kilometers to about one thousand kilometers. During the GPS common-view 
time transfer the errors due to broadcast satellite ephemerides, ionospheric, and tropospheric 
delays, are reduced to the level of 1 ns or lower[8,9). Therefore, there is no need to use 
post-processed precise ephemerides and measurements of ionosphere and troposphere[lOI. For 
each link, a Vondrak smoothing was performed on the values UTC(Lab1)-UTC(Lab2), which 
acts as a low-pass filter with a cut-off period ranging from 0.5 day to 2 days depending on the 
pair of laboratories[111. Those cut-off periods have been chosen as being approximately the limit 
between the short time intervals, where the measurement noise is dominant, and the longer 
intervals where the clock noise prevails. Finally, the smoothed values were interpolated for the 
occurrence of the TWSTFT measurements. The Vondrak smoothing method is illustrated in 
Figure 1. The "cloud" of GPS data points are shown, along with the curve resulting from the 
smoothing. The GPS links were differentially calibrated with an uncertainty of about 2 ns[l21. 

RESULTS 

Curves of the (PTB-NPL) time transfer made over a two-year period are shown in Figure 2. 
The offset between the two curves is due in part to the delay asymmetries of the TWSTFT 
instrumentation not being calibrated, and in part to an offset of 150 ns being added to clearly 
separate the two curves. Curves of the (TWSTFT-GPS) differences are shown in Figures 3, 4, 
and 5. Values of u" calculated for both the TWSTFT and GPS Common-View time transfers 
and (TWSTFT-GPS) differences are shown in Table 2. u" values were calculated with averaging 
times (7") of 2.3, 4.7, and 7 days. 

Several trends emerged. There is good agreement in the shape of the time-transfer curves 
obtained using the TWSTFT and GPS common-view methods. Values of the standard deviation 
calculated from the (TWSTFT-GPS) differences are shown in Table 3, both for the complete 
data set and for a sub-section. Outlying points that deviated substantially from the mean value 
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were removed before calculating the standard deviation using the points shown in Figures 3~5. 
The NPL~TUG differences exhibited the lowest standard deviation when calculated over the 
whole period. In order to compare (TWSTFf~GPS) differences over shorter periods, standard 
deviations have been calculated from subsets of the data which are free from rapid delay 
changes. The results obtained were encouraging. Standard deviations of between 1.4 ns and 
2.7 ns were obtained over periods ranging from 70 to over 300 days. The most stable operation 
occurred on the (PTB~NPL) link, where a standard deviation of 1.4 ns was obtained for the 
(TWSTFT-GPS) differences over a period of 350 days. 

Values of (I" were calculated from TWSTFf, GPS, and (TWSTFT-GPS) data sets that contained 
only data collected on the same MJDs. When data were missing from one data set, the 
corresponding data were removed from the other data sets before processing. Any discrete 
delay steps occurring due to known instrumentation changes were removed before the (I" values 
were calculated. Large discrete delay steps of amplitude 20 ns and 30 ns were removed from 
the FTZ data sets before calculating (III. These steps occurred only occasionally within a data 
set and were not typical of the data scatter. Values of (III varied considerably between the 
TWSTFf links. The (PTB-NPL) time transfer was the most stable link. These results were 
attributed to the use of an active Sigma Tau hydrogen maser at NPL and the Primary Cesium 
clock (CS2) at PTB compared with the use of commercial HP5071A cesium clocks at the other 
laboratories. With averaging times (7) of 2.3 days or longer, the principal instability contributing 
to the (III values was clock noise. This is explained below. 

For a given time transfer, values of (III were in almost all examples lower for the GPS common
view measurements when compared against the TWSTFT measurements. In most cases, the 
difference in U II values was quite small, but clearly significant. This difference was particularly 
noticeable on the most stable (PTB-NPL) link, with an averaging time (7) of 2.3 days. In almost 
all examples, the values of U II obtained from the (TWSTFT-GPS) difference were significantly 
lower than the (III values obtained from the individual time transfers. This again indicated 
that the major contribution to the time transfer U II values is from clock noise. A significant 
proportion of this noise cancels in the (TWSTFf-GPS) differences, due to the partial elimination 
of noise from the clocks. 

Despite the lower U II values obtained from the GPS time transfers, the conclusion should not 
be drawn that the GPS common-view method offers the best technique for clock comparison. 
The lower UII values may be due to the choice of TWSTFT and GPS measurement schedules, 
rather than to an intrinsically higher accuracy of the GPS method. The U II values obtained 
from a TWSTFT are calculated from "spot" five-minute readings, made either two or three 
days apart. In contrast, the U II values obtained from a GPS common-view time transfer are 
calculated from "weighted means" of up to two days' data, with approximately thirty satellite 
readings contributing to each day's data. U II values calculated from these mean values will be 
lower even in the case where two perfect time-transfer systems are used. 

To illustrate the above point further, co-located clock comparisons have been made between two 
HP5071A commercial cesium clocks and an active hydrogen maser at NPL. One hundred days 
of measurements have been examined. Values of U II obtained from the comparisons are shown 
in Table 4, using averaging times (7) of 2, 4, and 8 days. The U II values were calculated from 
single readings, from the mean of 48-readings taken over the two days, and from the (single 
reading - mean readings) differences. The results show the advantage of taking measurements 
throughout the 48-hour period. With a two-day averaging time, the U II values calculated from the 
mean readings were substantially lower than the U II values calculated from the single readings. 
The values of (III obtained from the co-located measurements were comparable with, and only 
slightly lower than, the U II values obtained from the TWSTFT and GPS time transfers. These 
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results suggest that a large fraction of each time transfer O"y value is due to clock noise. These 
results also show that the differences between the O"y values obtained from the TWSTFf and 
GPS common-view systems is most likely to be due to the choice of measurement schedule, 
rather than any intrinsically better delay stability of the GPS system. 

Plots of (TWSTFf-GPS) differences show several trends. There are delay steps of several 
nanoseconds occurring within some of the instrumentation. Several, but not all, of these 
delay changes are associated with known delay changes of either the GPS or the TWSTFT 
instrumentation due to hardware replacement. Periodic delay changes with an annual period 
occur within the (VSL-NPL) differences. Temperature-dependent delay changes have been 
observed in previous studies of (TWSTFf-GPS) differences[131. 

DISCUSSION 

There are several possible improvements that may be made to both the TWSTFf and GPS 
common-view time-transfer systems used in this experiment. Neither the 
TWSTFf system nor the GPS system are presently operating using optimum hardware. The 
GPS system may benefit from the use of dual-frequency multichannel receivers, which make 
optimum use of the available GPS signals. Work has already been performed to improve the use 
of the GPS system for time transfer by, for example, better satellite ephemeris determination, 
improved Earth station coordinate determination, ionospheric measurement, and tropospheric 
modelling. The main limitation to the performance of the common-view GPS method is the 
delay stability of the receiver instrumentation. The TWSTFf system may benefit from the 
use of more recently designed modems. Further improvements may be obtained from the 
optimization of the Earth station instrumentation to minimize the delay instabilities. Satellite 
simulators may be used to measure the Earth station delay asymmetries during a TWSTFT 
measurement session. 

The values of O"y obtained using both the TWSTFT and GPS systems have been limited by the 
performance of the cesium atomic clocks at most locations. A parallel TWSTFf experiment 
has been taking place between Europe and North America. The combination of longer baseline 
time transfers and the possibility of operating with active hydrogen masers at both locations 
should make the study of these links of considerable interest. It will be of particular interest 
to examine the effects of ionospheric corrections, and precise ephemeris corrections applied to 
the GPS measurements, made over these relatively long links. 

CONCLUSIONS 

TWSTFf and GPS common-view methods have been shown to be capable of providing high
precision time transfers. Values of O"y(r = 2.3 days) as low as 1.3 x 10-14 and 1.8 x 10-14 have been 
reported for GPS common-view and TWSTFT respectively. This difference in O"y values has 
been attributed to the behavior of the clocks when interrogated using the different measurement 
periods used by the two systems. Periodic delay changes of period one year were also observed. 
These changes correlated with outdoor temperature variations. Further work is required to 
obtain the optimum performance from both systems. 
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Table 1 Atomic clocks and TWSTFT instrumentation. 

I Laboratory I TUG I NPL I VSL I FTZ I PTB I 
Clock HP5071A Hydrogen HP5071A HP5071A CS2 Primary 

Maser Caesium 

TWSTFT 1.8m 2.4m 3.0m 1.8m 1.8m 
Antenna 

TWSTFT MITREX MITREX MITREX MITRE X MITREX 
Modem 2500 2500 2500 2500A 2500A 

Table 2 Values of 0y calculated from TWSTFT and GPS time transfer and (TWSTFT-GPS) , 
differences. 

LINK TWSTFT Time GPS Time Transfer (TWSTFT - GPS) 
Transfer 0y xl0 14 o xl0 14 

y Difference oyxl0 14 

.=2.3 .=4.7 .=7.0 .=2.3 .=4.7 .=7.0 .=2.3 .=4.7 .=7.0 
days days days days days days days days days 

NPL-TUG 2.4 1.5 1.2 2.3 1.4 1.2 1.3 0.6 0.5 

VSL-NPL 5.1 5.5 4.5 4.8 5.3 4.4 2.8 1.7 0.9 

VSL-TUG 5.8 4.5 4.8 5.6 4.0 4.4 2.0 1.3 1.0 

FTZ-VSL 5.1 5.3 4.7 4.4 4.9 4.6 4.6 4.7 1.7 

FTZ-NPL 3.6 2.7 2.5 3.0 2.5 2.4 2.0 1.3 1.1 

FTZ-TUG 4.3 2.7 2.6 4.0 2.7 2.5 2.3 1.4 1.1 

PTB-FTZ 3.8 2.7 2.4 3.6 2.4 2.3 0.9 0.7 1.2 

PTB-VSL 4.3 3.6 3.4 4.2 3.1 3.2 2.6 1.6 1.0 

PTB-NPL 1.8 1.0 1.0 1.3 0.8 0.9 1.7 0.8 0.6 

PTB-TUG 2.9 1.6 1.3 2.6 1.6 1.4 1.5 0.9 0.8 
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Table 3 
differences. 

Standard deviations calculated from the (TWSTFT-GPS Common-View) 

LINK Standard Duration of Standard 
Deviation subset Deviation 

(Complete Period) (MJDs) (subset) 

NPL-TUG 2.4 ns 49471-49840 1.5 ns 

VSL-NPL 4.1 ns 49707-49805 1.4 ns 

VSL-TUG 4.6 ns 49590-49709 2.7 ns 

FTZ-VSL 14.5 ns 49670-49754 2.9 ns 

FTZ-NPL 7.4 ns 49670-49805 1.6 ns 

FTZ-TUG 9.1 ns 49635-49805 1.5 ns 

PTB-FTZ 11.7 ns 49657-49805 1.6 ns 

PTB-VSL 4.3 ns 49670-49840 2.4 ns 

PTB-NPL 2.5 ns 49600-49950 1.4 ns 

PTB-TUG 3.4 ns 49567-49950 2.3 ns 

Table 4 0 y values calculated from co-located measurements made at NPL 

Single Readings 
o x10 14 

y 

1:=2.0 1:=4.0 1:=8.0 
days days days 

Maser-123 1.8 1.4 0.7 

Maser-404 3.2 1.8 0.9 

123-404 3.6 2.3 1.0 

Maser = Sigma Tau Hydrogen Maser 
123 = HP5071A High performance clock 
404 = HP5071A Standard clock. 

Mean Readings Difference 
o x10 14 y o x10 14 

y 

1:=2.0 1:=4.0 1:=8.0 1:=2.0 1:=4.0 1:=8.0 
days days days days days days 

1.3 1.3 0.6 1.7 0.4 0.3 

2.2 1.4 1.0 1.6 0.8 0.3 

2.6 1.9 1.0 1.8 0.9 0.3 
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Figure 3 (TWSTFT - GPS COMMON-VIEW) DIFFERENCES 
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Figure 5 (TWSTFr - GPS COMMON-VIEW) DIFFERENCES 
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INTRODUCTION 

1\vo-Way Satellite Time and Frequency Transfer (TWSTFT) is the most accurate and precise 

method of comparing two remote clocks or time scales. The accuracy obtained is dependent on 

the accuracy of the determination of the non-reciprocal delays of the transmit and the receive 

paths. When the same transponders in the satellite at the same frequencies are used, then the 

non-reciprocity in the Earth stations is the limiting factor for absolute time transfer. 

In each Earth station, the clock signal (1 pulse per second = 1PPS) is modulated on an IF 
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carrier frequency, then up-converted to the transmit up-link frequency, amplified by a high
power amplifier (HPA), and radiated to the satellite by the antenna. The signal from the 
companion station clock is received at the satellite down-link frequency by the same antenna, 
amplified by a low-noise amplifier (LNA) , and then down-converted to the IF frequency and 
demodulated to the received clock signal. 

The cables used in the station in the transmit path may differ from the cables in the receive 
part; the filter and tuned circuit delays may differ as well. The stability of these delays may 
also be affected by difference in temperature coefficients, temperature gradients, and thermal 
time constants; these limit the frequency transfer capability of TWSTFf. 

During September, October, and December 1994, six Earth stations participating in a TWSTFf 
experiment on the INTELSAT satellite at 307° East were calibrated in an absolute way using the 
NMi-VSL Satellite Simulator method. They were also calibrated in a relative way by a visiting 
small USNO Eearth station called Fly Away Satellite Terminal (FAST). Calibration results and 
the difference with preliminary FAST co-location results are presented. 

METHOD 

The results at several Earth stations are obtained with the method and instrumentation developed 
at the NMi Van Swinden Laboratorium using a special satellite simulator (Figs. 1 and 2) to 
determine the differences of the transmit and receive delays from absolute measurements. The 
principle of this method has been described eariier[4,11. We have separated the determination 
of the delay inside the modem from the delays external to the modem (Fig. 3). Firstly, the 
sum of the receive (RX) delay and a calibrated cable was measured using the satellite simulator 
(Fig. 4). Then by subtracting the known delay of the calibrated cable, the RX-delay was 
found. Next, the sum of transmit (TX) and RX delay external to the modem IF TX-output 
and IF RX-input was measured using the satellite simulator (Fig. 3). The TX-delay was then 
found by subtraction of the calculated RX-delay. The difference between TX and RX delay 
was calculated. The transmit delay inside the modem was determined by using an oscilloscope 
to measure the delay between the transmitted lPPS pulse and the resulting phase modulation 
change in the IF TX-output signal (Figs. 5 and 6). By subtraction of this delay from the sum 
of the internal transmit and receive delay in the modem, the receive delay was calculated. The 
overall difference between transmit and receive delays was then calculated. This difference 
was also determined at the travelling FAST Earth station, so the comparison of the results of 
co-location and the VSL satellite method was possible. Further details of the used procedures 
can be found in Annexes 1 and 2. 

EQUIPMENT 

The equipment that was transported to the various sites fitted in a metal suitcase sized about 
1 x 0.4 x 0.4 meter; its total weight was about 18 kg. It consisted of the satellite simulator, 
a source for the 1425 MHz translation frequency, and a 70 MHz CW unmodulated IF signal 
source and a set of coaxial cables. Both sources were phase-locked to the local 5 or 10 MHz 
clock frequency. A set of cables was also supplied. A wide band amplifier for 70 MHz was 
necessary to drive the satellite simulator 70 MHz port. The delay of this amplifier was also 
measured because it was part of the "calibrated cable" delay. 
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VISITED LABS 

The equipment was first used at NFL. The FAST team had a very tight schedule and had a very 
heavy task apart from setting up the FAST TWSTFT station. VSL introduced the equipment 
and assisted in the determination of the delays there; the internal modem delays at NFL were 
determined later. Then at VSL, the FAST station and modem delays were determined, as well 
as the VSL station and modem delays. The same was done by the station operators at PTB 
and TUG, but at FTZ and OCA there was not enough time. Later on also, the USNO and 
the NIST station and modem delays were measured by VSL. It was found that the applied 
power for the translation frequency, the 70 MHz IF frequency, and their power ratio had to 
be optimized to obtain the strongest mixer down-frequency signal from the Satellite Simulator. 

RESULTS 

The results are given in Table 1. 1\vo types of modems were in use. The first generation 
MITREX 2500 and the second generation MITREX 2500A (modified digital) modems made 
by Prof. Hartl at the University of Stuttgart, Germany. The 2500 internal TX and RX delays 
are grouped together, while the 2500A show a greater spread. The transmit and the filters 
inside the 2500A are small SAW filters, which have a larger group delay compared to lumped 
element filters for the same frequency and bandwidth. It appeared also that these two modems 
differed slightly in the IPPS modulation method and associated timing. Details of the 2500 
modem and the 2500A modem at PTB are shown in Fig. 7. It is not clear if, apart from the 
200 ns offset, this difference gives other effects, such as different cross-correlation properties. 

CONCLUSION 

Some systematic differences in modems have been discovered and consideration should be 
given to recommending only one modulation and timing method for MITREX modems and its 
compatibles because of the strong dependency of the TWSTFT accuracy on reciprocity. 

From the comparison (Table 2) of the FAST co-location relative method and the satellite 
simulator absolute method to determine the non-reciprocal delays, we conclude an excellent 
agreement of the two methods to the 10 ns level. 

The significant deviations of multiples of 100 ns between the two methods with the MITREX 
2500A modems at USNO and PTB should be further investigated. 

The overall conclusion is that if any station has measured its TX and RX delay difference using 
the satellite simulator calibration method, it can start accurate absolute time comparisons with 
any other station that has calibrated its delay similarly, provided the same satellite transponder 
is used. 
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ANNEX 1 

Details of the Earth station delay calibration procedure using the NMi-VSL Satellite Simulator: 

1. Make the set-up as described; refer to the Fig. 3. Be sure the down-convertor is tuned to 
the Transmit frequency minus 1495 MHz for Europe and minus 2225 MHz for USA. To test 
the setup, connect a spectrum analyzer to the 70 MHz RX IF signal at point A. Set the Center 
Frequency of the spectrum analyzer to 70.000 MHz. The Transmit Gain at the Mitrex should 
be at +20 dB. 

2. Switch the MITREX modem to Clean Carrier. You should now observe a clean carrier at 
the center. The signal strength should be at least equal to the normal RX clean carrier signal 
from the satellite. Adjust for maximum signal by rotating the SatSimulator, so the correct 
polarization is found. If the signal is too strong, place the SatSimulator closer to the rim of 
the reflector, or further away and insert extra attenuation at the 70 MHz input of the amplifier 
in the DF/5 harmonic generator box. 

3. Switch the MITREX back from Clean Carrier, reconnect the RX IF cable to the MITREX, 
and try to lock on the signal by setting the RX code equal to the TX code. If locked, observe 
the P-signal meter; signal strength should be similar to the signal strength from the satellite. 
Fine-tune the receive frequency of the down-convertor so that the delta-f meter shows near 
zero. If successful, proceed to the following step. 

4. When locked to the signal of the SatSimulator, take readings from the Time Interval Counter 
(TIC). This value is the sum of all the TX and RX equipment delays: in the MITREX, the 
cables, the up- and down-convertors, the RF Power Amplifier, the feeds, the distance to the 
SatSimulator, the SatSimulator RF delay, and the Low Noise Amplifier. Note the averaged 
value as [1]. 

5. Now connect Calibration Cable end E to the 70 MHz TX output C and TX IF cable end 
C to 70 MHz output E of the 70 MHz CW generator, so they are interchanged (Fig. 4). The 
MITREX should again lock. Now the delay is measured of Calibration Cable + amplifier 
(E-F), SatSimulator IF port F to RF port, distance to the reflector, and the complete RX 
delays. Note the averaged TIC reading as [2]. 

6. Connect MITREX 70 MHz TX IF output C with a short known cable to 70 MHz RX IF 
input A. After lock, note the sum of the internal TX and RX delay of the MITREX modem 
corrected by the delay of the short cable as [3]. 

7. If not known previously, the delay [7] of the Calibration Cable E-F should be determined. 
For this we need two other cables that in turn can be connected to Calibration Cable end F. 
We can use the already present cables TX IF Cable C-D and RX IF Cable A-B. 

7.1 Interconnect TX IF Cable end D and RX IF Cable end B. Cable ends C and D remain 
connected to MITREX output C and input A. We now measure the sum of the two cables 
(C-D) + (A-B). Note the value as [4]. 

7.2 Connect Calibration Cable end E to Mitrex TX IF output C, Calibration Cable end F to 
RX IF cable end B, and RX IF cable end A to Mitrex RX IF input A. Note this new delay 
as [5]. 

7.3 Leave Calibration Cable end E connected to TX IF output C, connect Calibration Cable 
end F to TX IF Cable end D, and TX IF Cable end C to RX IF input A. Note this delay as 
[6]. 
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7.4 The delay of the Calibration Cable, including the amplifier (E-F), can now be calculated 
as: [7]= 1/2([5]-[3]) + ([6]-[3]) - ([4]-[3]). The delay of the used amplifier in Europe was: 
(3.1±O.3) ns. 1\vice the delay in the calibration cable branch inside the satellite simulator is 
added to this delay. This delay was (1.1±0.1) ns, so the value 2.2 ns was added to the final 
result. 

8. The equipment RX RF delay from SatSimulator to MITREX RX IF input A is now 
calculated: [8] = [2] - [3] - [7]. 

9. The equipment TX RF delay from MITREX TX IF output C to the SatSimulator is now 
calculated: [9] = [1] - [3] - [8]. 

10. The RF TX-RX difference external to the modem [10] = [9] - [8]. 

11. The TX delay inside the MITREX modem from 1PPS TX to 70 MHz TX IF output C 
is measured using i.e. a digitizing oscilloscope. Trigger on the 1PPS TX output and then 
determine the delay to the first 70 MHz phase reversal while using TX code 3 or 7. Note the 
value as [11]. 

12. The RX delay inside the modem can be calculated: [12] = [3] - [11]. 

13. The TX-RX difference inside the modem [13] = [11] - [12]. 

14. The total TX-RX difference of the station is [14] = [10] + [13]. 

15. This value [14] can be compared to results of this asymmetry correction by other relative 
methods, such as co-location. In that case, the TX-RX difference of this station also has to 
be measured by the Satellite Simulator method and half of the combined TX-RX difference is 
taken into account, as was done in Tables 1 and 2. 
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ANNEX 2 

Details of the internal MITREX modem delay calibration: 

In the MITREX modems 2S00 and 2S00A the 1 pulse per second (IPPS TX) is modulated on 
the pseudo-noise (PN) bit sequences (each sequence consists of 10000 chips of 400 ns, giving 
a total duration of 4 ms) by first delaying one sequence by a half-chip (= 200 ns) and then 
advancing the next sequence by a half-chip with respect to the normal timing. 

MITREX codes no. 3 and no. 7 both appear to have the 2 last bits of their sequence equal 
to 1, and both have the first bit of its sequence equal 0, followed by a number of I-bits. So 
the bit sequence near the beginning of a 4 ms period consists normally 800 ns of 1 (two last 
bits), 400 ns of 0 (first bit), and then the all l's. When the IPPS TX is modulated, the timing 
of the bits in MITREX 2S00 is: 800 ns of 1, 600 ns of 0 (the first bit is extended from 400 ns 
to 600 ns), and then 1's. In the MITREX 2S00A this is: 1000 ns of 1, 400 ns of 0, then all 
the 1's. So in the MITREX 2S00, the beginning of the first bit coincides with the beginning of 
the IPPS TX pulse used for the measurements, but in the MITREX 2500A this was true for 
USNO and FTZ, but not for PTB: the IPPS TX is 200 ns extra ahead (see Fig. 7). 

However, to accommodate the bandwidth restrictions required by the satellite operator, the 
MITREX modems have band filters in the transmit path. These filters exhibit a response time 
after applying a frequency signal for the first time and also after reversing the phase of the 
applied signal. It is this response time constant which gives a delay to the phase-modulated 
signal: after a filter the phase reversal is retarded with respect to the input signal. With an 
oscilloscope this displacement delay with respect to IPPS TX can be measured. 

Also amplitude changes (amplitude going to zero between phase reversals) are introduced: a 
resonant circuit can only reverse its phase at zero amplitude. We make use of this property to 
find on an oscilloscope the start of the first bit of the 4 ms sequence that contains the IPPS 
TX information. This first bit in the MITREX 2S00 has a pattern with a unique 600 ns width 
(and 1000 for 2S00A), as already mentioned. The internal transmit delay is the time between 
the first edge of the IPPS TX pulse and the zero-crossing and associated phase reversal at the 
beginning of the unique 600 or 1000 ns pattern at the 70 MHz TX output. 

Differences between MITREX 2S00 and 2S00A modems: 

In the MITREX 2S00 modem, the negative going slope of the IPPS TX is "on time," while 
this in the MITREX 2S00A is the positive slope. The output pattern of the MITREX 2S00A 
differs slightly from that of the MITREX 2S00 (Fig. S). In the case of PTB, the IPPS TX 
pulse is coming out too early by 200 ns, so the pattern was shifted by 200 ns. This correction 
has been applied in the reported data. In the Modem(TX + RX) delay values of the MITREX 
2S00A modems at FfZ and USNO, this 200 ns shift does not appear. 

Procedure: 

1. Determine for the IPPS TX signal the parameters used at the station for the Time Interval 
Counter input: 

a. the slope of the first edge (negative for MITREX 2SOO or positive for 2S00A) 
b. the trigger level for this edge (mostly +0.5 V) 
c. the termination (SO ohm preferred) 

2. Set the MITREX TX code to 3 (or 7). 

3. Connect the IPPS TX signal to channell of the (digital) oscilloscope. Set the slope, trigger 
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level, and termination according to step 1. Set trigger source to channel 1 only. The first slope 
of the 1PPS TX pulse should now be visible. 

4. Connect the 70 MHz TX signal to channel 2 (choose AC coupling, 50 ohm termination). 
Leave trigger source to channel 1. Set time base to 1 microsecond per div. If possible, use 
envelope averaging mode. Now find the unique 600 or 1000 ns wide pattern; the picture should 
be comparable to Fig. 5. When identified, change the time base and/or offset for the best 
resolution, so that the 1PPS TX slope is located near the beginning of the picture and the 
desired zero-crossing and the associated phase reversal is near the end (Fig. 6). Measure 
now the time difference between the trigger point on the 1PPS TX and the zero-crossing at 
the beginning of the unique 600 or 1000 ns pattern. The cursor readouts might be used for 
this. After correcting for the difference in cable delay of the used cables for channels 1 and 2 
(and for the 200 ns lPPS modulation shift in the case of a 2500A modem), this is the internal 
MITREX transmit delay between the 70 MHz TX output and the 1PPS TX output. 
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Table 1. TWSTFf station SATSIM calibration results in ns 

STATIONS FAST VSL TUG NPL NIST PTB USNO FfZ 
Date 94-10-03 94-10-01 94-10-17 94-09-27 94-12-14 94-10-08 94-12-09 92-12-03 
Time 14:30 13:00 23:58 15:30 16:30 
MITREX Modem 
lYpe 2500 2500 2500 2500 2500 2500A 2500A 2500A 

Internal Modem Delays 
TX+RX 1159.9 1194.7 1160.7 1158.7 1168.9 2054.8 1856.3 1867.0 
TX 310.0 319.6 299.8 313.0 275.0 798.0 591.5 592.0 
RX 849.9 875.1 860.9 845.7 893.9 1256.8 1264.8 1275.0 
TX-RX -539.9 -555.5 -561.1 -532.7 -618.9 -458.8 -673.3 -683.0 

IF Delays 
TX+RX 2343.8 2371.2 
TX+CAL 2476.6 2433.5 
CAL+RX 2459.5 1772.3 
CAL+ampl. 740.2 698.8 558.7 139.6 332.9 1225.2 332.9 

RF + Mod. Delays 
CAL+RX 2475.1 2540.0 1435.8 1871.0 4542.0 2496.2 
TX+RX 2982.9 2532.6 1417.2 2581.5 4516.7 3162.8 

RF Delays 
CAL+RX 1315.2 1345.3 991.1 277.1 702.1 2487.2 639.8 
RX 575.0 646.5 432.4 137.5 369.2 1262.0 306.9 
TX+RX 1823.0 1337.9 854.5 258.5 1412.6 2461.9 1306.4 
TX 1248.0 691.4 422.1 121.0 1043.4 1199.9 999.5 
SATSIM 
CORR 2.1 2.1 2.1 2.1 2.1 2.1 2.1 
TX-RX 675.2 47.0 -8.3 -14.4 676.3 -60.0 694.7 

Total STATION 
TX-RX 135.3 -508.5 -569.4 -547.1 57.4 -518.8 21.4 
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Table 2. Comparison of the SATSIM results to FAST co-location 

STATIONS VSL TUG NPL NIST PTB USNO 
Date 94-10-01 94-10-17 94-09-27 94-12-14 94-10-08 94-12-09 
Time 13:00 23:58 15:30 16:30 
Modem type MITREX 2500 2500 2500 2500 2500A 2500A 

Total STATION TX-RX -508.5 -569.4 -547.1 57.4 -518.8 21.4 
Total FAST TX-RX 135.3 135.3 135.3 135.3 135.3 135.3 
FAST-STATION (TX-RX) 643.8 704.7 682.4 77.8 654.1 113.9 
0.5(FAST-STATION) 321.9 352.3 341.2 38.9 327.0 56.9 

FAST CO-LOCATION 325.4 360.5 327.0 426.0 446.1 
Correction N x lOOns 0.0 0.0 0.0 0.0 100.0 400.0 

DIFF FAST-SATSIM 3.5 8.2 -14.2 -1.0 -10.8 
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ACCURATE TIME/FREQUENCY 
TRANSFER METHOD USING 

BI-DIRECTIONAL WDM TRANSMISSION 

Atsushi Imaoka and Masami Kihara 
NTT Optical Network Systems Laboratories 

1-2356 Take, Yokosuka, Kanagawa, 238-03, Japan 

Abstract 

An accurGte time transfer method is proposed using bi-directional wavelength division mul
tiplexing (WDM) signal transmission along a single optical fiber. This method wiU be used in 
digital telecommunicGtion networks and yield a time synchroniz.ation accuracy of better than 1 ns 
for long transmission lines over several tens of kilometers. The method can accurGtely measure the 
difference in delay between two wavelength signals caused by the chromatic dispersion of the fiber 
in conventional simple bi-directional dual-wavelength frequency transfer methods. We describe the 
characteristics of this difference in delay and then show thot the accuracy of the delay measurement 
can be obtained below 0.1 ns by transmitting 156 Mbls time reference signals of 1.31 J.IlR and 1.55 
J.IlR along a 50 bn fiber using the proposed method. The sub-nanosecond delay measurement using 
the simple bi-directional dual-wavelength transmission along a 100 bn fiber with a wavelength 
spacing of 1 nm in the 1.55 J.IlR range is also shown. 

INTRODUCTION 

In digital telecommunication networks, a reference frequency is already being distributed to 
network nodes in order to synchronize digital switching and mUltiplexing equipment. If the 
transmission delay is compensated for by measuring the round-trip path delay using the outgoing 
and incoming paths, accurate time transfer over long distances will be achieved. The proposed 
method will yield a time synchronization accuracy of better than 1 ns for long transmission 
lines over several tens of kilometers. This is useful for operating a distribution network, for 
locating faults, and in several network time services. 

Accuracy in time transfer is determined by the accuracy to which the propagation delay is 
measured. Since the round-trip path is comprised of paired physically-independent fibers 
in conventional communication systems[1), the delay measurement accuracy is limited by the 
asymmetry of the fiber length. A delay-measuring system using simple bi-directional dual
wavelength transmission along a single fiber[2) eliminates fiber-length asymmetry, but it incurs 
error due to the chromatic dispersion of the fiber. 

This paper proposes a novel delay-measuring system using bi-directional WDM transmission 
along a single optical fiber, which can eliminate the error caused by fiber dispersion. The effects 
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from the difference in delay between the two wavelength signals and the variations are described. 
The 1.31 /Lm and 1.55 /Lm signal transmissions along a 50 kIn fiber are tested and the feasibility 
of sub-nanosecond time transfer using the proposed method is confirmed. The bi-directional 
dual-wavelength transmission along a 100 km fiber is also shown, with a wavelength spacing 
of 1 nm in the 1.55 /Lm range. In such a close wavelength transmission system, measuring 
the sub-nanosecond delay is possible using a simple bi-directional dual-wavelength transmission 
method (Le., not using the proposed method). 

DELAY MEASURING METHOD 

Simple bi-directional dual-wavelength optical transmission for transferring time signals is shown 
in Figure 1. The master and slave nodes are connected with a single optical fiber and wavelength 
division multiplexers/demultiplexers. The reference time signals are generated by the reference 
clock installed in the master node and transmitted from the master to the slave node using ).1 

wavelength light. ThiS).l light is modulated using a digital data stream which includes time 
signals. The feedback time signals are transferred from the slave to the master node using ).2 
wavelength light. The time interval counter continuously measures the round-trip delay, T Sl.Im, 

which is the sum of ).1 propagation delay, T}, and ).2 delay, T2. The).l propagation delay is 
estimated as half of TS l.Im in this scheme. The delay information is sent to the slave node. In 
this node, the reference time signal derived from the ).1 light is advanced by electrical phase 
compensation techniques according to the received delay information. 

In this method, the delay measurement error is due to the difference in delay between two 
wavelength signals, which is caused by the chromatic dispersion of the optical fiber. The 
proposed delay measurement scheme, presented in Figure 2, compensates for the error due 
to this fiber dispersion. The reference time signals are always transmitted from the master 
to the slave using the ).1 wavelength light. The two lx2 optical switches change the transfer 
direction of the ).2 wavelength light which transfers the probe time signals. When).2 signals 
are transferred from the slave to the master, the time interval counter (TIl) measures the 
round-trip signal delay, T Sl.Im. The difference in delay, Tdi/f> equals T2 - Ttl, which can be 
measured by transferring the ).2 signals from the master to the slave in the same direction 
as the ).1 signals. The ).1 propagation delay can be accurately determined from the following 
relationship by measuring both the sum and difference terms. 

(1) 

The optical fiber delays, tau1 and T2, vary with changes in the environment, especially temper
ature. Hence, both TS l.Im and Tdiff must be measured repeatedly. The measurement interval 
required to accurately transfer time depends on the characteristics of the variations in T1 and 
T2. They are discussed in the following section. 
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EFFECT OF DISPERSION 

The difference in delay between two wavelength signals is caused by the difference in the group 
refractive index between the two wavelengths. The chromatic dispersion, D, is the wavelength 
variation coefficient of the group refractive index and is illustrated in Figure 3. The characteristic 
parameters of the dispersion are zero-dispersion wavelength, >'0, and the dispersion slope at 
zero-dispersion wavelength, So. The hatched area shown in Figure 3 expresses the difference 
in delay between two wavelengths, >'1 and >'2. 

We consider here the difference in delay, Tdifb and its variation, aTdiff. This variation, aTdiff, 
is caused by the difference in the change of the fiber dispersion characteristics with temperature 
between two wavelength signals. Assuming that So is constant against temperature change in 
the range from >'1 to >'2 and that the zero-dispersion wavelength is only shifted by temperature 
change, Tdiff and aTdiff with temperature are 

(2) 

(3) 

where L, aT, and d>.o/r!I' denote the fiber length, temperature change, and the temperature 
dependence of zero-dispersion wavelength, respectively. 

The normal single mode fiber (SMF) has a zero-dispersion wavelength around 1310 nm. The 
dispersion shifted fiber (DSF) has a >'0 around 1550 nm and is optimized for transmission in the 
1550 nm wavelength region. A typical value of the dispersion slope is about +0.07 ps/nm2/km. 
It is reported that the temperature dependence of the zero-dispersion wavelength, d>.o/ tfI' , is 
about +0.03 nmfC{J). Figure 4 shows the difference in delay per unit fiber length, Tdiftl L, 
as a function of the wavelength difference a>.o( = >'1 - >'2) for three different zero-dispersion 
wavelength fibers. In this calculation, the above parameters and >'1 = 1550 nm were used. The 
zero-dispersion wavelength of 1310 nm denotes the system using the SMF. The >'0 = 1550 nm 
and >.0 = 1600 nm are the best and worst cases using the 1.55 J.tm DSF, respectively, because 
the zero-dispersion wavelength of the DSF is specified in the region from 1500 to 1600 nm(4). 

As shown in Figure 4, Tdiftl L becomes 2.0 nslkm in the system using 1550 nm and 1310 nm as 
dual-wavelength signals, where >'0 = 1550 nm. For example, the Tdiff becomes 100 ns where L 
= 50 km and it must be compensated for by using our proposed scheme described in the above 
section for ensuring sub-nanosecond time transfer. Where aT = 40°C, the aTdiff becomes 1.0 
ns, thus, Tdiff must be measured frequently according to the temperature change by changing 
the direction of the >'2 signals in the proposed method. 

If two close wavelength signals around 1550 nm are used, the difference in delay and its 
variation become small. For example, where >'0 = 1600 nm, a>. = 1 nm, L = 100 km, and 
aT = 40°0, Tdiff and aTdil/ are 350 ps and 8.4 ps, respectively. If these values can be ignored, 
an accurate time transfer will be achieved using a simple bi-directional dual-wavelength time 
transfer scheme in which two wavelength signals are close. The system using close wavelength 
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signals within the 1.55 pm band has several advantages compared to the 1.31 and 1.55 pm WDM 
systems: the fiber span can be wider, higher bit-rate signals can be transmitted, and the amount 
of short-term jitter is expected to be smaller. Recently, many wavelength multiplexing devices 
such as the arrayed waveguide gratinglS) and the fiber grating filter(6) have been developed for 
the 1.55 pm multi-wavelength division multiplexing system. Therefore, such close wavelength 
multiplexing and demultiplexing can be easily performed. 

EXPERIMENTAL RESULTS 

1.31 /-Lm + 1.55 /-Lm WDM Transmission 

1\\'0 155.52 Mb/s timing reference signals were transmitted bi-directionally along a 50 km 1.55 
pm dispersion shifted fiber (DSF). The DSF had a loss of 0.2 dB/km and a zero dispersion at 
the 1556 nm wavelength. Fabry-Perot multi-mode laser diodes (FP-LDs) operating at 1548 nm 
and 1315 nm were used as the Al and A2 light sources with the respective output power of -0.4 
dBm and + 1.8 dBm. Both FP-LDs were directly modulated by 155.52 Mb/s digital signals that 
included time signals of one pulse per second. The details of the digital signals including time 
signals were presented in our previous report[7). Nominal sensitivity of the optical receivers 
was -36 dBm at 1550 nm and -37 dBm at 1310 nm. Wavelength-selective couplers and low/high 
wavelength pass filters were used as wavelength division multiplexers/demultiplexers, and total 
isolation exceeded 60 dB. To change the direction of the A2 signals, we manually changed the 
fiber connections instead of using optical switches. 

Error-free transmission was confirmed in both bi-directional and uni-directional transmission 
of the Al and A2 signals. The bare fiber, wound on bobbins, was set in a temperature
controlled chamber and its temperature was varied. The Tsum and Tdil/ were measured using 
time interval counters (Stanford Research Systems; model SR620). Due to the fact that both 
master and slave were set in the same laboratory, true values of T} and T2 could be directly 
measured. Under uni-directional transmission conditions, the T}, T2, their difference, Tdil/' and 
the chamber temperature are plotted in Figure 5. The short-term jitter appearing in the Tdil/ 

data is estimated to be mainly due to the electrical circuit used to derive the time signals 
from the 156 Mb/s signals and the resolution of the time interval counters. The variation 
of TJ. or T2 was about 74 ns for a temperature change of 40°C. The thermal coefficient of 
the bare-fiber delay, 37 ps;oC/km, obtained from the above results, agrees with the previous 
reported resultsl8]. The difference in delay, TdiJj. was 113.6 ns at 25°C and the variation of 
Tdil/ was about 1.2 ns in this experiment. Under the our experimental conditions in which 
Al = 1548 nm, A2 = 1315 nm, AO = 1556 nm, !IT = 40°C, and L = 50 km, Tdil/ is 102 ns 
and !lTdil/ is 0.98 ns from equations (2) and (3). These calculated values agree with the 
experimental results. The difference in delay and its variation under these conditions cannot 
be ignored for sub-nanosecond time transfer and must be measured and compensated for by 
using the proposed method. 

The measured values of T}, TBum/2 in the bi-directional transmission and the Tdil/ /2 measured 
in the uni-directional transmission are plotted against temperature in Figure 6. The error in 
determining T}, which equals the difference between T} and the value obtained from equation 
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(1), is also plotted. The measured value of TI agrees with the delay determined from T""m 

and Tdill within about 0.1 ns over the entire temperature range. This result shows that sub
nanosecond time transfer is possible using the proposed method in the 1.31 pm and 1.55 pm 
WDM system. 

WDM Within 1.55 p,m Band Transmission 

Distributed feedback (DFB) lasers emitting +3 dBm of optical power at 1547 and 1546 nm were 
used as Al and A2 light sources. 1\\'0 bit-rate signals of 155.52 Mb/s and 2.48832 Gb/s, including 
reference time signals, were tested and were used to directly modulate both DFB-LDs. The 
sensitivity of the optical receivers was -36 dBm for 156 Mb/s signals and -32 dBm for the 2.488 
Gb/s signals. The arrayed waveguide gratings, which have 16 channels with a wavelength spacing 
of 1 nm in the 1.55 pm band, were used as wavelength division multiplexers/demultiplexers[9]. 
The insertion loss was about 7 dB and the crosstalk with other wavelengths was below -30 dB. 
We demonstrated both 156 Mb/s bi-directional transmission through a 100 km DSF and 2.488 
Gb/s bi-directional transmission through a 75 km DSF while altering the temperature range of 
the bare DSF wound on bobbins. The DSF had a zero dispersion at the 1561 nm wavelength. 
The variation of independently measured delay TI, T2, and their difference, Tdill' for the 156 
Mb/s and 2.488 Gb/s transmissions are plotted with fiber temperature in Figure 7 and Figure 
8, respectively. 

From equation (2), Tdi/l of 100 km and 75 km transmissions are + 100 ps and + 76 ps under 
the experimental conditions. The experimentally measured Tdiff in Figure 7 and Figure 8 were 
about +0.2 ns and 0.0 ns, respectively. These values agree with the theoretical values within 
about 0.1 ns. The difference between the experimental and theoretical values is estimated 
to be caused by the resolution of the time interval counter. Figures 7(b) and 8(b) show the 
filtered difference in delay, rdi!" with a time constant of 100 s. The filtered rdiff in Figure 
7(b) and Figure 8(b) varied within 100 ps and 50 ps, respectively. The theoretical value of 
!lrdill due to the temperature change is below 10 ps and it does not appear in Figure 7(b) 
and Figure 8(b). These results show that the sub-nanosecond delay can be measured using a 
simple bi-directional transmission in such a close wavelength transmission within the 1.55 pm 
range. 

The square root of the Time Variance [10, 11], C7z (T), of the Tdiff' is plotted in Figure 9. The 
error of the time interval counter (model SR620) is also plotted. The error was measured 
using the following scheme: the time signal used in the above experiment was split; one was 
input into the start channel of the counter, and the other was input into the stop channel 
through a several-meter-Iong coaxial cable as the proper delay. The C7z (r) in the averaging 
time region, t< 100 s, was proportional to T-1/ 2, which presented white noise phase modulation 
(PM). In this short term region, the variation of the rdi!! is estimated to include both the jitter 
due to the electrical circuit used to derive the time signals and the error of the counter. In 
particular, the result of the 2.488 Obis transmission experiment almost coincided with V2 times 
the value of the counter error. This agreement shows the accuracy of the delay measurement 
in the 2.488 Obis transmission in the region, t<loo s, was almost solely restricted by the error 
of the counter, because the noise was characterized by white noise PM and the tdiff was the 
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difference between two values, T} and T2, which were obtained by two independent counters. 
In the region of t>100 s, O"z(T) was proportional to TO and the variations were characterized by 
flicker PM. The flicker noises of both the 156 Mb/s and 2.488 Gb/s transmissions were larger 
than the counter error in the region where t> 1000 s. The causes of these noises are not clear. 

CONCLUSION 

An accurate time transfer method using bi-directional WDM signal transmission was proposed. 
The 1.31 pm and 1.55 pm signal transmission along a 50 km fiber was tested and the feasibility 
of sub-nanosecond time transfer using the proposed method was shown. We also demonstrated 
the bi-directional dual-wavelength transmission along a 100 km fiber with a wavelength spacing 
of 1 nm in the 1.55 pm range. In such a close wavelength transmission system, the sub
nanosecond delay can be measured using a simple bi-directional dual-wavelength transmission 
method. These results show that the optical transmission fibers over several tens of kilometers 
have the capability of time synchronization accuracy of better than 1 ns. 
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Master node Slave node 

Ref: Reference time generator, PhC: Phase compensator 
OS: Optical sender, OR: Optical receiver, 
WDM: Wavelength division multiplexer / demultiplexer 
TI : Time interval counter 

Fig. I Time transfer method using simple bi-directional dual-wavelength transmission. 
The delay information is actually transmiued with reference time signals including 
the 1.1 light. 

Master node Slave node 

SW: I x2 Optical Switch 

Fig. 2 Proposed delay measurement scheme. 
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Questions and Answers 

DAVID ALLAN (ALLAN'S TIME): If this were extended to longer paths, 1000 kilometers, 
what would you expect the accuracy to be? Is this extendable to, say, 1000 kilometers? . 

ATSUSHI IMAOKA (NTT): It depends on the range. 

DAVID ALLAN (ALLAN'S TIME): Okay, so 1000 kilometers, what would you expect the 
error to be for it? 

ATsusm IMAOKA' (NTT): About 10 nanoseconds. 
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LIMITS TO THE STABILITY OF PULSAR TIME 

Gerard Petit 
Bureau International des Poids et Mesures 

92312 Sevres Cedex, France 

Abstract 

The reguwrity of the rotation rate of miUisecond pulsars is the underlying hypothesis for using 
these neutron stars as "celestial clocks." Given their remote location in our galaxy and to our 
wck of precise knowledge on the galactic environment, a number of phenomena affect the apparent 
roUJtion rate observed on earth. This paper reviews these phenomena and estimates the order of 
magnitude of their effect. It concludes that an ensemble pulsar time based on a number of selected 
millisecond pulsars should have a fractional frequency stabiUty close to 2 x 10-15 for an averaging 
time of a few years. 

INTRODUCTION 

Millisecond pulsars have a very regular period of rotation, which suggests that they may be 
considered as flywheels, generating a pulsar time scale (PT) to which atomic time (AT) can be 
compared over time intervals of several years. Presently the relative frequency instability of 
(AT-PT) is at the level of one to two parts in 1014 for averaging times of several years. From 
the observation of many pulsars, an ensemble pulsar time can be derived which is more stable 
than each individual scale[1]. 

The apparent period of rotation observed on earth differs from the proper period by terms 
originating, on the one hand, in the relativistic transformation between the reference frame of 
the pulsar and the geocentric one and, on the other, in variations in the time of flight of the 
signal caused by the interstellar medium or gravitation. For this reason, the observed instability 
of pulsar time may be intrinsic or may arise in the effects just mentioned. 

In this paper the phenomena that can affect the apparent period of rotation of a pulsar are 
reviewed and their magnitudes are estimated with a view to computing the relative frequency 
stability that can be expected from pulsar time. This stability is evaluated by means of the 
Allan deviation O'y(r) for an averaging duration r. In this study we are mainly interested in 
the frequency stability over several years, which implies that pulsar observations must cover ten 
years or more. A synthesis of the known limits to the stability of pulsar time is presented in 
the Allan deviation curves of Figure 1. 
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BASIC CONSIDERATIONS 

A first component limiting the stability of PT is the measurement noise: this is considered 
to be white phase noise with a measurement uncertainty of order one microsecond. This 
type of noise averages to zero as the number of measurements increases so that it is always 
possible to consider that its effect can be made arbitrarily small by increasing the number 
of the observations and the duration over which they take place. In practice, a reasonable 
supposition is that one observation, with an uncertainty of one microsecond, is taken every ten 
days, yielding a stability of 1 x 10- 15 for an averaging time of three years (Figure 1). 

A second component arises from the need to adjust the timing data to estimate the astrometric 
parameters of the pulsar: its position and proper motion are determined by a fit of periodic 
terms with a period of one year; its period P and period derivative P are determined by a 
parabolic fit. This procedure sets limits to the stability of PT that are linked to the stability 
of the reference atomic time scale for integration durations of six months, due to the periodic 
terms, and of order the total duration of the observations, due to the parabolic fitUJ. At very 
long averaging times, the frequency stability of atomic time is believed to be essentially constant, 
to within the uncertainty of the primary frequency standards (1 -+ 2 x 10-14 over the period 
1980--1995). For this reason all phenomena that have power law spectra S(f) fV I-a, where Q: 

is 4 (random walk in frequency) or 5 and 6 ("red noise"), are affected by the parabolic fit[2J. 
These types of noise would have Allan deviations varying as l1y(r) fV r(a-3), which would mean 
that the frequency instability they introduce increases indefinitely with the averaging time: the 
effect of the adjustment is to prevent this from happening (Figure 2). This situation occurs for 
many of the physical phenomena described in the following section. 

PHYSICAL PHENOMENA AFFECTING THE 
APPARENT PERIOD OF ROTATION 
Intrinsic Variations 

Regular lengthening of the period of rotation of a pulsar (represented by a constant p) results 
from the loss of energy by emission of electromagnetic waves and relativistic particles. This is 
not discussed further as it is considered an (as yet) inescapable fact that the period changes 
with a rate P that must be measured, since it cannot be predicted by theory. This phenomenon 
is a "secular" one modelled by a single parameter. The second-order period derivative P is 
not expected to contribute significantly(3) for reasonable durations of observation (centuries). 

Another phenomenon which may affect the period of rotation is precession of the spin axis. 
Several theories have been proposed that involve different modes of precession that would cause 
changes in the rotation rate or in the direction of the emission[4, 5J. Some of these phenomena 
would be periodic, and could eventually be modelled by a small number of parameters, but as 
no firmly established theory is available it would be necessary to determine the parameters by 
adjustment of the timing data. The effect of such periodic signatures is treated below, in the 
section dealing with orbiting companions. 

Geodetic precession of the spin axis has been observed for a pulsar in a binary system [6]. It 
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causes long-term variations in the timing data because the part of the emission zone which 
happens to be directed towards the earth changes. If the geodetic precession is small (weakly 
relativistic binary system), the quadratic fit (P and P) should absorb most of the effect. For a 
strongly relativistic system that might not be the case, but in such a system the pulsar might 
become unobservable, its emission not being any more in the direction of the earth. So the 
geodetic precession is not expected to significantly affect the observed rotation rate of most 
binary millisecond pulsars (C7y(r) tv 1 x 10-15). 

Other phenomena linked to the internal structure of pulsars are abrupt changes in the rotation 
rate, followed by a relaxation period, that have been observed in many pulsars, mainly young 
ones[7] . Such glitches have not been observed in millisecond pulsars, but it is conceivable that 
they occur with an amplitude so small that they cannot readily be identified. In any case, the 
rotation rate must experience intrinsic noise caused by events affecting the structure of the 
pulsar itself or the emission mechanism. For obvious reasons, these phenomena are not well 
known. 

Intrinsic noise is more easily studied on "long period" pulsars because the population is more 
numerous, because it has been observed for a longer time, and because the changes in the 
period of rotation are relatively larger than for millisecond pulsars so that they stand out clearly 
in the stability analysis. Some authors have tried to relate these instabilities with the period 
and period derivative using ad-hoc formulas. For example, Cordes and Helfand [8] , followed by 
Dewey and Cordes[9], defined an "activity parameter" A by comparing the RMS of the timing 
residuals of a pulsar with that of the Crab pulsar. They showed experimentally that A could 
be related to P and P by the ad-hoc formula: 

A = alogP + blog? + c 

where a, band c are constants. Similarly Arzoumanian et al. [10] defined an absolute parameter 
d(T) as the logarithm of the magnitUde of the cubic term that can be adjusted to the timing 
residuals over an interval of duration T. They showed that, provided that the timing residuals 
are reasonably cubic, the parameters A and d are related. They also determined experimentally 
an ad-hoc formula: 

8 . 
d(T = 10 s) = 6.6. x 0.6IogP, 

where all quantities with dimension of time are expressed in seconds. From this, it is possible to 
estimate the frequency variations due to the cubic-like residuals. One finds, for r significantly 
lower than the total observation duration T, 

(1) 

This formula has been determined by analysis of standard pulsars, not millisecond pulsars. 
When applying it, by extrapolation, to millisecond pulsars for which the smallest values of the 
period derivative are of order 10-2088-1, it suggests that these pulsars have an intrinsic stability 
of a few parts in 1015 for averaging durations of a few years (Figure 1). Formula (1) may 
provide only a very crude estimate, but it is consistent with the fact that, of the two pulsars 
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observed over the longest duration, 1855+09 (? = 1.78 x 10-2
°88-1) has a better apparent 

stability than 1937+21 (? = 1.05 x 10-1988- 1). 

Gravitational Interactions at the Position of the Pulsar 

The ideal pulsar is an isolated object in uniform motion, having no gravitational interaction 
with other bodies. Its apparent period of rotation then differs from the proper period by a 
constant factor (Doppler effect). In the real world, we consider three classes of gravitational 
interaction that affect the pulsar, and therefore the long-term stability of its apparent rotation 
rate. 

The first is gravitational interaction with other masses not in a bound orbit with the pulsar. 
If a pulsar is submitted to a constant acceleration, its period derivative is biased, but the 
timing residuals (after the quadratic fit) are not affected. If, however, the pulsar moves in 
a gravitational field its period derivative, to first order, varies linearly with time: P is then 
proportional to the first derivative of the gravitational acceleration, usually called the jerk. 
Orders of magnitude of the acceleration a, and therefore of the jerk a, have been estimated 
for various cases: pulsar in a cluster[ll, 121, encounter with a star[l21, average effect of galactic 
stars, white dwarfs, and giant molecular cloudsU31. As expected, the largest effect is for the 
pulsar in a cluster, where the jerk can reach 1O-19m8-3 , which would cause cubic-like timing 
residuals of amplitude tens of microseconds. This is a maximum value, so it is not possible 
to unambiguously identify this effect in the actual observations of pulsars in clusters (such as 
1821-24 and 1620--26). Gravitational acceleration is identified, however, as the cause for a 
negative value of P for some pulsars in clusters. The gravitational jerk could cause a frequency 
instability in the 10-14 range for T of a few years (Figure 1). For pulsars not in clusters, this 
effect is several orders of magnitude lower, except in the case of an improbable close encounter 
with a star. 

The second gravitational interaction is with one or several companions in a bounded system. 
In this case the position of the pulsar moves with respect to the barycenter of the system, so 
causing a periodic signature in the timing data. The interaction is described by a small number 
of parameters (Keplerian parameters) that have to be determined from the timing data. If the 
duration of observation does not span several orbital periods, it is not possible to determine 
the orbital parameters reliably, so possible companions with orbital periods comparable with 
the duration of the observations have to be considered as a source of long-term instability. 
The order of magnitude of the effect is proportional to the mass of the companion: For a 
Jupiter-like planet orbiting the pulsar in a few tens of years, the amplitude of the periodic effect 
would be several seconds and, after quadratic fit, the effect on the timing residuals would still 
be to cause variations in the observed rotation rate of order 10-1°. Even a Pluto-like planet in 
a similar orbit would cause variations close to 10-14 (Figure 1). It is, therefore, to be hoped 
that millisecond pulsars do not have sizeable planets, with long periods, around them. 

The third interaction is with gravitational waves. Gravity waves sweeping over an area change 
the space-time metric and, therefore, affect the proper time of clocks in this area relative to 
clocks elsewhere. Pulsar Time and Atomic Time are affected differently and this shows up 
in the timing residuals. Due to the short-term noise of pulsar timing and to the adjustment 
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of yearly terms, measurements are sensitive only to waves with periods of several years for 
which the only source is probably stochastic background from the early universe (primordial 
gravitational waves or waves originating in vibrations of cosmic strings). Their power spectrum 
is expected to vary as 1- 5, but their expected amplitude is uncertain by at least fifteen orders 
of magnitude[141. It is not possible, therefore, to specify an order of magnitude for this effect 
in Figure 1. Rather, millisecond pulsar timing results make it possible to constrain the energy 
density of the gravitational wave background[1sl, and so to discriminate among cosmological 
models of the universe. 

Signal Propagation 

Tho effects can be held responsible for variations in the time of propagation from the pulsar 
to the earth which can cause long-term variations in the apparent rotation rate: one is the 
dispersion by the interstellar medium, and the other is the gravitational effect of intervening 
masses. 

The interstellar medium is dispersive, like the earth's ionosphere, and this causes a propagation 
delay along with variations in the angle of arrival. These variations cause scintillation phenomena 
in which can be distinguished the difIractive regime (short-term variations, rv 100s) and the 
refractive regime (at longer averaging times). These phenomena change continuously due to 
the relative motion of the pulsar, the solar system, and the medium itself. Their effect on pulsar 
timing has been studied by many authors[16, 17, 181. As the effect is essentially proportional 
to the inverse square of the frequency, it can be determined by dual-frequency observations. 
Uncertainties in this determination originate in non-dispersive effects (that can be approximated 
by higher order terms of the frequency) and possible changes in the pulse shape with frequency. 
It is expected that, after taking into account the dispersive effect by dual-frequency observations, 
the remaining effect has the power spectrum of white or flicker phase noise and induces a 
frequency instability of not more than 2 x 10- 14/7 with 7 in years (Figure 1) if the signal from 
the pulsar crosses a large part of the galaxy[181. For a pulsar closer to us, this value can be 
one order of magnitude smaller. 

Masses close to the path from the pulsar to Earth cause a gravitational delay and a "bending" 
of the path. The bending causes a change in the angle of arrival (similar to refraction by the 
interstellar medium), but this is lower than 10-8 rad for an average star crossing the line of 
sight so has limited impact on the long-term stability. On the other hand, the gravitational 
delay can be significant[191: A star of one solar mass with a closest approach of 10- 8 rad to 
the pulsar-earth path could perturb the frequency stability by a few parts in 1014 (7 = a few 
years, see Figure 1). This is very unlikely: typically, the star closest to the path might have an 
angular separation of order 10-5 rad (a few seconds of arc), but it is unlikely that this star and 
the pulsar would also have a relative proper motion large enough for this angle to change by 
several times its value during the period of observation. The average value of the gravitational 
delay effect can be estimated to be no larger than about 2 x 10-15 (Figure 1). 
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Gravitational Interactions at the Position of Earth 

All effects noted that can modify the position of the pulsar can also affect the position of 
the barycenter of the solar system (SSB) and the position of the earth relative to the SSB. 
Gravitational effects on the SSB are of similar magnitude to those on the pulsar itself, or are 
smaller. The solar system is not inside a cluster of stars and the surrounding star population 
is quite well known, so direct gravitational effects on the position of the SSB are expected to 
have a negligible influence on the long-term stability of pulsar time. The effect of gravitational 
waves is similar to that on the pulsar. 

Presently it seems that the most important source of uncertainty in the SSB position is that 
due to uncertainty in the masses of outer planets, or to the omission of some masses. As 
an example, an error in the mass of one of the large asteroids by the amount of its present 
uncertainty would correspond to a periodic change in the SSB position of about 300m (i.e. one 
microsecond in timing residuals) with a period of a few years. Uncertainties in the masses of 
the outer planets[20] may be the cause of a larger shift of the SSB, but with periods from tens 
of years to a few hundred years so that the effect on the timing residuals, after quadratic fit, is 
not larger. Overall it is thought that the uncertainty in the SSB position and in the relativistic 
transformation from the topocentric frame of observation to the barycentric reference frame does 
not cause frequency variations greater than a few parts in 1015 (r = a few years, see Figure1). 
In addition, any error originating in the orbit of the earth would, to first order, be absorbed 
by the parameters representing the position and proper motion of the pulsar, as these are 
determined from the timing data. Such errors would not directly affect the long-term stability 
of pulsar time. 

CONCLUSIONS 

From the above presentation, it seems that the long-term (r = a few years) stability of pulsar 
time should be a few parts in 1015 for a number of millisecond pulsars. In selecting pulsars 
for computing an ensemble average, one should avoid, or give a low weight to, the following: 

• Pulsars inside clusters because of the direct gravitational effect: the inclusion of a second 
period derivative might be sufficient to account for this effect, but it would require a 
longer observation period to decorrelate this term from other effects. 

• Pulsars for which the dispersion measure is very large, which are more likely to show 
residual effects of the interstellar medium (after removal of the dispersive effect with 
dual-frequency observations). 

• Pulsars with high values of the period derivative, which might be intrinsically more noisy. 

Periodic terms with periods of years to tens of years (e.g. due to pulsar companion, precession, 
motion of the SSB) and other systematic effects (gravitational delay) may be detectable only 
after a very long period of observation. In the mean time, their effect should be treated as 
noise. In general, all the effects noted above are uncorrelated among pulsars and can be 
reduced by averaging. Gravitational effects on the SSB would show a definite signature, which 
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could ultimately make it possible to discriminate among them. Provided the distribution of 
pulsars is isotropic, however, the magnitude of these effects would also be reduced by averaging. 
In conclusion, an ensemble pulsar time should be stable to a few parts in 1015 for averaging 
durations of several years. This value is comparable to the stability of current atomic time 
scales for averaging durations of 10 days to a few monthslZl1. It is also close to the uncertainty 
of recent atomic frequency standardslZZ] which will provide the accuracy and, therefore, the 
long-term stability, of atomic time scales in the future. Comparisons of atomic time and pulsar 
time are, therefore, useful, although their main function is to examine the physical phenomena 
affecting pulsars themselves, the propagation of signals, or the ephemerides of the solar system. 
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Figure 1. Fractional frequency stability of the effect on pu1sar timing of several phenomena: 1 = measurement 
noise; 2 = geodetic precession; 3 = intrinsic noise; 4 = gravitational jeri< (a = maximum. b = typical) ; 5 = 

gravitational pull of long period companion; 6 = interstellar medium (a = maximum. b = typical); 7 = 
gravitational delay of intervening mass (a = maximum, b = typical); 8 = error in solar system barycentre. The 
dashod auve nepresents the stability of pulsar time, assuming average conditions for the effects above. 
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Figure 2. Fractional frequency stability of the current atomic time (An and of the effcct on pulsar timing of a 
phenomenon \vith "red noise" spectrum before (solid line) and after (dashed lIRe) the quadratIC [it that 
determines the period I' and its derivative i> . 
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Questions and Answers 

DAVID ALLAN (ALLAN'S TIME): According to Professor Backer at UC Berkeley, and 
I think Professor Taylor also confirms this, that they have intrinsically within the model, that 
there is a P double dot as well as a P dot. And they don't know what it is and how big it 
is. And so, this gives you other low frequency problems which probably don't impact things at 
2 x 10-15 . 

GERARD PETIT (BIPM): Yes, the intrinsic P double dot is at a level which is several 
magnitudes lower at the time of infusion. Of course, if you have 1000, you have a better length 
to stop the range. 

ROGER FOSTER (NRL): Can you make a comment about what do you think it's going to 
take to establish pulsar time? At least, what are your thoughts at BIPM? 

GERARD PETIT (BIPM): Do you mean the time it takes? 

ROGER FOSTER (NRL): What kind of effort does it take on the part of the community 
to establish that? 

GERARD PETIT (BIPM): Well, more than 50 millisecond pulsars which are known, the 
first thing is to observe them regularly. That's not really the case because it would require a 
continuous report from the observatory. 

The second thing is that those who observe the pulsar data are available, which is not always 
the case. 

The third thing is to discover new pulsars so as to be able to choose among a larger set to try 
to find the right pulsar, which has very good stability. I would say that if we had, say, a half 
a dozen pulsars in the 10-15 class observed for 10, 15 years, we can learn something about 
atomic time. 

ROGER FOSTER (NRL): I agree. I'll speak a little bit about this this afternoon. 
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Abstract 

The Naval Research Laboratory (NRL), in the chvelopment of timing systems for remote locations, 
had a technical requirement for a Y code (SAlAS) GPS precise time transfer receiver (TTR) which 
could be used both in a stationary mode or mobile mode. A contract was awarded to the Stanford 
Telecommunication Corporation (STEL) to build such a device. The Eastern Range (ER) also had 
a requirement for such a receiver and entered into the contract with NRL for the procurement of 
additional receivers. The Moving Vehicle Experiment (MVE) described in this paper is the first in 
situ test of the STEL Model 5401C Time Transfer System in both stationary and mobile operation. 

The primary objective of the MVE was to test the timing accuracy of the newly chveloped GPS 
ITR aboard a moving vessel. To accomplish this objective, a joint experiment was performed with 
personnel from NRL and the ER at the Atlantic Undersea Test and Evaluation Center (AUTEC) Test 
Range at Andros Island. This range is under the direction of the Naval Undersea Warfare Center 
(NUWC), Newport, Rhode Island. The test was conducted through the West Palm Beach (WPB) 
Detachment of the NUWC. 

Results and discussion of the test are presented in this paper. 

BACKGROUND 
The U.S. Naval Research Laboratory (NRL), in the development of timing systems for remote 
locations, had a technical requirement for a Y code (SNAS) GPS precise time transfer receiver 
(TTR) which could be used both in a stationary mode or mobile mode. A contract was awarded 
to the Stanford Telecommunication Corporation (STEL) to build such a device. The Eastern 
Range (ER) also had a requirement for such a receiver and entered into the contract with 
NRL for the procurement of additional receivers. The Moving Vehicle Experiment (MVE) 
described in this paper is the first in situ test of the STEL Model 5401C Time Transfer System 
in both stationary and mobile operation. 
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OBJECTIVE 

The primary objective of the MVE was to test the timing accuracy of the newly developed GPS 
TTR aboard a moving vessel. To accomplish this objective, a joint experiment was performed 
with personnel from NRL and the ER at the Atlantic Undersea Test and Evaluation Center 
(AUTEC) Test Range at Andros Island. This range is under the direction of the Naval Undersea 
Warfare Center (NUWC) , Newport, Rhode Island. The test was conducted through the West 
Palm Beach (WPB) Detachment of the NUWC. 

PARTICIPANTS 

The following personnel and their organizations participated in this experiment: 

Name Organization Title 

O. J. Oaks 
James Wright 
Christopher Duffey 
Chauncey Dunn 
Charles Williams 
Hugh Warren 
Wilson Reid 
Ernie Moody 
Jack Cecil 
Tom Zeh 
Dave Cooney 
Jeff Byrne 
Linda Tough 
Laurie Robinson 
Ed Cote 
Gerald Phifer 
Rick Beasley 
Chris Holly 
Mike Boyle 
James Buisson 

Naval Research Laboratory 
Computer Sciences Raytheon 
Computer Sciences Raytheon 
Computer Sciences Raytheon 
Computer Sciences Raytheon 
SFA, Inc. 
Naval Research Laboratory 
NUWC, Newport 
AUTEC WPB 
AUTEC WPB 
AUTEC Andros Island 
AUTEC WPB 
AUTEC Andros Island 
AUTEC Andros Island 
AUTEC Andros Island 
AUTEC Andros Island 
AUTEC Andros Island 
AUTEC Andros Island 
AUTEC Andros Island 
Antoine Enterprises 

Code 8153 , Head 
Timing Systems, Leader 
Timing Systems Engineer 
Timing Systems O&M, Mgr. 
Timing Systems O&M , Tech. 
Engineer 
Code 8153 
Code 3891, Head 
Code 3814, Head 
Program Manager 
Program Test Conductor 
Engineer 
Range User Coordinator 
Data Analysis Group 
Launch Recovery Sys. Eng. 
Security Engineer 
R/V Ranger, Captain 
R/V Ranger, 1st Mate 
R/V Ranger, 2nd Mate 
Consultant to SFA, Inc. 

METHODOLOGY AND IMPLEMENTATION 

To begin the MVE, tests were first conducted in a stationary mode at a known location at 
the AUTEC pier to assure calibration and initial data validation. The GPS TTR antenna was 
located directly above a Defense Mapping Agency (DMA) benchmark survey point (photo 1). 
Two receivers were used and configured as shown in Figure 1 and Photo 2. The GPS TTR 
(S/N15) was later removed from the shed on the pier (Photo 3) and used aboard the AUTEC 
vessel, R/V Ranger. The ship is shown in Photos 4 and 5. While the test was performed on 
the vessel, the GPS TTR antenna was mounted on the rail adjacent to the bridge of the ship, 
as shown in Photo 6. 

The atomic frequency standards used in the experiment were supplied by Computer Sciences 
Raytheon (CSR), who is the ER contractor, from their Cape Canaveral Range Operation 
Control Center (ROCC). The HP 5061A cesium frequency standard (SIN 2383) was maintained 
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in the ROCC laboratory prior to the MVE. Timing data relative to UTC(USNO) were recorded 
for ten days prior to its being transported. The S061A was equipped with an external battery 
supply, and continuous operation of the clock was maintained throughout the test. The test 
included a 2-hour drive from Cape Canaveral to West Palm Beach, a 4S-minute plane ride 
from WPB to the AUTEC Andros Island Site, and movement from the pier shed to the ship 
(Photos 7 and 8). 

As shown in Figure 1, both STEL GPS TTRs were driven by the 5 MHz signal from the 
lIPS061A (SIN 2383) frequency standard, to assure calibration of the complete system before 
removing ITR (SIN IS) to the ship. Figures 2 and 3 depict the equipment configuration next 
employed. Each of the ITRs was driven by independent frequency standards. The HP5061A 
frequency standard supplied 5 MHz to ITR (SIN 15), and the FTS 4050 (SIN A167) cesium 
frequency standard supplied the required 5 MHz to ITR (SIN 20). 

The FTS 4050 cesium frequency standard was shipped to AUTEC Andros, with no battery 
supply, in a powered-down condition. Before being connected to the GPS ITR, its phase was 
adjusted to within 1 nanosecond of that of the HP5061A. This was done so that at the end of 
the MVE onboard test, the lIP frequency standard could again be compared to the FTS 4050 
to assure continuous operation of the HP S061A clock during the test. The two clocks were 
operated during a 24-hour period to determine the frequency offset between the two clocks 
prior to the transport of the HP clock onboard the R/V Ranger. 

Figure 4 shows the equipment configuration for the STEL TTR SIN IS driven by the HPS061A 
as it was used during the MVE sea trial portion of the test. Photos 9, 10, and 11 show the 
equipment as it was configured on the bridge of the Ranger. 

The AUTEC Andros Test Range was chosen because the Navy routinely performs tests using 
ships such as the Ranger, and NRL could easily procure space and time as a secondary 
experimenter at a minimum cost to conduct the MVE. The AUTEC Range performs both a 
surface radar tracking and in-water precise tracking of the Navy vessels. The precise in-water 
system uses hydrophone pingers. All tracking data of the ship during the MVE were supplied 
to the experimenters at the conclusion of the test. 

RESULTS 

Data obtained on 14 May 1995, with the equipment configured as shown in Figure 1, are 
presented in Figures Sand 6. The plots show the phase difference between the HP5061A 
clock and UTC(USNO), as measured through GPS using the two ITRs. The 9-nanosecond 
quantization of the receiver output can easily be seen in the graph. Essentially no phase 
offset exists between the two receivers, and each receiver realized a peak-to-peak variance of 
approximately 40 nanoseconds, with an rms deviation of 11.8 nanoseconds and 12.3 nanoseconds 
respectively. This is considered excellent performance for receivers on a stationary platform. 

The tests were repeated on 15 May 1995 in the same configuration, and the essentially identical 
results are presented in Figures 7 and 8. The rms deviation was 11.9 nanoseconds for ITR 
(SIN 20) and 10.2 nanoseconds for ITR (SIN 15). 

The receivers were then configured as shown in Figures 2 and 3, that is, with each receiver on 
its own frequency standard. TTR (SIN1S) was driven by the HP clock, while TTR (SIN 20) 
was now driven by the FTS clock. 

Results obtained during the period of IS to 16 May are presented in Figures 9 and 10. 
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Immediately evident is a frequency offset of the FrS clock from the HP clock, as shown in 
Figure 10. The larger phase offset in Figure 10 can then be attributable to the accumulated 
phase due to the frequency offset of the FrS clock, since the two clocks were synchronized on 
12 May. Figure 11 presents residuals to a linear fit using the data from Figure 10. The rms 
deviation of each receiver during this period was 15.3 nanoseconds for TTR (SIN 15) and 15.3 
nanoseconds for TTR (SIN 20). 

The final results were obtained during the sea trials after TTR (SIN 15) and the HP clock had 
been placed aboard the RN Ranger. Figure 12 is the data obtained with Receiver 20 at the 
shed on the pier. The rms deviation of this data set was 10.7 nanoseconds. Figure 13 presents 
results obtained from the sea trials. During this period, the speed of the ship changed from 
stationary to about 10 knots, with the heading varying 360 degrees. Because of the nature of 
the primary experiments, sudden shocks and vibrations were received by the test equipment. As 
can be seen in Figure 13, the results were excellent during the entire trial. The rms deviation 
during the sea trial was calculated to be 14.8 nanoseconds. 

CONCLUSIONS 

Figures 14 and 15 are a succinct summary to the MVE. Depicted on Figure 14 is the measured 
offset of the HP 5061A clock from UTC(USNO) for the entire period of the experiment. 
Figure 15 presents the residuals to a linear fit of the data and the accompanying statistics. 
Data for the first ten days were taken at the ROCC lab prior to deployment to AUTEC. Data 
for the next six days were obtained at the pier in the AUTEC Andros Range. Data for the 
17th day were obtained during the sea trials. The final data points were obtained after the 
clock had been transported back to its original location at the ROCe. The overall closure has 
an rms deviation of 13 nanoseconds using all the data collected. This is excellent performance 
and is well within the system specification. 
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Photo 10 - Equipment on RV Ranger 

Photo 9 - Equipment in Bridge on RV Ranger 

Photo 11 - Clock Onboard RV Ranger 

404 



~ 
o 
VI 

PHASE OFFSET OF HP6061A (SIN 2383) FROM un; {lJSNO} 
MEASURED BY TTR (SIN 20) IN MOBILE MODE 

LOCATED AT PER SfTE 

184 . ~ . 
. I 

L""~~~.J Ii 12.82 . . 

~ 2.601 ' - .~~~ -.. ' ,I. - " -- .~ - ~ 
~ : -----:,~ ~-~:-t~~::-::;~::: --- I 

2.641 ' I 
1300 1400 1600 

UNIVERSAL TIME COORDINATED 

Figure 5 

1600 

PHASE OFFSET OF HP6061A (SIN 2383) FROM un; (USNO) 
MEASURED BY TTR (SIN 20) IN MOBILE MODE 

LOCATED AT PIER SITE 

2.66 ~ I ' , I 

- .. \ I 
&! 2.64 • .. . ," - 'I' -. __ .• ' -'T-'--"'-" J ....".- III 
~ '-'-1 . -.~J ._ .... - .0 

~ 2.62 -·-··~· ·- l~~~-~-·- ~.l ·~ --'r--~:-"'-"'- ~ 
1£ ••• • • 'j-. ! - .... _- • f 
o 26() - ~I--t" ;-' F ---: :. ~---.----. i " 1" 1 
: 4-":,~["",,, I ,,,,,,'-,,j I 

1400 1600 1eOO 1700 1800 

UNIVERSAL T1ME COORDINATED 

Figure 7 

-_._---

PHASE OFFSET OF HP6061A (SIN 2383) FROM un; (USNO) 
MEASURED BY TTR (SIN t6J IN MOBILE MODE 

LOCATED AT PIER SffE 

2.64,------------r-----------r----------~ 

12.62 

~2.60 

;: 
..., ... - , -.-----'---1"--------.---

-~:.--.-l- ..:~---.-~~J.1------------- ~ 
~-;·~~l·:·· ... -.:· .. ::.~~:.~-- ------------ f 

1
----: --:---~ - :I----~- ] 

2,64 I, , I , , I I , I " ,-., . ,., ,',-r.,.-,', , I t, " , , "'-"'" I 
1300 1400 1000 1800 

UNIVERSAL TIME COORDINATED 

Figure 6 

PHASE OFFSET OF HP6061A (SIN 2383) FROM un; (USNO) 
MEASURED BY TTR (SIN t5) IN MOBILE MODE 

LOCATED AT PIER SITE 

2.66 4 , I 

~ 2.64 --+ .. ---.. "1 0
.---- III 

.~ .t- - --- t 
~~ 2.62 .. . , .. I • ~-~ -!'"~ • . - - .. . ...... -----. • 

2,60 " ':::'~-~-=~l" .. _ 0 -~-- r--"-"- f 
~ 

, " - o. L 
268- • . ~';,,_ , ' G-' - r '~ 1 
2.68 J 

1600 1600 1700 1800 

INVERSAL T7ME COORDINATED 

Figure 8 

1900 



PHASE. OFFSET OF HPOO81A (SIN 2383/ FROM UTe (USNO/ 

MEASURED BY T7R (SIN 16) W MOBILE MODE 
LOCATED AT PIER SITE 

2n~~~~--~-.--.--.--~--~~--.--.--~--~~--~~--~~~~--

270 -- _a_ -I - -- ~ - - I' - - - -
1268 

- . -: ,.- ---i- . -_. . -r ~:-.- .:: ~ - -.~ - ! 
~ 266 ~,,,- ,:r.::.... ::,.; _ --.:r =L. .::..-:-!::-:-:.-:: :'1:: ~ : - j:.:...l.._:':-::; .. ':' -- f 
~~: --t;J':':-+:::. '. -::.;:+.:..-'-~ L....[ ' =*~--.7.:.~-=-~. . - :~ =1--::;-+' § 
~ 260 [' -.' • ~-'.: ' - \ - ' _. "" - " - .:... : _.. - ) 

~: "'"'''''' """'"'' ,~'"'' ' '' ' "'"'''''' "'~"~,, """"'" """""'1 '"'''''''' '"'''''''' ,, ~''''' ' '' """"'" ,,,,,,,,"'/,,,,,,,, ,,,1,,,,,,,,,,,,,,,,,,,,,,, """"'" '"'''''''' '"'''''''' "'"'''''' '"'''''''' J 
1800 1900 2000 2100 2200 2300 0000 0100 0200 0300 0400 0600 oeoo 0700 0600 0900 1000 1100 1200 1300 l400 

3.1) 

3.10 .--
_a_ 

-1----

UNIVERSAL TIME COORDINATED 

Figure 9 

PHASE OFFSET OF FTS 4060 (SIN Altfl/ FROM UTe (USNO) 
MEASURED BY TTR (SIN 2O/1N AUTOMATIC TRACK MODE 

LOCATED AT PIER SITE 

-- -- - - I -- ~ - -

l~ ! 
~= i 

..,r 1 JW I--j;.;w ---p-

I - --_. -- - - --.- --- .--- ---1-·---- ~,--- - -1-- --.-
~~ - -

~ 2,110 ! 

~: J 

M.'&' 

.J-rJ ".". ,.", 
.-., 

.... .. ~ ~ 
2~ 1 -~.--- 'tf -. _. -- .. - -- - -. --I- - -... - -

270 f 
1800 1900 2000 2100 2200 2300 0000 0100 0200 0300 0400 0600 oeoo 0700 0800 0900 1000 1100 1200 1300 l400 

UNIVERSAL TIME COORDINATED 

Figure 10 

PHASE OFFSET OF FTS 4060 (SIN A167) FROM urr: (USNO) 
MEASURED BY TTR (SIN 20) IN AUTOMATIC TRACK MODE 

WCATrO liT PtfR 5m 

~- ~~~% 
- -- . _. - - - -- - ---

--f--~~~ 1- -~' . . I '\ 

~\ 
-s -. t---- "--+-- . ~'. ~. ., -. "" .. " ~;,,), '~ ~, ". . ~ - -- ---- -- - '\- - ,- ~,,, ~:----- --

~'- ... " .. " . l---t _a_ 

·:t\ !'~ - ,, - :\: . 1--' _. '\ ~- . 
" ----

---I 

1----

I---

1-- -
! 
f 
J 
I 

·60 
18OO19OO200021OO220023000000~02000300040006000e000700080009001OOO11OO12OO13OOl4OO 

UNfVEIISAL TIME COORDINATED 

Figure 11 

406 



.j::>. 
o 
---l 

PHASE OFFSET OF FTS 4060 (SIN A 167) FROM UTe (USNO) 
MEASURED BY TTR (SIN 20) IN AUTOMATIC TRACK MODE 

LOCATED AT PIER SITE 

3.86 4 I I 

13.80 ; - -j - -t--- I ---! :::..!;:....; ~-: * 
~ I ~.- - £ ~ 375 : - [- ..:-;- T 

~ 370 I I _ .. Lr- _ . .r-:-.: i i 
~ 3.66 ! • .::-- -r I J .-...- -et. __ I 

3.60 ': .:- • I .. i i 
3.66 -m,,=+ I 

0900 1000 1100 1200 1300 1400 1600 1600 1700 1800 

2.1 

12.1 
.. 2.7 
~ 

I 
2.. 

I.' 
2,4 

~2.I 
~2.2 

UNIVERSAL nME COORDINATED 

Figure 12 

PHASI! Ol'I'S," 01' HPIO'1A (SIN 23'3) FROM UTe (USNO) 
BI!"ORI!, DURINQ, AND Af1TI!R "VI! I!XPI!RIMI!NT 

j ... I 
API! MAY MAY MAY MAY MAY 
HI. U U Q 

I 
I 
I 

I. · · • • 
I .-.. . ~ 

•• • 

I 
1·- •••• 

• 1 • 

:: 
~ 

f 
1 

2.1 
41.31 41140 41141 4Il1O 41111 

.. I 

'! 
11 

41.10 

MOD""., .NUAII DATI! 

Figure 14 

PHASE OFFSET OF HP5061A (SIN 2383) FROM UTe (USNO) 
MEASURED BY TTR (SIN 15) IN MOBILE MODE 

LOCATED ABOARD RN RANGER 

2.80 I I I 
2.78 I - 17 . .... I . f --

l~ :.~: : .. ' J. . .'. , .. _ t..... ~ . I I I I .. t.. .. tt. _ ' •• __ •• _ 

2.n • _," I ., .r, ...... 1- ......... , _.;_ .... _ i . --_.-., .. - .. - .- -_.... . . ... -... ! 
IJJ 2.70 -. • ...... .,.... •••••• t- - .... --t- • ......t !. 
Ii) ••• I ••••• 1 •• " l'" I J 
~ 2.68. • i ' .. ' -. r .. , • I - - i--

2.66 .. II . I I ~ 
2.64 I ~ 

1000 1100 1200 1300 1400 1500 1600 

40 

~ 30 
• .. 20 .s 
Iii 10 
fI) 

It 0 
o .10 
11.1 
~ -20 
:t: 
'" -30 

UNNERSAL nME COORDINATED 

Figure 13 

PHASI! O"FSU 0" HPIOI1A (SIN 2313) "ROM UTe (UBNO) 
BEFORE, DURING, AND AFTI!R "'VE I!XPI!RIMI!NT 

UNEAR ReSIDUALS 

r , ... i 
API! MAY MAY MAY MAY MAY 
.1 I I '1 '1 II 

.. -- , 
• ... ..--............ , ... " • .. 

......U_~I ,.," ~ ~.'-,"-"I M . ... 

t: 
••• • .! • :! • • • • • 0 

• .. • .:I 
• • c 

• t: 
• • : . • II: 

-: 
-40 - ~ 

411135 48140 41145 41150 411155 411110 

"ODI".D JUUAN OAT. 

Figure 15 



Questions and Answers 

HAROLD CHADSEY (USNO): Chris and I had talked earlier about this, this is a loaded 
question for him. When I gave my presentation, I said it was part of a much larger report. It 
turns out that Chris's report is the final section that I was unable to do. The question is for 
you: What type of processing did you do to get such smooth results; because, if you do it out 
on six-second data points, the six-second data points will vary by more than 50 nanoseconds? 
When you do your moving position, what was your offset standing still? 

The receivers that I was using had offsets in latitude and longitude by approximately a meter; 
and the altitude was approximately two to three meters, on average, but would exceed 20 
meters on the six-second level. I'm just wondering, what did you see? 

CHRISTOPHER S. DUFFEY (COMPUTER SCIENCES RAYTHEON): We didn't -
there's no processing done on this data to smooth it out or correct any - other than removal 
of the frequency drift in that one cesium. In fact, we were quite surprised that the initial 
results came up on the prediction for cesium because it's so close. Maybe we've got a couple 
good receivers. 

I haven't shown - we ditched the difference data of the lat, long and altitude of the AUTEC
provided coordinates, they had finger data on our vessels during the whole time. And we 
haven't quite finished crunching it all. But you do see some small offsets, less than 10 meters, 
for sure, and probably rms-positioning errors of around six meters difference. 

HAROLD CHADSEY (USNO): Your results are obviously not six-second data points. How 
did you get the data points? 

CHRISTOPHER S. DUFFEY (COMPUTER SCIENCES RAYTHEON): All of those 
data points were out of RS-232 port of the receiver. And, I look back on it and they were 
one-minute points. 

HAROLD CHADSEY (USNO): One-minute averages? 

CHRISTOPHER S. DUFFEY (COMPUTER SCIENCES RAYTHEON): Yes. The 
receiver has a Kalman filter in it. So unless you disable that, you are going to get som~ 
smoothing in the operation. 

HAROLD CHADSEY (USNO): Okay, that would be the difference between ours; because, 
I wasn't using the internal Kalman filtering; we avoided that and wired around it. 
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BONNEVILLE POWER ADMINISTRATION 
TIMING SYSTEM 

Kenneth E. Martin 
Bonneville Power Administration 

Vancouver, Washington 98666 

INTRODUCTION 

The BonneviJJe Power Administration (BPA) is a power marketing agency for the U.S. Federal 
government. It was established to market power from the federal dams being constructed on the 
Columbia River and has evolved into the major bulk power supplier in the Pacific Northwest. 
BPA sells power produced at Federal generating facilities, coordinates the Columbia river hydro 
system, and transmits power for other utilities. 

Time is an integral part of BPA's operational systems. Generation and power transfers are 
planned in advance. Utilities coordinate with each other by making these adjustments on a 
timed schedule. Price varies with demand, so billing is based on time. Outages for maintenance 
are scheduled to assure they do not interrupt reliable power delivery. Disturbance records 
are aligned with recorded timetags for analysis and comparison with related information. 
Advanced applications like traveling wave fault location and real~time phase measurement 
require continuous timing with high precision. 

Most of BPA is served by a Central Time System (CTS) at the Dittmer Control Center near 
Portland, OR. This system keeps time locally and supplies time to both the control center 
systems and field locations via a microwave system. It is kept synchronized to national standard 
time and coordinated with interconnected utilities. It is the official BPA time. 

There are a few BPA applications which are not served by the CTS. BPA's traveling wave fault 
locator requires microsecond accuracy which is higher precision than IRIG-B can provide. This 
system, called FLAR for "Fault Location Acquisition Reporter," only has to be synchronized 
within the system and primarily uses a high frequency pulse over microwave. Some substations 
remote from the control center do not receive reliable time from the CTS. In some cases they 
used a free~running source manually reset on an occasional basis. In other cases a WWV or 
GOES timing receiver was used. 

Power system control and operation is described in the next section of this paper. After that 
BPA timing systems induding CTS, FLAR, time dissemination, and phasor measurements are 
described. References are provided for further reading. 
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POWER SYSTEM PRINCIPLES 

Electric power is transmitted from generator to load primarily by alternating current (AC) 
systems. For reliability and economy, transmission systems are connected into grids that have 
many generators and load areas. Power systems in North America are interconnected into 
four grids.£lJ The Western Systems Coordinating Council (WSCC) grid covers the largest area, 
including the western US and Canada from the Rocky Mountains to the Pacific Ocean. By 
being part of a grid, each utility gains access to more generators and more transmission 
paths, which reduces the risk of outage due to failure. Also, sharing generating resources can 
result in significant savings in meeting peak loads, staggering maintenance, and using the most 
economical sources. However, interconnection also requires synchronization and controls to 
prevent a problem in one part of the system from causing problems in another. 

There are two distinct synchronizing issues found in power systems. First, electric energy must 
be used as it is generated. No one has created a successful electricity reservoir or battery 
suitable for power system use. Load must be constantly in balance with generation. Second, 
power is produced and transmitted primarily as a 60 Hz (in North America) alternating current 
(AC). Synchronous devices such as generators and motors must be kept in phase with each 
other, tracking through frequency changes and disturbances. A primary utility task is keeping 
load balanced with generation and keeping synchronized with its neighbors. 

Every utility is a member of a control area. An area controller, usually a large utility, is 
responsible for maintaining generation-load balance within that area. If there is insufficient 
generation for the load, an import from another area will be scheduled, and vice versa. 
However, power transfer won't just occur just because it is scheduled. It is a result of the phase 
relationship between areas. Power transfer between two points in an AC system is defined by 

P = Vi V2 sin 4> 
Z 

where VI and Vz are the voltages at each point, Z is the line impedance between them, and 4> 
is the included voltage phase angle. Since substation voltages are controlled at a constant level 
and line impedances are fixed, the power transfer is determined primarily by the phase angle 
between stations [2J. 

So how is the phase angle set? Phase angle is the integral of frequency. Deviation of frequency 
from the nominal 60 Hz will either advance or retard the phase angle relative to other areas. 
Frequency in turn follows the generation-load balance. Despite advances in alternative energy 
sources, electric power is produced primarily by turning an alternator with a turbine. Power P 
produced in the turbine is expressed by P = Tw where T is the torque and w is the angular 
velocity. A decrease of electric load on the alternator reduces the resisting torque, so the speed 
of rotation increases to absorb the power applied to the turbine. Conversely, an increase in 
electric load will cause the machine to slow down. The alternator speed determines the AC 
frequency. Consequently, the area phase angle is controlled by adjusting the generator-load 
balance within the area. 

Interconnected utilities cooperate to keep the system operating on schedule. Individual genera-
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tors and even small areas tend to be self-regulating. If a generator gets a little ahead, the power 
transfer increases which loads the generator and pulls it back into synchronism. Stabilizers are 
used to prevent local oscillation within the system. Beyond that, the area controller monitors 
area frequency and inter-area power transfer, minimizing error through generation control. A 
system timekeeper records accumulated system time error that results from sustained frequency 
errors. Coordinated system frequency adjustments continually drive the system time error to 
zero. Measurements for these controls are made by a CTS at the area control center. Each 
CTS maintains reference to a national standard so that measurements throughout the grid 
agree.l3) 
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In 1994 BPA installed a new CTS based on GPS. It replaced the original single redundant unit 
installed in 1974 based on WWVB. This new system has triply redundant primary sources, a 
voting switchover unit, and extensive monitoring. It provides all the time functions previously 
supplied by the CTS, including time and frequency error and IRIG-B. It also provides the 
synchronizing reference for the FLAR system (Figure 1). A framed T1 signal output will be 
added for the new fiber optic communication link. 

The primary sources are fully equipped GPS receivers. Each has its own antenna and separate 
AC power circuit. The two primary units have a battery back up as well. The third, the reference 
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unit, has a rubidium oscillator with either manual or automatic GPS tuning, selectable by the 
user. Each receiver generates an IRIG-B, a 1 PPS, and a lP/lOOS signal. Each is also 
equipped with a frequency and time monitor unit which computes power system frequency and 
accumulated time error. These quantities are output in both analog and a serial format. 

Outputs from all three receivers are fed into a switching unit. In normal operation the switching 
unit compares the three outputs of each quantity against a user set tolerance. If anyone of 
the three exceeds the tolerance, the unit is selected out. If the primary unit is selected out, 
all outputs are switched to the secondary unit. Once a unit is selected out, the switch drops 
into a primary-standby mode with the remaining two units. If any of the outputs from the 
now primary unit fails, the switch will select the last unit. Manual restoration is required to 
restore the voting mode to prevent multiple switching that could disrupt outputs. Manual mode 
selection includes three unit voting, two input normaVstandby, or any single unit. 

The outputs from the switch pass to distribution amplifiers. These are also fully alarmed for 
output failure. They are also designed for high isolation to prevent failure of one load from 
affecting other equipment. Separate outputs are provided for different systems to minimize the 
effects of a failure. 

The whole system is fully alarmed with a PC that both records all alarms and groups them for 
output to other equipment. Selected alarms are sent to a printer. Grouped outputs can be 
sent out a serial link or routed to a relay. The PC records both failure and restoration times, 
whether they result in a change in the output or not. This complete monitoring is a great help 
in analyzing the "mystery event" that so often plagues high-tech automated systems. 

A second identical system was purchased for the new control center in eastern Washington. 
Both systems have been in service about a year. They have been operated with a 1 J-ts tolerance 
on time, 20 ms in time deviation, and 5 mHz in frequency error measurements. There have 
been only a few disturbances which caused the three receivers in each system to deviate enough 
to exceed these limits. Two of these we investigated at length seem to be due to the GPS system 
itself. Those cases seemed to affect all three receivers at both the Dittmer and Eastern control 
centers, which are 300 miles apart. Ironically, without the extensive alarming capabilities of the 
new CTS, those disturbances would have not been noticed, as they did not result in observable 
system output changes. If GPS is going to playa central role in power system operation, we 
need better access to timely information for resolving anomalies. 

FLAR 

A short circuit on a high-voltage transmission line will create an ionized path that will sustain 
the short, even if the original cause is removed. Usually momentarily disconnecting the line will 
allow the ionized path to dissipate enough that the line can be returned to service. Occasionally, 
equipment is damaged and repair is required before restoration. In this latter case, locating 
the fault quickly is important and sometimes difficult. A tree in a line is easy to spot if you 
know where to look; an shorted insulator may be quite difficult to pinpoint. 

When a fault occurs on a transmission line, the current increases, voltage decreases, phase angle 
increases, and a high-frequency wave propagates in both directions from the fault at nearly 
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the speed of light. The distance from a terminal to the fault can be computed by comparing 
the line impedance per unit distance with the apparent impedance produced by the fault. 
This technique does not work well with series compensation (capacitors) and can be thrown 
off by load current and magnetic coupling with adjacent power lines. Other methods involve 
measuring characteristics of the high-frequency traveling wave. In the FLAR system, BPA has 
pioneered a technique that compares the arrival times of the traveling wave at substations on 
either side of the fault (Figure 2)[4,51. The traveling waves cover about 1 ft/ns, so 1 J-LS timing 
accuracy allows fault location within 1000 f1. This is about the spacing between high voltage 
transmission line towers, where faults are most likely to occur. 
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Figure 2. FLAR traveling wave fault locator diagram. 

The FLAR system has microcomputer-based remote units installed at 24 key substations. Each 
has a clock synchronized by a high-frequency pulse sent every 100 seconds over the microwave 
system. The traveling waves are timetagged and reported to a master computer at the control 
center. The master correlates the timetags, computes the fault location, and reports it to system 
dispatching. 

The system has proven to be accurate and reliable. The drawback is the synchronization 
pulse, which uses 60 kHz of high frequency bandwidth on an analog microwave system. It 
is only available to major stations within BPXs service area. In 1989 we began extending it 
by synchronizing the microwave pulse to UTe time using a GPS receiver. Then we could 
use another GPS receiver to supply the same pulse to a FLAR remote unit that was off the 
microwave system Uil • Finally, in 1992 we defined a data protocol and hardware configuration 
that allowed using a GPS receiver for a FLAR remote unit. Since then we used these 
GPS-FLAR receivers to extend our FLAR system to include tie lines with other utilities and 
several stations without microwave. We are making most new additions with this technology. 
Eventually, the analog microwave will be replaced with digital systems and the system will all 
be replaced with GPS. 
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STANDARD TIME DISSEMINATION 

CTS still distributes standard time over microwave voice channels in IRIG-B format. In some 
locations this works well; in others it has always been a problem. It looks like a modulated 
1 kHz signal should transmit easily over a 300-3000 Hz voice channel, but it isn't that simple. 
IRIG-B modulation produces signal energy at 10 Hz, 100 Hz, and harmonics of 1 kHz which 
are outside of the passband. Phase slips on a frequency division multiplex misalign the IRIG-B 
harmonics. These effects distort the decoded signal, making it difficult to read, especially for 
automatic recording equipment. Local time generation can overcome that problem. 

In addition to problems with centralized time distribution itself, there are still locations without 
access to central distribution. In the past there was little in these smaller substations that needed 
a precise time source. Now almost all protection and monitoring equipment is microprocessor
based and records information with a time stamp. These systems also have capability for remote 
access, which makes having an accurate time reference even more important. 

In response to both of these problems, we are now using GPS receivers more commonly for 
time dissemination. We have found they are easy to install and operate reliably. They are 
cost-competitive with any other time system with the same level of reliability and accuracy. The 
GPS-FLAR receivers also output IRIG-B, giving us two functions for the price of one box. 
However, the issue of centralized time and verification remain. How do we know if a GPS 
receiver is operating and is providing the same time as the CTS? 
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In designing the new GPS-FLAR receiver, we included commands for time verification and 
error flags. All the FLAR remote unhs are polled by a master. The query for GPS-FLAR 
receivers includes asking the remote time, which is compared with the master time. If they 
differ by more than a fixed delay, the receiver is reported as having a failure . Flags for things 
like oscillator error and loss of lock are also checked and flagged. While this technique cannot 
verify GPS time with precision, it closes the time dissemination loop with the crs and assures 
time coordination system-wide (Figure 3). 
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We tested this technique of time verification through serial communications to be sure it was 
reliable. The GPS receivers we used time-stamped the time query message to the nearest 
millisecond (Figure 4). We used a PC to do the polling and timed the query using an internal 
timing board. We found the delay using a directly connected, 4800 BPS 4-wire modem was 37 
ms, with a time variation of ± 1 ms. Using a dial-up, 4800 BPS 2-wire modem, the overall 
delay increased to 75 ms, with a range of ± 5 ms. A local, directly connected receiver provided 
a reference for the computer timing latency and delays through the local data switch. 

PHASOR MEASUREMENT 

A phasor is a vector representation of a sinusoidal quantity which includes both magnitude 
and phase angle. A power signal is a 60 Hz (or 50 Hz) sinusoid and is commonly analyzed 
in phasor format. Measurement of power signals in phasor format in real time presents 
unique opportunities for power system controls. A Phasor Measurement Unit (PMU) is a 
microcomputer-based system that digitizes the three phase waveforms and derives phasors in 
real time using FFT techniques C7J (Figure 5). These devices are still in the research and testing 
stages, though there is already a standard for their implementation (IEEE 1344). 
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BPA has been involved in test systems with two different PMUs. The first one, a prototype 
unit, samples waveforms at 720 samples/second and derives phasors at the same rate. The 
second one takes 2880 samples/second, but decimates to nO/second for deriving phasors. Both 
use 12 samples for the Fourier transform, which is one cycle at 60 Hz. The three phasors 
combine into a single positive sequence phasor representing the magnitude and phase of a 
balanced three-phase system. It is a good representation of the state of a real power system in 
all but extreme fault conditions. By precisely timing the sampling clock with a GPS receiver, 
phase angle can be accurately computed between any two measurement points l81 . As noted 
in [1], power transfer is directly related to the phase angle between stations. At 60 Hz, one 
electrical degree is equivalent to 46 J-ts. A desirable accuracy of 0.1 electrical degree requires 
5 J.tS synchronization between PMU s. 
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Figure 5. Phasor Measurement Unit signal processing diagram. 

BPA tested two prototype PMU's on the main transmission link between the Pacific Northwest 
and Southwest (Washington to southern California). The two PMU's were synchronized with 
GPS receivers. A master terminal at the BPA Laboratories in Vancouver, Washington, recorded 
the data. The purpose of the test program was both to evaluate the phasor measurement 
system and to provide operational information on the GPS receivers used for the precise time 
source. The overall results were excellent. In 4 years of field deployment, the only hardware 
failure was a chip in a GPS receiverl81. Phasor data responded with greater accuracy and less 
noise than comparable analog telemetered data. 

The newer PMUs are production units currently being deployed in a wide area system control 
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test. BPA is installing four units in Montana, Washington, and Oregon. Other utilities in the 
western system are installing units in their service areas in Arizona, Utah, and California. The 
data from the total of 20 units will be transmitted in real time to a major substation near Los 
Angeles for control of a DC transmission link to Oregon. 

CONCLUSIONS 

We are continually trying to coordinate timing systems. Most events impact more than one 
system, so relating data from several systems is crucial. The problem is new applications 
occasionally have timing requirements that cannot be met with existing systems. It is usually 
cheaper and more expedient to build a separate timing system, even though it does not coordinate 
with the others. We are continually trying to update old systems to newer technology and to 
provide reference for newer appHca60ns. 

Through GPS we have a common time base that is accurate enough for all current power 
system applications. BPA is working toward a comprehensive time system using GPS for the 
universal source, but with enough internal system transfer to assure internal coordination. It 
is somewhat risky building an infrastructure around an external system over which we have no 
control. We Hke many others, will be lending our influence to assure GPS remains an open an 
reliable system into the foreseeable future. 
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Questions and Aswers 

ED URR (WORLD CLASS): In the flare test that you've been utilizing for the last year, 
what is the accuracy with respect to fault location you've been able to obtain? 

KENNETH E. MARTIN (BONNEVILLE POWER ADMINISTRATION): You mean 
what percentage of them we actually locate? 

ED URR (WORLD CLASS): How close can you get? 

KENNETH E. MARTIN (BONNEVILLE POWER ADMINISTRATION): This tech
nique allows locating within about 300 meters. Typically, the failures happen at transmission 
towers, because it's the shortest distance to short-to-ground or short to phase-to-phase, although 
not always; and so, we try to maintain a one-microsecond resolution which allows us to pinpoint 
it to a tower. 

Generally, I would say that if we get plus and minus a tower, we're doing quite well; and it's 
quite accepted by most people. 

ED ERR (WORLD CLASS): Secondly, are you involved in the phase or test measurements 
that are being done in conjunction with EPRI, BPA, PG&E, LADWP, APS in Salt River? If 
so, can you comment on them? 

KENNETH E. MARTIN (BONNEVILLE POWER ADMINISTRATION): Yeah, we 
are involved in that. That particular system is a very large-scale system; as you just mentioned, 
they're all over the place. I'll refer you to this slide right here: Each one of the utilities that 
you mentioned has several phase or measurement units in its service area; we have one in 
Eastern Montana, one at Grand Coulee, one near John Day, one at Molin; there are some over 
here in Northern Arizona, Northern New Mexico; there's actually one - I think it's going to 
go in in Western Colorado. And then the rest of them are all in Southern California, Central 
California and Arizona. 

All the signals from these are supposed to be fed in in real time, to the controllers on the 
south end of the DC transmission line from here up to Salilo, which is on the Columbia River. 
The idea is to, by controlling the power that's transferred over the DC transmission line, we 
should be able to stabilize the swing between the Northwest and the Southwest, which regularly 
occurs. 
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Abstract 

The NAVSTAR Global Positioning System (GPS) provides positioning and time inJomuJtion to 
milit4ry users via the Precise Positioning Service (PPS), which typicaUy allows users a significant 
margin oj precision over the commerciaUy available Standard Positioning Service (SPS). MiUtary 
sets that rel, on first acquiring the SPS Coarse Acquisition (CIA) code, read from the daI4 message 
the handover word (HOW) that provides the time-oj-signal transmission needed to acquire and lock 
onto the PPS ¥-code. Under extreme battlefield conditions, the use oj GPS would be denied to the 
warJighter who cannot pick up the un-encrypted CIA code. Studies are underway at the GPS Joint 
Program Office (JPO) at the Space and Missile Center, Los Angeles Air Force Base that are aimed 
at developing the capability to directly acquire Y-Code without first acquiring CIA code. This paper 
brieflJ outlines current efforts to develop "direct-Y" acquisition, and various approaches to solving 
this problem. The potential ramifications oj direct-¥ to military users are also discussed. 

INTRODUCTION 

At the most basic level, GPS is a system that allows users to calculate their position and time by 
triangulating from mUltiple reference points (GPS satellites that are in view), whose positions 
are known at any given time. 1Wenty-four satellites form the current full constellation. These 
space vehicles (SVs) are distributed into six orbital planes, with four SVs per plane in circular 
orbits about 20,000 km above the earth's surface. 

The GPS signals and codes were designed very carefully to enable user sets to operate 
autonomously, to acquire and track GPS satellite signals, and to compute accurate navigation 
and time solution even when the user equipment (UE) does not have valid almanac and 
ephemeris prior to start. In addition, the signals were designed to provide two levels of service, 
the Standard Positioning Service (SPS) or civilian service, which is available to all users, and 
the Precise Positioning Service (PPS), available only to military users. To prevent unauthorized 
users from utilizing or spoofing PPS, the military ranging signals were encoded. This encoding 
and spoof prevention mechanism is termed Anti-Spoofing (AS). To limit accuracy to SPS users, 
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artificial ranging errors are introduced into the ranging signals. The existence of these errors 
in the GPS signal is referred to as Selective Availability (SA). Military DE are equipped with 
cryptokeys which allow the removal of SA errors and allow the tracking of the encrypted precise 
ranging signals. 

The ranging signals take the form of Pseudorandom (PRN) codes. Each satellite transmits 
a unique Coarse Acquisition (CIA) code for SPS and Precise (P) Code for PPS. The precise 
code is normally replaced by its encrypted equivalent Y -code. GPS user sets obtain ranging 
measurements by acquiring and tracking a SV PRN code. Some military VE first acquire the 
CIA code and then acquire a time mark to allow transition to Y-code track. In the event that 
those VE are denied access to the CIA code, they would not be able to utilize PPS either. A 
solution to this problem is to upgrade those VE to allow the direct acquisition of the Y -code 
without first acquiring CIA code. In the following sections, we discuss the PRN codes and VE 
acquisition and track functions to explain why direct-Y acquisition is not as simple as it sounds. 
Details about technology enhancements required to support direct-Y and tradeoffs between 
technology and Concept of Operations (CONOPS) are also discussed. 

SIGNAL IN SPACE AND CODE STRUCTURE[1] 

Each satellite transmits unique CIA and P(Y) PRN codes. These codes appear to be random 
but actually are exactly reproducible in much the same way as a sequence of outputs from a 
random number generator when supplied with an initial seed. Each CIA code is a Gold code 
with bit rate (or chipping rate) of 1.023 MHz and repetition period of 1023 bits. The CIA 
code thus repeats every 1 ms. 

The GPS VE forms a pseudo-range (PR) measurement by locking on to the code corresponding 
to one of the SVs. This is done by correlating a replica of the code generated within the VE 
with the received, down-converted satellite signal. All satellites broadcast CIA code using the 
L1 carrier frequency of 1.57542 GHz. The VE's antenna receives signals from all satellites in 
view. However, the orthogonality property of the codes allows a channel of the VE to track 
an individual satellite signal. This method of communication is termed code-multiplexing. PR 
measurements made by receiver channels tracking four or more satellites can then be used to 
calculate a navigation solution and GPS time. 

When generating the signal, the SV adds to each code, in modulo two fashion, a 50 Hz 
navigation message (referred to as the NAV message). The resulting bit sequence is used 
to phase shift the L1 carrier (phase-shift keying), which is then broadcast. The PRN code 
itself provides no information. Its function is to provide a mechanism for the VE to lock 
on to the phase of the satellite signals so that signal times of transit can be measured. The 
times of transit, relative to the VE clock, when multiplied by the speed of light, are the 
PR measurements. GPS VE typically have two tracking loops, one that tracks the code and 
provides the PR measurements, and one that tracks the carrier, which provides delta range 
(DR) or Doppler-like measurements. A typical measurement frequency is 1 Hz. 

The 50 Hz NAV message is demodulated once the loops begin track. Included in the NAV 
message is the entire satellite constellation almanac, ephemeris for that particular satellite, and 
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satellite clock offset relative to the GPS time standard. This data are needed, along with four 
or more PR measurements, in order for the user set to compute position and time. The CIA 
code signal component nominal power specification is -160 dBW. 

Another property of the CIA PRN codes is that the signal frequency spectrum is spread out 
over a 2 MHz bandwidth (about twice the chipping rate) centered at the carrier frequency. 
This enables the signal to be more robust to interference and jamming. 

The PPS P(Y) codes have a chipping rate of 10.23 MHz. Because of the higher rate compared 
to CIA code, they tend to provide more accurate PR. Similar to the CIA codes, there is a 
unique P(Y) code for each Sv. Normally, each SV can broadcast either the un-encrypted P-code 
or the encrypted Y -code, but not both. The Y -code is normally broadcast, and thus the P-code 
is usually not available. The P-code has a repetition period of one week. The Y -code, which 
is the encrypted version of the P code, does not repeat. 

In a way similar to CIA signal generation, the NAV message is added to the P(Y)-code prior 
to phase shifting the carrier. In this case, however, the signal is applied to two transmitted 
carriers, the L1 carrier, in quadrature with CIA, and the L2 carrier at 1.22760 GHz. The 
P-code signal component power specification is -163 dBW on L1 and -166 dBW on L2. The 
spread spectrum of the signal is about twice the chipping rate, or 20 MHz. This offers better 
resistance to wideband interference than the CIA code, which is only spread over 2 MHz. 

SIGNAL ACQUISITION, TRACKING, AND PVT 
COMPUTATION 

To acquire a Sv, the received RF signal is first down-converted and then correlated with the 
PRN code of a particular SV generated within the VE. If a current constellation almanac is 
available in VE memory and if the VE roughly knows its location, then the acquisition mode 
logic can select a SV which is within view. For example, a satellite most nearly overhead would 
have the highest power level and slowest change in geometry, thus being better suited for the 
first SV to acquire. 

Current VE, including some military VE, first acquire CIA code. Following acquisition, SPS 
or civilian VE track CIA code while PPS, or military VE, hand over to Y -code. 

The CIA code repeats every 1 ms. VE performs acquisition by a search over time (in intervals 
of half chips or smaller fractions of a chip) until a peak shows up in the correlation function. 
The time offset giving the peak is the amount of time that the code has to be slewed, relative 
to the VE clock, to track the SV signal. Figure 1 illustrates how the receiver correlates the 
received signal to a known algorithm that is stored in memory. In some cases, an additional 
search over frequency may be needed to limit signal processing losses due to loss of coherency. 
During integration, loss of signal coherency is caused by phase-shifting (Doppler) of the signal 
relative to the generated PRN code. Doppler is due to to such effects as user velocity along 
the line of sight (LOS) and oscillator frequency offset. 
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SPS USER EQUIPMENT 

To solve for user position and time, unaided GPS sets use PR measurements from four 
satellites. First, the set generates a duplicate of the CIA code for the satellite it wants to track. 
It then slews the code forward or backward in time to maintain correlation with the incoming 
signal. The amount of time shift between the user clock and the incoming signal is the PR 
measurement. This can be seen from Figure 1, as discussed above. PR is simply the time shift 
multiplied by the speed of light. 

PR measurements are corrected for ionospheric and tropospheric delays (which affect the 
speed of transmission through the atmosphere), the SV clock error (which is included in the 
navigation message), relativity effects, and interchannel bias. The corrected PR measurements 
and satellite location (via ephemeris data) are used to estimate user Position, Velocity, and 
Time (PVT). 

A batch least-squares algorithm can be applied to four or more PR measurements to estimate 
user location and UE clock time offset. The precise instantaneous GPS time can then be 
obtained by adding the estimated time offset to the UE clock time. Rather than a batch 
filter, the navigation solution is usually obtained through the use of an iterative Kalman-Bucy 
navigation filter, which optimally weighs the PR measurements (and DR measurements if 
available) based on measurement and user motion statistical models. 

PPS USER EQUIPMENT 

The military UE that first acquire CIA code then begin tracking and demodulation of the 
NAV message, and read the HOW in the NAV message. The HOW of a particular epoch 
corresponds to an epoch in the P(Y)-code sequence. The UE uses this information to determine 
where in the internally generated P(Y)-code sequence to initiate correlation for tracking. If 
the user has a rough knowledge of location, a current almanac, and SV clock corrections, the 
Y -code acquisition of subsequent channels should proceed fairly quickly. To initiate tracking, 
subsequent channels need only slew their code phase, relative to the first channel, by an amount 
corresponding to the difference in user to satellite path length between the first SV and the 
subsequent Sv. 

CIA CODE ACQUISITION VS. DIRECT-Y ACQUISITION 

Since the CIA code repeats every 1 ms and chips at 1.023 MHz, then at most, 1023 chips (or 1 
ms) of time uncertainty would have to be searched in order to acquire. The military UE that 
acquire CIA code demodulate the NAV message and use the HOW to transition to Y-code. 
Now consider direct P(Y) acquisition without the HOW. P-code repeats once per week and 
chips at 10.23 MHz. The starting phase for the P(Y)-code correlation search would be based 
on the time as given by the UE clock (or an externally provided GPS time fix). If the UE 
clock were just one second in error, 10.23 million chips would have to be searched to acquire 
Y -code directly. Assuming 20 ms of integration dwell on each half-chip searched, a single dwell 
sequential searching scheme would take about 5 days to complete. 
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WHY DIRECT-Y? 

As the role of GPS as a force-enhancer matures, an increasing number of military users are 
finding applications for it. Among them are Precision Guided Munitions (PGMs), Combat 
Search and Rescue (CSAR) forces, tanks, transporter vehicles, and many others. The increasing 
reliance on GPS may make it a target for enemy jamming and spoofing in the field. Since CIA 
code can be rendered unreliable by such tactics, military users should reduce their reliance on 
it to the extent possible. 

HOW TO ACHIEVE DIRECT-Y - TECHNOLOGIES AND 
CONOPS 

So what is needed to support direct-Y acquisition? Obviously, as the above example illustrates, 
accurate time is very helpful. Thus, clock and oscillator technology and stability are very 
important. However, another approach is to apply fast acquisition Application Specific Inte
grated Circuits (ASICs) that perform many correlation searches in parallel. ASICs having the 
ability to perform 1023 parallel correlations have already been developed, and a 2046 direct-Y 
chip development is currently being sponsored by the GPS Joint Program Office (JPO) and 
the Avionics Lab at Wright-Patterson AFB. Other approaches are related to constraints or 
modifications made to the Concept of Operations (CONOPS). For example, an external time 
fix may be provided prior to a direct-Y acquisition attempt. 

So the three ways to attack the problem are: (1) use of enhanced oscillator technology, (2) use 
of parallel correlation ASICs, (3) CONOPS to initialize time and GPS parameters. However, 
each platform and user set, along with its standard operational concept, will impose certain 
constraints on power, battery life, size, weight, cost, and ability to initialize. For example, an 
atomic clock may be entirely appropriate for an avionics unit, but not so for a handheld unit 
due to size, battery life, and cost constraints. 

These issues are described below in more detail along with other supporting technologies. 

CONOPS 

The Concept of Operations refers to how the GPS VE is initialized, used, and maintained. 
Initialization for direct-Y consists of accurate time, current almanac or ephemerides, and other 
SV parameters. For very fast Time to First Fix (TTFF), the satellite ephemeris needs to be 
provided via data initialization. The reason for this is that 30 seconds or more is required to 
read the ephemeris subframe data after track and data demodulation begins. Ephemeris data 
for four or more SVs in track are needed before an accurate PVT solution can be computed. 
Also, for the case of direct-Y acquisition, the cryptokey needs to be provided so that Y-code 
may be generated in the VE correlation block. 

Some VE, like handheld units, are able to get initialization parameters via data transfer from 
another handheld which is currently tracking or has recently tracked GPS. Other VE, like 
avionics units, may be initialized via other means prior to launch. For example, an atomic 
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clock, which is free-running between missions and GPS fixes, may allow accurate enough time to 
support fast direct-Yo The various initialization alternatives are being investigated in a CONOPS 
trade study by the GPS JPQ. 

PARALLEL CORRELATORS 

Consider the previous example of direct-Y acquisition in the presence of a one-second time 
uncertainty. The single-dwell sequential search requires about 5 days. If a 1000 parallel 
correlator ASIC is used, then the acquisition time reduces from 5 days to 5 days/lOOO, or about 
7 minutes. 

CLOCK ACCURACY AND STABILITY 

For large time uncertainties (uncertainties larger than the number of chips that can be searched 
in parallel), the acquisition time is approximately proportional to the uncertainty. A free
running clock has error that depends on the initialization accuracy plus the error that develops 
over time due to oscillator frequency error. The frequency-dependent error generally depends 
on the elapsed time since the last fix. These errors are also sensitive to temperature variations 
for uncompensated oscillators. A GPS VE clock may be synched by reacquiring GPS and 
resetting the receiver clock to match GPS time. This is one way of limiting time error growth. 

BATTERY AND SOLAR CELL TECHNOLOGY 

A handheld VE will most probably operate on battery power. In the battlefield, an external time 
fix prior to direct-Y acquisition may not be practical. Thus, the VE clock will need to be left 
free-running between GPS fixes. Depending on oscillator power requirements (more accurate 
oscillators generally require more power), this may cause significant power consumption which 
will reduce battery life. Also, periodic GPS fixes may be performed for the sole purpose of 
limiting build-up in clock error, but each fix would further drain the battery. GPS tracking 
cannot be left running continuously due to large power demands and battery life constraints. 
Thus improved battery technology or the use of solar cell technology are of value. 

TECHNOLOGY/CONOPSTRADES 

Direct-Y acquisition time is directly related to the number of chips which need to be searched, 
which depends on the time uncertainty. The acquisition time is approximately inversely 
proportional to the number of chips which can be searched in parallel, or the number of 
parallel correlators. Thus, there is an obvious trade-off of correia tor technology and clock 
technology . 

If time can be maintained accurately with a free-running VE clock, then an accurate time fix 
for direct-Y is not needed. If an accurate external time fix can be provided at commencement 
of a direct-Y acquisition attempt, then an accurate free-running clock is not needed. 
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Trade-off parameters include technology, such as the number of parallel correlators in an 
ASIC, clock stability, and battery capability. All these factors affect cost, weight, size, logistics, 
and technology development and integration risk. Additional operations to initialize prior to 
mission start may also be traded with ASIC and clock technology. However, there is always 
an advantage in making a system as autonomous as possible in order to minimize operational 
burden. 

SEARCH OVER TIME AND DOPPLER 

Several contractors have been funded to perform analysis to characterize direct-Y requirements 
and to develop technology directly applicable to direct-Yo These studies have determined that 
a two-dimensional search may be required in order to detect the SV signal in high jamming 
environments - a search both over time and frequency. The search in frequency is called 
Doppler search. Doppler causes the received signal to gradually move out of phase relative to 
the generated SV code. This out-of-phase effect causes losses in correlation. Losses are more 
pronounced in high J/S environments since longer integration intervals are required to increase 
the SNR to a sufficient level to allow detection. The Doppler search partially compensates for 
these losses. Doppler is due to several effects: (1) errors in the SV velocity (this is the reason 
for the requirement of current almanac or ephemeris), (2) errors in the user velocity (these 
may be compensated for by providing inertial aiding data from an INS), (3) oscillator frequency 
offset and frequency drifts during the correlation interval. Considering item 3 and previous 
discussion, both clock accuracy (absolute time accuracy) and short-term stability (constancy of 
oscillator frequency over the correlation interval) are important when performing direct-Yo 

DIRECT-Y PERFORMANCE MEASURES 

Some criteria to measure direct-Y acquisition performance are acquisition time, probability of 
detection, and probability of false detection. Acquisition time is defined as the time required 
to detect a satellite or to obtain a positive correlation after a search over time and frequency. 
Probability of detection is the probability, given some correlation search procedure, of detecting 
an SV signal, given that it is actually present in the received signal. Probability of false detection 
is the probability that a SV is declared present, and is actually not present in the received 
signal. Also, for this application, probability of false detection includes the case of a SV being 
detected at an incorrect time offset and/or frequency offset. Once detection occurs, the time 
and frequency offsets are used to initiate code and carrier phase tracking loops. If the initial 
time and frequency parameters are incorrect or are not accurate enough, the tracking loops 
will not be able to maintain track. Considering this, a parameter more important than the 
probability of false detection is the probability of correctly initiating a successful track. Other 
performance measures are the time to recover from a failed tracking attempt and achieve a 
successful acquisition, by either: trying other peaks in the time/frequency region, expanding 
the search over a larger region of time and/or frequency, extending the integration interval to 
provide a higher probability of detection and a lower probability of false detection, switching 
the acquisition attempt to other SVs, etc. 
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Other performance parameters include: (1) TIFM (Time to First Measurement) - time to 
positively acquire and begin track of an SV and obtain a PR measurement, (2) TIFF (Time 
to First Fix) - time to first obtain a valid PVT navigation solution at mission start, (3) TTSF 
(Time to Subsequent Fix) - following a GPS track interruption, the time to reacquire and 
obtain a valid PVT solution. Often a TIFF measure needs to include probability of success, 
e.g., TIFF=10, 95%. 

In order to obtain an unaided PVT solution, the following steps are required, assuming a valid 
almanac. First, a SV signal has to be acquired, as described above, using either CIA code or 
P(Y) code. Then code and carrier track has to be established on the first SV and three or 
more subsequent SVs. The navigation message of each SV has to be demodulated to provide 
SV ephemeris and other parameters which are used in the solution of PVT. About 30 seconds 
are required to read the navigation subframe data to give the ephemeris data pertaining to a 
satellite (unless the ephemeris data are downloaded into UE prior to mission or direct-Y start). 
PR (and DR if available) measurements can be extracted for each channel while in track lock. 
The measurements are fed to a navigation filter to estimate PVT. In addition, to obtain PPS 
accuracy, a military UE needs the cryptokey to allow generation and track of Y-code and the 
removal of the SA errors. 

Parameters which affect acquisition performance include: 

• liS - lammer-to-signal power ratio, usually expressed in dB or dB per unit BW 

• Time uncertainty - The error between GPS time and the UE clock time. 

• Oscillator error - The frequency offset and drift in frequency. Since time is obtained by 
integrating frequency, these effects cause a buildup in time offset. Also, the variation of 
the oscillator frequency from a standard constant value. An oscillator frequency offset 
causes a Doppler offset. The oscillator stability over the correlation period is important, 
since drift causes loss of signal coherency and subsequent signal processing losses. 

• User position and motion uncertainty - User position error contributes to the size of the 
time search window, but is usually small relative to the time uncertainty effect. User 
velocity and acceleration, unless compensated for, contributes to the Doppler offset. To 
compensate for user velocity and acceleration during correlation, an inertial aiding signal 
from an INS can be provided to appropriately slew the code and carrier signals. Even 
with inertial aiding, INS errors will contribute to a Doppler offset. 

• SV motion uncertainty - Primarily due to SV velocity errors. For current almanac or 
ephemeris, they will probably be much smaller than the user position and velocity errors. 

Figures 2 and 3 illustrate the effects of lIS and time uncertainty on acquisition time. 

ENHANCED GPS FOR COMBAT SYSTEMS (EGCS) 

Due to the importance of GPS in the battlefield, the GPS IPO at Los Angeles AFB and 
the Avionics Lab at Wright-Patterson AFB have been funding studies aimed at developing 
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technologies to enable direct-Y acquisition. The Enhanced GPS for Combat Systems (EGCS) 
Program consists of four primary projects that, if completed, would result in significant advances 
towards achieving this capability. There are two main approaches to this problem. The first 
is to have very accurate time information input to the correlator that is searching the Y -code. 
The second approach uses multiple correlators (or similar signal processing techniques), which 
operate in parallel to simultaneously search over different correlation time offsets. 

CLOCK ACCURACY 

Many current GPS UE use relatively low-power, low-cost quartz oscillator technology that 
provides a free-running accuracy on the order of a millisecond for elapsed times approaching 
an hour. As discussed above, these oscillators are not well-suited for direct-Y acquisition. 
1\\'0 issues are important. First, in order to avoid searching over a large interval of time, the 
unit must know the GPS time extremely accurately. Microsecond level accuracy would make 
direct-Y acquisition attainable without the need for parallel correlation circuits. The second 
issue is the stability of the oscillator. User sets that are employed in the field, in most cases, are 
not able to calibrate their clocks frequently, at least not without a GPS fix. Initialization of the 
units can be performed periodically, but not regularly enough to keep the oscillator frequency 
from drifting significantly from the calibrated value. Most GPS UE will not observe a stability 
problem. Every time the unit acquires the GPS signal, it resets its clock and recalibrates the 
oscillator frequency using the time available in the PVT solution. If the unit is used a few 
times a day, its accuracy may stay within acceptable limits. However, some UE, like handheld 
units, can be left inoperable for longer periods to conserve battery power. Still others, like the 
Combat Survivor Evader Locator (CSEL) survival radio currently under development, may go 
months without use. The operator may not be able to plan on its use ahead of time to have 
it calibrated beforehand. 

For these reasons, EGCS is monitoring an effort to miniaturize atomic (cesium) clocks. The 
miniature atomic clock under development is projected to provide time accurate to 10 mi
croseconds after one day. If successful, this approach could enable direct-Y acquisition without 
the need for many parallel correia tors. While the atomic clock may be suitable for avionics 
UE, it may not be applicable to handheld UE due to the power requirement of about 300 m W. 
Key issues for the miniature atomic clock are the power requirement, size, and cost. So far, 
great strides have been made in all three areas, but it may be a few more years before this 
technology will be available for operational use. 

Another clock technology has been developed by the Army Research Lab[Z). This is the 
Microcomputer Compensated Crystal Oscillator (MCXO), which has the property of providing 
time accuracies on the order of 1 ms per day with very low power requirement (25-75 m W). 

The JPO is actively seeking other methods of getting an accurate time signal into the hardware 
on demand without relying on reading the navigation message. Potential solutions include 
developing the necessary interfaces to transfer time and other parameters between two GPS 
user sets, or directly from an off-board atomic clock. Additionally, a time mark can be braodcast 
in the UE. 
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PARALLEL CORRELATION SIGNAL PROCESSING 

The other three projects within EGCS are analyzing and/or developing various multiple correlator 
designs. 1\vo approaches consist of correlation ASICs having between 1000 to 8000 taps, 
effectively allowing 1000 to 8000 parallel correlations. Preliminary analysis shows that the 
designs are promising. Using an 1023 tap ASIC developed by another project, the acquisition 
of the Y -code was demonstrated in a laboratory environment using GPS signal generators[3). 
The significant challenges that remain are miniaturizing the technology enough to fit the size 
constraints of the smaller UE, and reducing the power consumption of the chips to be compatible 
with power budgets and battery life. 

The third approach is also a parallel processing scheme. The design performs a Fast Fourier 
lIansform (FFf) on the incoming signal and the known Y -code, and multiplies the two in the 
spectral domain. The correlation function is then given by the inverse FFf. This procedure 
takes less steps than the correlation approach, and is expected to yield better results. However, 
the implementation of this approach in a brassboard for demonstration has proven to be more 
challenging. 

RELEVANCE TO THE PTTI COMMUNITY 

Clearly, direct-Y causes the user to be much more dependent on having as accurate time as 
possible. As indicated by Figure 3, acquistion time is highly dependent on time uncertainty. 
Therefore, one of the key avenues for improving direct-Y performance is to provide more 
accurate time information to the VE so that parallel correlation can be done over a narrower 
search window. We have examined various notional schemes for providing periodic time 
updates to an airborne receiver to keep its clock accurate and calibrated within acceptable 
limits. Various data busses have been suggested, such as the 1553 digital data bus, as well as 
the RS422 data interface, and the PTTI port[4). However, there is very little concurrence on 
what type of time accuracy is attainable from each of the above-mentioned approaches. 

One interesting approach leverages technology that is already being incorporated into the GPS 
Receiver Applications Module (GRAM)[SI. The GRAM will eventually be an open architecture 
interface board that enables GPS receivers to interface with a variety of commercially available 
applications cards via a standard interface protocol. Included in the GRAM design is an 
interface to a PTTI time source that may be provided by the vehicle hosting the receiver. 
Today, this PTTI "hook" may have little use. Re-integrating existing receivers in aircraft 
platforms in order to provide the PTTI signal to the receiver would be cost-prohibitive. But 
the ramifications of this approach to future generations of receivers are unmistakable. The 
battlefield of the future is becoming more communications-intensive. Already, major programs 
are underway to link a multitude of weapons platforms into single battle management functions. 
It is envisioned that a single theater commander can have total control over all assets in the 
theater. The commander will be able to get status on each unit in the field, sea, or air 
and optimize an offensive or defensive strategy based on location and condition of all assets. 
Finally, the commander would be able to automatically task each unit, even in an electronically 
saturated environment. As this vision becomes reality, there may be a growing interest in 
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accurate time sources for all military weapons platforms. Accurate time may be necessary to 
enable the use of Time Division Multiple Access (TDMA) communications concepts that allow 
a multitude of users to share the same bandwidth by assigning each user a precise time window 
in which to transmit. 

Other applications, like weapons guidance systems and many others have been proposed that 
require highly accurate time. As these applications mature, the value of delivering precise time 
to the platforms increases. Ultimately, it is conceivable that the value of time would be high 
enough to justify major investments into methods of providing precise time. 
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THE WSMR TIMING SYSTEM: 
TOWARD NEW HORIZONS 

William A. Gilbert 
Bob Stimets 

White Sands Missile Range, New Mexico 88002 

Abstract 

In 1991, White Sands Missile Range (WSMR) initiated a modernization program for its Range 
Timing System. The main focus of this modernization program was to develop a system that was 
highly accurate, easy to maintain, and portable. The logical decision at the time was to develop 
a system based solely on Global Positioning System (GPS) technology. Since that time, WSMR 
has changed its philosophy on how GPS would be utilized for the Timing System. This paper will 
describe WSMR's initial modernization plans for its Range Timing System and how certain events 
have led to a modification of these plans. 

INTRODUCTION 

The primary function of the WSMR Timing System is to provide time and time interval 
information to Range instruments and facilities. At present, the instruments requiring this 
information receive it in one of three ways: by VHF broadcast, wire line distribution, and 
(recently) by Global Positioning System (GPS) time and frequency receivers. Much of the 
equipment used to provide the Timing information in the first two methods is over twenty years 
old. While this equipment continues to function remarkably well, many of the components 
required to maintain it are no longer available. Additionally, new requirements placed on the 
Timing System for site-to-site time correlation have exceeded the technical capabilities of much 
of this equipment. 

To meet these new requirements for time correlation and to replace a significant portion of 
the aging equipment, WSMR has embarked on a modernization program. This paper will 
describe the current Range configuration for Timing, the approach WSMR is using for its 
modernization, and how unexpected events have affected the approach. It should be noted 
that the modernization program is in its infancy and the approaches explained in this paper 
may change slightly. Furthermore, two potential enhancements to the chosen approach will be 
discussed. 
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CURRENT RANGE CONFIGURATION 
RANGE AREA 

The majority of the WSMR Timing System is divided into three Range areas (See Figure 1). 
The Timing System supplies time and time interval information to over 100 instrumentation vans 
and about 150 fixed locations. Customers include project facilities and Range instrumentation 
consisting of Telemetry, Radar, Optics, and Computer systems. 

To accommodate the variety of customer requirements and yet maintain time correlation among 
all customer sites, the Timing System produces a standard time signal from its Master Clock. 
This signal is then distributed to most customer sites using VHF and fixed distribution stations 
where it is translated into the time format required by the customer. 

WSMR MASTER TIME GENERATION SYSTEM 

The WSMR Master Time Generation System (at Uncle 2 in the South Range) uses a cesium
beam time standard as its Master Clock. The output of this Clock feeds time code generators that 
produce the IRIG time codes used for distribution. This System stays within one microsecond 
of Coordinated Universal Time (UTC) by utilizing Loran C and GPS. 

VHF BROADCAST STATIONS 

The WSMR Timing System has two VHF broadcast stations that transmit IRIG-B timing. These 
stations are Uncle 5 in the South Range and Uncle 52 in the North Range. The combination 
of these two stations provide coverage to 95 percent of the Range area. 

FIXED DISTRIBUTION STATIONS 

Fixed distribution stations located throughout the Range receive Timing signals from either 
Uncle 5 or Uncle 52. These stations synchronize their time code generators to this Timing 
signal and distribute time codes using wire line or cable. Figure 1 illustrates their site locations 
and their relationship to the Master Station. 

MOBILE DISTRIBUTION STATIONS 

For areas of WSMR that do not have wire line services available from a fixed distribution 
station, WSMR Timing provides a mobile distribution service. Currently WSMR Timing has 
three mobile distribution stations available for on Range support. Each system is capable of 
generating IRIG time code formats and receiving a synchronizing signal from radio Timing or 
GPS. 

WSMR MOBILE CLOCKS 

Timing operates two transportable clock facilities for calibration of the Timing System and 
validation of GPS receivers. These clocks provide precision on-time pulses for comparison with . 
a pulse ,generated by the Timing equipment at the customer location. Either the equipment's 
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time is corrected or the time offset is recorded. Once these calibrations are made, these clocks 
complete a loop closure by comparing their precision pulses with their synchronization source. 

THE INITIAL APPROACH 

The initial approach was to develop a Timing System using GPS as the only method of time 
transfer. GPS time and frequency receivers would be installed in all individual fixed and 
mobile customer facilities. These GPS receivers would provide the basic time and frequency 
outputs required for approximately seventy percent of the customers. For customers requiring 
additional time and time interval information or formats, time code generators synchronized 
to the GPS signal would be installed and would provide the additional formats. A similar 
approach would be used at all fixed facilities. Each fixed facility would use a single GPS 
receiver that had a IRIG-A and IRIG-B serial modulated time code output. These output 
signals would synchronize all time generation equipment located within the facility. To ensure 
the GPS receivers were working properly, status information about the GPS receivers would be 
sent to one of the three service centers (Uncle 2, Uncle 6, or Uncle 25) using the RS-232 port. 
Once all facilities were supplied with GPS receivers, the VHF broadcast stations would be shut 
down. The Master Station would remain but its function would change. It would primarily 
be used to test and validate Timing equipment, distribute Timing signals to local users, and 
to provide an additional syntonization source for the telecommunications system. The Station 
would be modernized using GPS capabilities to discipline rubidium standards, and would have 
time generation equipment synchronized to the GPS signal. 

This was the initial approach taken for modernizing the WSMR Timing System. This approach 
seemed to satisfy most users and the promoters of GPS technology. The general consensus 
was: if GPS receivers were installed everywhere, the Timing signal would be more accurate, 
calibrations of Timing equipment would be eliminated, and modernizing the Timing system 
would be relatively easy to implement. Then personnel within the Timing System started asking 
the following questions: "Could GPS be disrupted and what mechanisms could be put in place 
if a disruption occurred?" And "Does the hardware that is going to be purchased have external 
synchronization capability?" Well, at first these question were for most part ignored. Or 
the standard answer was "GPS will always be available and, if for some reason it wasn't, the 
internal clocks will have the ability to flywheel with very low drift rates." , Then it happene~! 
GPS receivers in the North Range would not lock up during several hours in the day. "How 
could this be? This is GPS equipment, GPS is always available; it must be faulty equipment." 
However, when the equipment was tested in Central or South range, the GPS equipment 
worked perfectly. Finally, after some investigation, it was discovered that methods for jamming 
GPS equipment were being tested in the northern part of the Range. Concurrently, other 
incidents of loss of lock were traced to interference from legally operating instruments on the 
Range. It now was 'time to listen to the questions asked above, come up with solutions, and 
to implement a modified approach. 
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THE MODIFIED APPROACH 

The GPS jamming tests and interference incidents provided the incentive necessary to take a 
second look at how the Timing System would be modernized. The first area reviewed was 
the mobile instrumentation systems. WSMR's mobile instrumentation systems support a large 
number of missions at many locations. Often one mobile may be required to support at more 
than one location in a day. Moving from one location to another requires removing power; 
GPS interference in the new site area could prevent attaining lock and, hence, knowing what 
time it is. A secondary source for time information would, therefore, be beneficial to these 
systems. In some fixed facilities, time and time information requirements are less critical and 
the equipment can be left on. In these, a secondary means of providing Timing information is 
not necessary because the internal oscillators have very low drift rates and can flywheel during 
periods of GPS interference. However, a benefit of a secondary source would be the ability 
to compare the time information received from the secondary with that generated from a GPS 
input signal. This would provide some additional assurance of the validity of the site's time 
information. 

It was decided to include a secondary source for time information in the modernization of the 
WSMR Timing System. It was further decided to use the existing VHF broadcast system as 
a secondary source for synchronization. To accommodate the concept of dual sources at any 
site, it was decided to have a time generation device that could receive GPS, receive VHF, 
or accept a wire line IRIG signal. This would provide flexibility to users and would enhance 
Timing availability. The design for the new Master Station was modified as well. The new 
design would use GPS to initialize the time generation components and then to function as an 
independent reference (for comparison with cesi).lm standards). By using GPS as a reference 
instead of the synchronizing source, the System would still maintain UTe: traceability and yet 
be able to operate independently of the GPS source (since the VHF system uses the Master 
Station's serial modula,ted IRIG-B output for its broadcasts. 

At this point it is necessary to explain some of the reasons for choosing the VHF system as the ' 
secondary time transfer ' method. The most obvious of reasons was the availability of existing 
equipment that could be used. The existence of this hardware provided a quick solution to a 
concern that required immediate attention (interference with GPS). The VHF broadcast system 
provides coverage to 95 percent of the Range. It transmits a serial modulated IRIG-B format 
that can be used to achieve Timing accuracies of 10 microseconds or less if the general location 
of the receiver site be known. Also there are currently available modular VHF receivers that 
could easily be used in the time generation device described above. Although the VHF system 
does not have as good site to site time correlation capability as GPS, it could be used as the 
only source for time transfer for the majority of the missions at WSMR. Finally, the VHF 
system at WSMR has been a reliable source for time transfer for years. 

POSSIBLE FUTURE ENHANCEMENTS 

Significant upgrades of the WSMR Timing System have only occurred at widely spaced, irregular 
intervals. Since there is no reason to expect this situation to change, the current modernization 
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has to carry the System quite some time into the future. The modernization must be able 
to accommodate advances in technology and unexpected changes in political (and budgetary) 
priorities. 

GLONASS One area considered was the use of the GLONASS network. The existence 
of another, independent, source of reference time is attractive. Since low-cost commercial 
GLONASS receivers did not appear to be imminent in the u.S. market, this feature was 
not incorporated into the initial implementation. However, the Master Clock configuration is 
flexible enough to allow for incorporating this additional reference in the future. Also, since 
many of the GPS receivers in the new System will be plug-in modules, there is the potential 
for supplementing these with new combined GPS/GLONASS receiver modules, should that 
capability emerge in the U.S. market. 

Precise Positioning System (PPS) Use of the PPS portion of GPS offers the potential for 
increasing the accuracy of received Timing. There is a significant cost difference, however, 
between an approved PPS receiver and a commercial GPS Timing receiver. Evaluation of 
current and potential requirements (or even desires) for Timing accuracy to WSMR customer 
facilities reveals very few in the accuracy range ' that PPS serves; so the ~nvestment required 
to provide PPS capability to the whole Timing System would not be prudent. The Master 
Clock will be provided with PPS capability, however; also, several PPS receivers will probably 
be obtained to accomQIodate the rare customer who might have a requirement. WSMR would 
not be able to meet a requirement for a large number of sites to be within 100 or fewer , 
nanoseconds (with S/A ,enabled) under the current approach. 

CONCLUSION 

GPS offers the Timing System the capability of providing customers Timing accuracy of 300 
nanoseconds, or better, referenced to UTC. WSMR will use this capability whenever and 
wherever it can be used to enhance the Timing System. In those cases where GPS cannot be 
used, the VHF system will continue to be a reliable second source. 
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AUTHENTICATION, TIME-STAMPING 
AND DIGITAL SIGNATURES 

Judah Levine 
Time and Frequency Division 

National Institute of Standards and Technology 
Boulder, Colorado 80303 

Abstract 

Time and freq~ency data are often transmitted over public pack£t-switched networks, and the 
use of this mode of distribution is lik£ly to increase in the near future as high-speed logical circuits 
transmitted via networks replace point-to-point physical circuits. Although these networks have 
many technical advantages, they are susceptible to eavesdropping, spoofing, and the alteration of 
messages enroute using techniques that are relatively simply to implement and quite difficult to 
detect. 

I wiU discuss a number of solutions to these problems, including t~ authentication mechanism 
used in the Network Time Protocol (NTP) and the more general technique of signing time-stamps 
using public-key cryptography. This public-k£y method can also be used to implement the digital 
analog of a Notary Public, tJnd I will discuss how such a system could be realized on a public 
network such as the Internet. 

INTRODUCTION 

Time and frequency transmissions - both the signals themselves and the interchanges of data 
that fonn the basis for national and international coordination - are generally transmitted with 
only moderate security and only cursory authentication. Although this openness has served 
us well up until now, the increasing importance of time and frequency information in many 
areas ranging from synchronous communications to the coordination of access to distributed 
databases means that the disruption of a time service may be very serious and costly. In 
addition, the continuing problems posed by computer viruses and worm programs should teach 
us that attacks on networks and computer systems are not necessarily motivated solely (or 
even primarily) by financial gain, and that attacking an important and visible system might be 
considered a challenge, and "just because it's there" could be enough of a motivation. It is 
important to begin now to consider how the security of our transmissions can be improved 
before any of our systems comes under a determined attack. 

Jamming transmissions or cutting cables may have serious consequences by denying service to 
a particular group of users, but the effects tend to be localized and relatively easy to detect 
- even if correcting the problem can be both arduous and expensive. Data modifications that 

439 



do not produce obvious disruptions or degradations are potentially much more serious. These 
changes are not readily detected; in the worst case the corrupted transmissions may be accepted 
as genuine for some time. 

The various methods for protecting and authenticating data that I will discuss fall into two 
broad categories - methods that are intended to insure the integrity of existing time signals or 
data transmissions and methods that are potentially useful as ends in themselves in protecting 
or authenticating other kinds of time-sensitive messages and transactions. 

SINGLE-KEY ENCRYPTION 

The simplest way of protecting data is to add some form of check-sum to it and then encrypt 
either the complete message or just the checksum. Only someone who knows the key can 
alter the data without invalidating the original checksum. There are any number of methods 
that can be used for this purpose, including those that effectively "chain" messages together to 
prevent adding spurious messages or replaying older valid ones[11. 

There are a number of technical difficulties with this system, including devising robust methods 
for dealing with noisy 'channels and lost messages, but the most serious practical difficulty 
is probably the distribution of the encryption and decryption keys. Whether these keys are 
implemented in software (using passwords or phrases) or in hardware (using an artifact such 
as a magnetic card), distributing keys requires a substantial investment of people and money 
and is probably never as secure as the advocates of such systems would claim. 

In spite of these practical difficulties, the Internet-based Network Time Protocol (NTP) supports 
optional authentication and validation using single-key encryption[21. When this mode is enabled, 
the transmitter of an NTP message computes an authenticator derived from the message itself 
and a secret key using the Data Encryption Standard (DES) in a mode similar to the "block
chaining" method specified by NIST[31. The resulting checksum is then appended to the end 
of the message together with an integer specifying which of several possible keys has been 
used to compute it. The relationship between this integer and the actual key value must be 
sent to each receiver via an external, unspecified, secure channel. The receiver validates the 
message by repeating the same procedure and comparing the checksum it has computed with 
the value received in the message[41. Although the DES standard defines both an encryption 
and a decryption algorithm, the decryption algorithm is not used by NTP so that the same 
software can be used at both ends. Furthermore, while both transmitter and receiver must use 
the same algorithm to authenticate the time packets, there is no reason why it must be the 
Data Encryption Standard, and the later versions of NTP support authentication using either 
DES or a variant of an algorithm called MD5[51. 

In addition to the usual problems associated with distributing and maintaining the key database, 
authentication may degrade the accuracy of time-stamps transmitted using the NTP protocol. 
The checksum must be computed after the entire message has been constructed, and it therefore 
inevitably delays the transmission of the packet by an amount that depends on the speed of 
the processor and on its load. This delay appears as an increase in the out-bound network 
transit-time; depending on the mode of the association, there may be no corresponding in-
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bound delay to preserve the symmetry. It is possible to make an approximate correction for 
the time needed to compute the checksum by inserting an estimate for this time into the NTP 
configuration file, so that the problem introduced by the authentication is due not so much to 
the delay it introduces, but to the unmodeled fluctuations in this delay caused by changes in 
load and similar factors. 

Although this authentication method can be used by a private netWork of machines exchanging 
time messages only among themselves, it cannot be used to authenticate packets from a 
machine that is publicly availa:ble, such as the NIST primary time server. (The authentication 
in this case is only for the benefit of the client machines - the server itself has no need for 
authentication since it is synchronized to UTC via external means and does not accept network
based synchronization information.) The key used by the receiver to verify the authenticity of 
a packet is the same as the key used by the transmitter to produce it, so that the key used by a 
primary server must be widely known if the authenticity of its time packets is to be verified by 
its clients. But once the key is widely known, numerous other machine can use it to generate 
"authentic" packets as well, so that its use provides little or no security. In practice, therefore, 
the authentication scheme incorporated into NTP is only useful in validating transmissions 
among a group of peers which are under the control of a single management entity. 

The NTP protocol also supports an authentication mechanism based on the Internet address 
of the time source - a machine can be configured to accept information only if the network 
address of the source matches one of the entries in an internal table[4J. Although the time 
needed for this check can be made outside of the primary packet-exchange loop so that it does 
not degrade the transit-time estimate, the procedure can be quite lengthy if many addresses 
must be examined. As a consequence, this procedure is useful to safeguard a relatively small 
group of machines. It does not provide fool-proof protection even in this case because of the 
increasingly common practice of "ip-address spoofing." 

DUAL-KEY ENCRYPTION 

Dual-key encryption (often called public-key encryption) is designed to overcome some of the 
problems with conventional single-key methods that I discussed in the previous section. A 
dual-key system uses two different keys (and usually two complementary procedures as well) 
to perform encryption and decryption. These ideas can be realized in a number of different 
ways, but all of them share the same basic properties[6J. A message, M, is encrypted using an 
encryption key e and an encryption procedure E to produce a cipher 'text C. Thus 

C=E(e,M). (1) 

There exists a decryption procedure D and a key d so that applying them to the cipher text 
recovers the original message: 

M' = D(d,C), (2) 
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where M' is identical to M if and only if the key d is the cryptographic inverse of the key e. 
As with most cryptographic systems, the procedures E and D are well known; the security lies 
in the choice of the keys e and d. Although the two keys must be related mathematically, 
it is computationally infeasible to compute one from the other in any finite time. Different 
algorithms realize this secret linkage differently: in some cases the keys are the prime factors 
of a very large number, and the security rests on the difficulty of computing such factors. In 
other systems, the linkage ·is realized through discrete logarithms modulo a large integer, and 
the security comes from the difficulty of inverting such procedures. 

The dual-key system may be used in two different ways. If the encryption key is made public 
and the decryption key kept secret, then anyone can encrypt a message, but only the holder 
of the secret key can read the resulting cipher text. This configuration could be used to 
encrypt electronic mail messages or data transmissions, for example, so that only the intended 
recipient could read them[71. If, on the other hand, the encryption key is kept secret and 
the decryption key is made public, then only the holder of the key can encrypt a message 
but anyone can read it. The existence of the encrypted text authenticates the authorship of 
the corresponding plain-text message, because only the holder of the secret key could have 
computed the encryption. There is no need to archive the message or the cipher text - the 
authentication can be verified by anybody, since both the decryption algorithm and the key are 
publicly known. Displaying the two versions is then a form of "digital signature" - the holder 
of the secret key can use the display as proof of authorship, and a third party can use the 
display to prevent the message from being repudiated. (Preventing a valid message from being 
repudiated by its author often has important legal and commercial applications[61.) Although 
I would focus on the authentication aspects of a digital signature in the current discussion, 
both the encryption and authentication functions would be useful in the time and frequency 
business. 

The dual-key system changes the problems associated with distributing the keys, but it does 
not eliminate them. The secret key must remain secret, of course, but the more difficult issue 
is insuring that the public key, which must be widely available by definition, is not altered 
surreptitiously. A random alteration is the digital equivalent of jamming a radio signal - it 
may break the system locally, but is relatively easy to detect. Altering the public key so that it 
is the inverse of another private key is a more serious problem. If a third party with malicious 
intentions can manage to replace the legitimate public key with one that is the complement 
of his own private key, then a variety of more sophisticated attacks becomes possible, at least 
some of which have been discussed in the literature[81. One way to address this problem is 
to have a central trusted repository for the public keys, but this simply pushes many of the 
problems we have been discussing into the design of this repository - it must be very secure 
and robust because it will become both an attractive target to attack and a single point of 
failure. The methods it uses to authenticate its responses to legitimate requests for public keys 
must be carefully studied as well to minimize the probability of undetected spoofing. 

Dual-key systems operating in the "digital signature" mode can provide a mechanism for 
authenticating time signals in principle, but there are a number of practical difficulties that have 
prevented their widespread use. The key distribution problems discussed above are a significant 
difficulty. In addition, the time needed to compute the digital signature may significantly affect 
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the accuracy of the transmissions. The computations are much more intensive than those 
required for single-key methods, and computing a signature may take an appreciable fraction 
of a second - even on a fast processor with optimized code. As with single-key methods, 
the average delay introduced by the computation could be estimated and a correction for 
it could be incorporated into the software, but the load fluctuations are likely to be more 
important because the correction itself is significantly larger. Furthermore, the complexity of 
the calculations can place a heavy load on a primary time server, which may have to respond 
to more than 10 requestS/second during peak load. 

A DIGITAL TIME-STAMP SERVICE 

There are many situations where it is important to be able to prove that a document in digital 
format existed on a certain date and time in its current form. Examples include the disclosure 
of inventions, and many business transactions where time is a factor. The digital-signature 
algorithms can be combined with time signals in digital format to provide a publicly available 
time-stamp service for such documents that has many of the features of a Notary Public. In 
addition, the digital time-stamp service has a number of features that are not available with 
a traditional Notary including authenticating "documents" that are not text at all (such as a 
digitized photograph, a musical composition, or a compiled computer program) and providing 
authentication for a document without the need for revealing its contents to the authenticating 
authority. 

The general principles of this system are derived from the dual-key cryptography discussed 
above: The document to be signed is submitted to a timing laboratory such as NIST; the 
NIST server adds a time-stamp and then signs the result using its private key; the resulting 
compound document can be verified by anyone who has the corresponding public key without 
involving NIST at all - only the public key and the appropriate algorithm are required. The 
mathematics underlying the signature algorithm guarantees that the document, the time-stamp, 
and the signature originated from NIST and that neither the document nor the time-stamp 
could have been altered without invalidating the signature. Since the signature is an explicit 
function of the compound document, neither it nor the time-stamp can be reused on another 
document. Finally, the authentication of a signature can be performed independently of the 
original signatory and there is no need for a central repository of signed documents. 

The basic design would not necessarily detect a "replay" attack in which a valid document is 
re-transmitted a second time. If such attacks are a concern (as they might be with the message, 
"Deposit $100 to my account ... ") then simply adding sequence numbers to each message will 
detect the second message as a duplicate. 

This general procedure can be strengthened and generalized in a number of important ways: 

1. Using a technique known as "hashing" it is possible to eliminate the need to submit the 
document itself to the signature authority. A "hash" function is a one-way function that 
accepts a digital string of characters and computes a fixed-length output value based on 
the entire string. The check-sum characters often used in digital transmissions and the 
last character of the numbers used to identify products to a supermarket scanner are 
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simple examples. The hash computation is a unique function of its input in the sense 
that changing any character of the input changes the hash, but it possesses no inverse -
the input cannot be constructed knowing the hash output except by trial and error. Since 
the hash function is a unique function of its input, signing it is equivalent to signing the 
original, with the advantage that the original is not limited to printable text but can be 
a digitized photograph, a digital recording or any string of digital numbers. The exact 
contents need not be revealed to the signature authority. As a result, the hash values can 
be transmitted over insecure public channels so that the digital signature system can be 
implemented using ordinary electronic mail. 

2. If the system that receives the messages and adds the time-stamp is also a time-server 
for the network, then the accuracy of its time can be verified at any time (using NTp, for 
example) independently of the signature algorithm. The NIST time-servers, for example, 
receive 50000+ requests for time every day, so that any attemp.t to alter the time used 
for the stamping process would be widely detected almost immediately. 

3. The security of the system ultimately depends on the security of the private key used to 
sign the documents. If this private key is stored on the machine that is visible on the public 
network, then a successful network-based attack on this machine might reveal the secret 
key and compromise the entire system. This problem can be addressed by storing the key 
on a second "back" machine that is connected to the time-stamp machine via a private 
link that is not visible from the network. The two functions of signing and time-stamping 
are divided in this configuration, with the front machine adding the time-stamp and the 
back machine computing the signature. While the time-stamp machine must operate in 
"real time" signing documents as soon as they arrive, the back machine that computes 
the signature does not have this requirement. It can operate in a batch mode at discrete 
intervals, taking messages from an input queue on the front machine and returning them 
to an output queue there. The signed messages on the output queue can be returned to 
the sender or can be forwarded to a third party as required. 

4. The concept of using two machines can be generalized to improve the reliability of the 
system by constructing several "front" and several "back" machines. The various "front" 
machines might accept messages in a number of different formats including electronic 
mail, scanned images, and binary digital files of unspecified format. 

As in the previous discussion, the overall structure can be realized using a number of different 
algorithms, both in the computation of the hash function and in the actual signature process 
itself. The modular nature of the procedure makes is relatively simple to change to a new 
algorithm without breaking the overall system. 

CONCLUSIONS 

The increasing use of public packet-switched channels to transmit time and frequency signals 
and data raises concerns that these transmissions may be intercepted or modified by third parties 
with malicious intent. We have discussed a number of ways of safeguarding and authenticating 
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messages sent over public networks; none of them is widely used at this time and all have 
some practical drawbacks. In addition to the issues we have already discussed, some of the 
algorithms are proprietary and can only be used with a rather expensive license and others 
are considered sensitive and cannot be exported outside of the US without a special export 
license[91. 

The experiences of the PC and Internet communities is that financial g~in is not necessarily the 
only motive for attacking network-based services. Given these experiences, it is probably only 
a matter of time before a serious assault is attempted. It is probably useful to begin to think 
about these issues now while we can do so without the threat of an imminent network-based 
attack hanging over our deliberations. 

As more and more documents are transmitted and stored in digital format, there will be an 
increasing need for the digital equivalent of a Notary Public. The public-key algorithms that 
we have discussed can be combined with precise digital time signals to realize such a system at 
only modest cost. 
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QuestIons amd Answers 

GERARD PETIT (BIPM): Just a remark: I'm glad to let you know that you have already 
taken steps to prevent scrambling of our missages. We send that to USNO by fax . 

JUDAH LEVINE (NIST): Yes, I know. And we get it by regular mail as well. I understand 
that you are not totally susceptible to E-mail transport. But that's an example, it's not the only 
example, there are problems. For example, we put our data on STP side, and anybody can get 
it. And many other laboratories go through the same thing. 

KENNETH E. MARTIN (BONNEVILLE POWER ADMINISTRATION): I wonder, 
it seems like people that are be going to be doing mischief, that you might have, you know, 
kind of the basic idiot level who couldn't do anything on the network anyway because they 
don't understand it, that kind of technology; but then you've got more and more sophisticated 
people that might want to do you damage clear up to the point of, let's say, a disgruntled 
insider; it seems like you might be creating a very elaborate system for a nonexistent segment 
there to protect yourself. In other words, you still have the possibility of some insider that 
could be changing your things because they're unhappy about something; and there's nothing 
you can do about that. 

JUDAH LEVINE (NIST): I agree with the premise that insiders are very difficult to deal 
with . I don't necessarily agree that there's nothing you can do. There are strategies, which 
I obviously haven't talked about; there are strategies which can begin to address the concept 
of insiders in which, while an insider can do something, they leave a trail which points back 
to them, in which there is a unique key which you'll have to have to enter before you can do 
anything, and that key is associated with you, and so on and so on. 

The answer is 'yes, that's a serious problem.' The question of what the probability of outsiders 
is is hard to know; I can't tell you what the probability is; I can only point to history in saying 
that a lot of people have gone to a lot of trouble to destroy PC's of the people that they don't 
know. That's my only comment. 

1ST LT. OMAR M. NAMOOS (USAF): Are there reasons that NSA - I don't know 
much about encryption, but I know that NSA doesn't recognize the DES standard as good for 
secure communications or securing information. And, are there reasons that that's the case? 
Is it maybe a vulnerability of the DES system that makes it more susceptible than you say? 

JUDAH LEVINE (NIST): The answer to those kinds of questions is those who know, don't 
say and those who say, don't know. So with that as a prefix, there are rumors that the DES 
algorithm can be broken and that the NSA knows how to break it. Whether that's true or not 
is - perhaps it is, perhaps it isn't. 

In the open literature, there are proposed attacks on the DES algorithm. None of them works 
in the finite time against a full-blown algorithm, the full 16-round algorithm. Whether there 
are secret attacks that people don't know about, I don't know. I'm an unclassified kind of guy. 
And the classified guys won't tell you. So, there it is. 
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Abstract 

We review the application of millisecond pulsars to define a precise long-term time standard and 
positional reference system in a nearly inertial reference frame. We quantify the current timing 
precision of the best miUisecond pulsars and define the required precise time and time interval 
(PITl) accuracy and stability to enable time transfer via ' pulsars. Pulsars may prove useful as 
independent standards to examine decade-long, timing stability and provide an independent natural 
system within which to calibrate any new, perhaps vastly improved atomic time scale. Since pulsar 
stability appears to be related to the lifetime of the pulsar, the new millisecond pulsar J1713 +0747 
is projected to have a 100-day accuracy equivalent to a single HP5071 cesium standard. Over the 
last five years, dozens of new miUisecond pulsars have been discovered. A few of the new millisecond 
pulsars may have even better timing properties. 

INTRODUCTION 

Regular timing measurements of millisecond pulsars provide a unique metrology data set 
produced by natural sources in a nearly inertial reference frame. Since the discovery of the 
first millisecond pulsar in 1982, the utility of these sources as precise time standards has been 
clearly recognized[1,2] . Decade-long observations of the first two millisecond pulsars now show 
irregularities in the timing residuals that are most likely due to intrinsic rotational instability in 
the star itselfl3]. With terrestrial time standards generally improving an order of magnitude every 
seven years or so, questions have been raised about the utility of radio pulsars for timekeeping 
applications. This paper will a,ttempt to address some of the fundamental limitations of pulsar 
data. ' 

Despite a clear indicati~n on the limit to the precision of millisecond pulsars, they may have 
great utility in anchoring an inertial space-time reference frame free from the gravitational 
effects of our solar system. Cesium time scales show irregularities due to physical limitations of 
th!e atomic clocks beyond about six months. Specifically, International Atomic Time (TAl) now 
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has a measured stability of about 2.5 x 10-15 on a time scale of 1 month. The use of different 
clock ensemble time scales results in measurable changes in millisecond pulsar timing data 
(e.g. [4]). To date, only two millisecond pulsars have been timed reliably for over five years[3] . 
Table 1 gives the current best estimates of the timing precision and astrometric accuracy of 
the two longest timed millisecond pulsars (PSR B1855+09 & B1937+21) plus four additional 
millisecond pulsars that have been timed for shorter time spans. 

Table 1: Pulsar Precision 

Pulsar Observation Timing RA DEC Reference 
Name Duration Precision . Precision Precision 

B1937+21 
(years} {us} (mas} (mas} 

8.2 0.2 0.03 0.06 [3] 
B1855+09 6.9 1.0 0.07 0.12 [3] 

11713+0747 1.8 0.4 0.2 0.3 [5] 
B1257+12 2.6 2.3 0.4 1.0 [6] 
J2322 + 2057 2.3 2.9 1.0 2.0 [7] 
12019+2425 2.7 3.0 0.6 0.9 [7] 

TIME SCALE IMPROVEMENTS 

It is not practical to derive exact numerical values for the stability of pulsars because the pulsar 
timing data are actually residuals to a multi-parameter fit to pulsar parameters (such as the 
period, spin-down rate, position, and proper motion), whose covariance depends upon the length 
of the data set. In the case of the original millisecond pulsar B1937+21, we chose to estimate 
the instability by generating a series of random numbers characterized by white and random 
walk frequency noise, removing a solution to pulsar parameters, and observing the differences 
,between the true and simulated residuals. A similar technique was applied to cesium and maser 
data, except that only an overall frequency offset and drift were removed; the terrestrial clock 
characteristics derived this way proved consistent with those of Breakiron(8), which extend only 
out to time scales of a few months. Using this comparison, the pulsar B1937+21 proved to 
be about 6 times noisier than an individual HP5071 cesium time standard. The comparison 
becomes even less exact for time scales longer than several months, as higher-order terms would 
be masked in the data sets. 

Another consideration is that 'the available millisecond pulsar data for B1937+21 extend back 
to 1984. Through the parameter-fitting process, all the pulsar timing data are influenced by 
instabilities in TAl (or ; TT) since then (see [9] for an explanation of the current definition 
of various time scales). This has the effect of masking the recent dramatic improvements in 
TAl (see Figure 1). Future pulsar data will benefit from the improved TAl since about 1990. 
With long enough data se~ it may be possible to take this into account. so as to improve our 
determination of apparent pulsar irregularities and increase the utility of a pulsar time scale. 

A NEW BEST PULSAR CLOCK 

An example of one of the new generation of millisecond pulsars found as part of the recent 
large scale sky surveys is PSR 11713+0747. The pulsar was discovered in a systematic survey 
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of the radio sky using the Arecibo radio telescope[10,1l1. After 22 months of timing, the 
binary millisecond pulsar 11713+0747 appears to be the most stable millisecond pulsar yet 
observed[12]. Current timing precision from this pulsar now rivals the best results obtained 
from pulsars B1937 + 21 and B1855 +09. Figure 2 shows the fractional frequency stability of PSR 
1713+0747 compared to PSR B1855+09 and B1937+21. The stability parlilmeter is defined as 
oAt) = [(m/T)3 8m P/2, where T is the data span, 8m is the spectral density, and m = 1,2,4, ... is 
a sub-intervallul. The timing solution for this pulsar includes the measurement of the pulsar's 
annual parallax, proper motion, and its relativistic "Shapiro delay" due to the light travel delay 
through the gravitational potential of the companion star[5]. 

These observations are used to place limits on the mass of the neutron star and its companion. 
With a post-fit weighted root-mean-square timing residual of approximately 0.4 ps, and a 
characteristic age of roughly 9 billion years, this pulsar may prove to be an important celestial 
clock in the construction of a pulsar timing array. The source has a large enough radio flux 
density that it can be used in the future as a target source for observations with the Very Long 
Baseline Array (VLBA). 

The above-mentioned millisecond pulsar was found with the Arecibo radio telescope prior to 
the current major upgrade. The construction has resulted in a complete loss of observing 
potential above 430 MHz since late 1994 and at all frequencies since early 1995. The current 
construction schedule does not call for resumed operations until the end of 1996 or possibly 
early 1997. Irregular observations ofPSR 1713+0747 and other Arecibo pulsars are going on at 
other major radio telescopes around the world, but their low sensitivity and sporadic schedules 
will greatly diminish the quality of pulsar data until the Arecibo upgrade is completed. 

LIMITATIONS TO PULSAR CLOCK AND PULSAR TIME 

The limitations of millisecond pulsars to establishing a stable spatial-temporal reference frame 
can come from the following sources: (1) instabilities in the pulsar itself, (2) uncertainties in 
the Earth-based atomic time scale, (3) source position errors due to planetary ephemeris errors 
or errors in the pulsar position, (4) additional noise sources including propagation effects from 
the interstellar medium and the gravitational wave background, (5) detector hardware noise 
sources, (6) errors in t4e time-transfer system, and (7) un modeled binary orbit effects. Many 
of the effects are discussed in recent reviews of pulsar timing, including Backer[13,141, Taylor[151, 
and Backer and Hellings[161. 

ffimary interest in milliseQOnd pulsar stability comes from limitations set by intrinsic rotational 
instabilities driven by physics in the neutron star interior. Recent stability analysis of a large 
population of pulsars, including millisecond pulsars by Arzoumanian et al. [17], indicate a strong 
correlation between pulsar timing noise and pulsar period derivative (this could equivalently 
be correlated with pulsar age assuming spin-down due to magnetic braking). A best linear 
fit through the timing stability-period derivative plane for 139 pulsars, including a number of 
millisecond pulsars, indicates a stability trend that can be pa~ameterized as 

~ = 6.6 + O.61ogP, (1) 

where ~ is a fixed time interval stability parameter over a reference time interval of lOS 
seconds. The stability equation is defined from: 
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(2) 

where II is the rotational frequency, and ii is the second derivative of the rotational frequency 
of the Taylor expansion of the pulsar's rotational phase: 

~ ¢o 1~ 1 .. 3 = + vt + 2 + (illt + ... (3) 

Assuming that millisecond pulsars spin-down due to magnetic dipole braking, then the pulsar age 
correlates with the period derivative, implying that older pulsars with smaller period derivatives 
are more stable. 

A GREAT SUCCESS 

The successful discovery of numerous field millisecond pulsars by various all sky pulsar surveys 
(e.g. [10,11,18-27]). Since 1989 a number of major pulsar search efforts have increased the total 
number of known millisecond pulsars in the Galactic field to 29 (see Figures 3 and 4). ' 

More than 75 percent of these new sources are in binary systems with white-dwarf companions. 
Deep optical observations with ground- (Keck 10-m telescope) and space-based (Hubble Space 
Telescope) instruments along with ground-based astrometric observations, will allow determina
tion of the pulsar optical position to better than 30 milliarcseconds (mas). With the new Very 
Long Baseline Array (':'LBA) , several of these pulsars will have a large enough flux densities 
to establish radio positions with respect to the extragalactic reference frame[Z8]. Using pulsar 
timing data, radio interferometric data and optical astrometry, we can use these new millisecond 
pulsars to tie together the radio, dynamical, and optical reference frames to better than 30 
mas. Over the next five years, data from the dozens of new millisecond pulsars should provide 
a large ensemble of pulsars for use in establishing an inertial spatial-temporal reference frame. 

THE FUTURE OF PULSAR TIMING 

The initial goal of establishing a pulsar timing array to define an inertial space-time reference 
frame will require timing about 10 millisecond pulsars with 100 ns timing precision for at least 
10 years. The PTTI requirements to reach this goal are an absolute timing accuracy of 10-20 
ns, and a stability of 10 ns over 1 year, or a fractional frequency stability of 3 x 10-16 (this 
will give the atomic clock time scale an order of magnitude improvement over the best pulsar 
clock). If these requirements can be met and maintained, then TT will not be the limiting 
source of precision in the long-term timing of millisecond pulsars. With a sufficient number 
of radio pulsars being timed, the use of UTe as an absolute reference time scale could be 
eliminated. UTe would only be needed as the carrier time to transfer pulsar arrival time 
measurements between successive observations. The pulsars themselves could be used as the 
ultimate reference time scale. 

On an even longer-term basis, a pulsar ensemble could be used to time a hundred millisecond 
pulsars over a hundred years at better than 100 ns timing precision, given improvements 
in radio telescope receiver hardware, and the development of better pulsar timing systems. 
Millisecond pulsars will in the future have an important role to play in tying together three 
distinct reference frames: the radio, +he dynamical, and the optical. These natural clocks will 
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also offer an independent means for verification of terrestrial time scales, testing for relativistic 
effects in the solar system, and of models of planetary ephemerides. The proper maintenance 
of pulsar timing data will be critical to enable pulsar time to be applied over a hundred-year 
astronomical program by a future generation of astronomers. Because of the precision of 
millisecond pulsars, we note that they could in fact be used to recover the absolute phase 
of the atomic time scale, if it where ever lost due to some unforeseen global mishap. A 
pulsar space-time reference frame defined with significant precision could be used to establish 
a space-time coordinate system useful for passive interplanetary spacecraft navigation, without 
need for two-way communication. 

The next generation of pulsar timing programs will have to wait until sometime in 1997 to begin 
full scale operation. 1Wo of the major northern hemisphere radio telescope facilities, the Arecibo 
Observatory (AO) radio telescope and the Green Bank Telescope (GBT), are undergoing a 
major upgrade or are under construction. Both instruments are currently scheduled to start 
regular operations in 1997. Until that time, smaller telescopes like the NRAO 42-m, Iodrell 
Bank, the Bonn 1oo-m, the Very Large Array, and the Nan<;ay radio telescope will have to 
carry on with limited pulsar observations. 

; 
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Fig. 1.- Frequency difference between free-running timescales of TAl, PTB, and USNO 
(A.l) in fs/s. The USNO and PTB timescales are independent, but TAl is gently steered 
towards the PTB, whereas the USNO clocks' contribution to TAl has increased to 40%. 
Nevertheless, improvement since 1990 is obvious. The lowest panel shows the difference 
between TT and TAl, where TT represents TAl recomputed using hindsight corrections to 
clock weights, offsets, and drifts. A constant frequency offset has been removed from all 
plots. Data were obtain from the BIPM by anonymous ftp to address 145.238.2.2. The time 
range shown is from January 1982 to December, 1993. The figure is from Matsakis and 
Foster (1995) [4] 
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Fig. 2.- Twenty-two months of pulsar timing data from PSR J1713+0747 show that it 
has better long-term timing accuracy than either PSR B1855+09 or PSR B1937+21. (This 
figure is from Foster, Camilo, & Wolszczan (1995) [12] 
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Field Millisecond Pulsars (1989) 

Fig. 3.- A plot in galactic coordinates of the known millisecond pulsars in 1989 (large 
hexagons). All the known non-millisecond pulsars in the galactic field are plotted as dots. 
Note the location of the millisecond pulsars in the region of the galactic plane visible using 
the Areci bo telescope from -1 to +38 degrees declination (solid lines). 

Field Millisecond Pulsars (1995) 

2 

Fig. 4.- The same plot as in Figure 3 expect now the 29 known millisecond pulsars (as of 
November 1995) in the galactic field are plotted. Note the wide distribution around the sky 
indicative of a large galactic scale height. 
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Questions and Answers 

JUDAH LEVINE (NIST): You talked about stabilities of something in the 10-105 for a year; 
but most of the commercial time scales that you could get at are much worse than that, USNO 
or NIST, or something, are probably above a part in 1014 in a year. Could you talk about how 
you know where you are when you think you are? 

ROGER FOSTER (NRL): Well, I think we don't. And I think that the way that we're going 
to perhaps improve this is that we're going to independently couple in some of the astrometry 
aspects of this - at least, on the times scales less than a decade where the astrometry issue 
becomes important, we can get independent astrometry measurements, independent reference 
frame times, that we'll be able to at least remove those variables from the equation and improve 
it. We also have the opportunity with multiple pulsars of timing the pulsars against themselves. 

JUDAH LEVINE (NIST): I don't know the exact analysis that you made, but I thought 
it was necessary to remove the electron content along the path; that within an independent 
parameter, it's kind of an adjust for. 

ROGER FOSTER (NRL): That's correct. The electron column is fitted out, and that does 
come into one of the issues of stability. One of the interesting aspects of the population 
of galactic field pulsars is that because they're high latitudes, they're basically outside of the 
galactic plane; and the electron columns tend to be rather low where these effects are minimal. 

GERARD PETIT (BIPM): Could you comment on the number of pulsars that could be 
found and probably galactic? 

ROGER FOSTER (NRL): I think the number over the next decade or so will probably 
approach several hundred of these millisecond pulsars. And that has to do with just extrapolation 
of the surface density in which they have been detected in general surveys. Roughly, about 
one per 200 or 300 square degrees; and there are about 42,000 square degrees . 

DAVID ALLAN (ALLAN'S TIME): I'm excited about the possibilities that millisecond 
pulsar timing can bring from the physics point of view. I think we have to be careful how we 
utilize the data or how 'we think about the data. For example, we have a report from the LPTF 
on the cesium fountain of 3 x 10- 105 accuracy. Accuracy has intrinsically no tau value. And so, 
it can carry frequency in the absolute sense for any integration time you wish. We expect that 
these accuracies will improve in other standards. As we do the same extrapolation that you'w: 
done for pulsars for the terrestrial clock community, we expect within a couple of decades t ') 

be in parts in 1018 . If you now look at the fundamental limits of pulsars, millisecond pulsar 
timing, due to interstellar medium, et cetera, this requires integration times from fundamental 
limits of about 200 years, just for the first tau value. In order to have a confidence on that, a 
millennium of data would be needed. 

So I think we have to be careful as we make big plims, and this is a planning ~eeting. I think we. 
can never expect millisecond pulsar timing to contribute in a significant way to an understanding' 
of the uniform time scale and accuracy, in terms of stability, setting time scales (as you've 
alluded to), studying physics. Looking for gravitational waves, there is much excitement and a 
good reason to proceed with these studies. But I think we have to be a little careful in how 
we couch it. 
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A NOVEL PHOTONIC CLOCK AND 
CARRIER RECOVERY DEVICE 
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Abstract 

As data communication rates climb toward ten Gb/s, clock recovery and synchronization become 
more difficult, if not impossible, using conventional electronic circuits. We present in this article 
experimental results of a high speed clock and carrier recovery using a novel device called the 
photonic oscillator that we recently developed in our laboratory. This device is capable of recovering 
clock signals up to 70 GHz. To recover the clock, the incoming data is injected into the photonic 
oscillator either through the optical injection port or the electrical injection port. The free running 
photonic oscillator is tuned to oscillate at a nominal frequency equal to th.: clock frequency of the 
incoming data. With the injection of the data, the photonic oscillator will be quickly locked to the 
to the clock frequency of the data stream while rejecting other frequency components associated 
with the data. Consequently, the output of the locked photonic oscillator is a continuous periodical 
wave synchronized with the incoming data or simply the recovered clock. We have demonstrated a 
clock to spur ratio of more than 60 dB of the recovered clock using this technique. Similar to the 
clock recovery, the photonic oscillator can be used to recover a high frequency carrier degraded by 
noise and an improvement of about 50 dB in signa!-to-noise-ratio was demonstrated. 

The photonic oscillator has both electrical and optical inputs and outputs and can be directly 
interfaced with a photonic system without signal conversion. In addition to clock and carrier 
recovery, the photonic oscillator can also be used for 1) stable high frequency clock signal generation, 
2) frequency multiplication, 3)square wave and comb frequency generation, and 4) photonic phase 
locked loop. 

INTRODUCTION 

Clock recovery by optically injection-loclGng a microwave oscillator [1] or a pulsed laser with 
an incoming data stream have been demonstrated by many authors[z.6] with varied degrees of 
success. In this paper, we report a different clock/carrier recovery scheme based on injection 
locking a novel photonic oscillator[7] we will refer to as a Light Induced Microwave Oscillator 
(LIMO).fs,9] This oscillator converts continuous light energy into apectrally pure microwave 
signal and can operate up to 75 GHz with phase noise below -140 dBc/Hz at 10 kHz frequency 
offset. This scheme can recover a clock or carrier from both optical and electrical data signaL. 
Equally important, the recovered clock/carrier is also in both the optical and electrical domains; 
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This hybdd nature of the LIMO based device makes interfacing with a photonic transmission 
system simple. 

The superior performance of the LIMO results from the use of electrooptic and photomc 
components which are generally characterized with high efficiency, high speed, low dispersion, 
and low loss at RF and microwave frequencies. 

The LIMO takes advantage of the high equivalent Q of a 'long optical delay line to achieve 
highly stable narrow linewidth oscillation. Its spectral purity surpasses that of the best crystal 
oscillators particularly at high frequencies, 

DESCRIPTION 

Referring to Figure 1, light from a laser is applied to an E/O modulator, the output of which 
is launched into a long optical fiber and detected with a photodetector. The output of the 
photodetector is amplified and filtered then fed back to the electrical port of the modulator. 
This configuration supports self sustained oscillations, at a frequency determined by the delay 
in the optical fiber, modulator bias setting, and the bandpass characteristics of the filter. It also 
provides for both electrical and optical inputs and outputs. An analysis of the LIMO, which is 
beyond the scope of this paper, was given previously[81. 

There are two important characteristics of the LIMO for frequency and timing applications. 
The phase noise is reduced by increasing the length of the delay line and the phase noise i~ 

independent of frequency. Figures 2(a and b) show the theoretical and measured phase noise, 
of the LIMO as a function of the delay in the delay line and Figures 3(a and b) show the 
phase noise of the LIMO at different frequencies. 

I 

EXPERIMENT 

The LIMO can recdver a clock or carrier from both ,optical and electrical signals. Equally 
important, the recovered clock or carrier is also in both the optical and electrical domains. 
This hybrid nature of the LIMO based device makes interfacing with a photonic communication 
system simple. 

In the case of clock recovery incoming data is injected into the LIMO either optically or 
electrically. The free nmning LIMO is tuned to oscillate at a nominal frequency close to the 
clock or carrier frequency of the incoming signal. With the injection of the incoming signal, 
the LIMO will quickly lock to its clock or carrier frequency while rejecting other frequency 
components (harmonics and subharmoniCs) associated with the signal. 

Figure 4 shows the experimental setup used ' to demonstrate 100 MHz and 4.95 GHz clock ' 
recovery. Switches SW-l and SW-2 are in the 'f\. position for the 100 MHz clock recovery 
experiment and in position 'B' for the 4.95 GHz clock recovery experiment. In either expedment: 
using switch SW-3, we could choose to look at the LIMO output in the time domain with cl 

Tektronix 2465B oscilloscope or in the frequency domain with an HP 8562 spectrum analyzer. 
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In the 100 MHz clock recovery experiment we used an HP 8080 Word Generator System to 
generate a stream of repetitive 64-bit words at 100 Mb/s and we tun~d the LIMO to oscillate 
near 100 MHz. We injected the data into the bias port of the E/O modulator through a filter 
and a bias T. The 100 MHz filter with a 3 dB bandwidth of 10 MHz was used to reduce 
unwanted frequency components of the input data. We used the first bit of each word to 
trigger the oscilloscope's sweep so the whole word could be displayed. The HP 8080 system's 
data pattern can be selected to be either return-to-zero (RZ) or non-return-to-zero (NRZ) so 
both types of data were used in our experiments. Clock recovery is independent of the word 
chosen, as long as it is balanced. However, for an infinitely long NRZ random data stream, 
the clock frequency component is zero. In order to recover the clock from such a data stream 
a procedure to convert NRZ data format to RZ format is required. [10J 

Figure 5 is the oscilloscope display of the experimental results in the time domain that 
demonstrated successful clock recovery from an NRZ data stream. Figure 5a shows the input 
data, while Figure 5b and Figure 5c show the recovered clock. In Figure 5c the time span 
was reduced 10 times to show the recovered clock in more detail. In all three figures, the 
upper trace is the first bit of the input data used to trigger the oscilloscope. The fact that the 
recovered clock can be clearly displayed on the oscilloscope when the first bit of data is used 
as the trigger indicates that the recovered clock is synchronized with the data. 

When viewed in the frequency domain on the spectrum analyzer, the input data stream has 
some frequency components stronger than the clock frequency. After clock recovery the power 
of the recovered clock is more than 62 dB above the strongest frequency component of the 
data. 

Note that the recovered clock level is almost independent of the input signal level, a feature that 
is desirable for clock recovery and is inherent in injection locked oscillators. Other proposed 
high speed clock recovery circuits use automatic gain control and limiting amplifiers to achieve 
constant amplitude.£llJ 

To extend our clock recovery experiment to higher data rates we simulated a stream of 4.95 
Gb/s data by up converting a stream of 100 Mb/s RZ data using an RF mixer as shown in Fig. 
4 with switches SW-1 and SW-2 in the 'B' position. The LIMO used in these experiments wa~ 

constructed using an electrooptic modulator made by E-Tek Dynamics. We used a common 
reference signal from a hydrogen maser to synchronize the word generator and an HP 8672A 
synthesized signal generator. The frequency of the signal generator's output was chosen to be 
4.85 GHz and was used to up convert the 100 Mb/s RZ data from the word generator to 4.95 
GHz. The signal out of the mixer has a center band, an upper sideband and a lower sideband, 
which all contain the data information. We used a filter centered at 5 GHz with a bandwidth 
of 255 MHz to select only the upper sideband, which effectively simulated a stream of' 4.95 
Obis RZ data. 

Figures 6a and 6b show the frequency spectrum of the data before and after clock recovery 
respectively. As expected, the clock frequency was strongly amplified by the LIMO while other 
frequency components remained unchanged, resulting in a recovered clock with a signal-to-spur 
ratio of about 60 dB. 
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Although in the demonstrations the data were injected into the electrical injection port, similar 
results are expected if the data are in the optical domain and ar '~ injected into the LIMO 
through the optical injection port, since the data in the optical domain will be automatically 
converted by the internal photodetector into the electrical domain before affecting the LIMO. 
We estimate that only a few microwatts of optical signal power is required to ensure a satisfactory 
clock recovery for many applications. Clock recovery via optical injection is important because 
it enables the clock of a high-speed data stream in a fiber-optic system to be directly recovered 
without first converting the data to electrical pulses. 

Similar to clock recovery, a carrier buried in noise can also be recovered by the LIMO. In the 
experiment, we added noise to a clean 100 MHz test signal and adjusted the Signal-to-Noise
Ratio (SNR) until it was approximately 3 dB in a 100 kHz bandwidth. After carrier recovery, 
the SNR of the test signal was improved more than 50 dB. Figure 7 is the spectrum analyzer 
display of the signal before and after recovery. The frequency span of the spectrum analyzer 
was set to 10 MHz ana its resolution bandwidth was set to 100 kHz. 

CONCLUSION 

We have demonstrated a novel photonic oscillator with ,an operation frequency up to 75 GHz, 
limited only by the speed of the E/O modulator used in the LIMO. It can be controlled 
and accessed both optically and electronically, making it attractive for easily interfacing with a 
complex fiber optic systems. We have demonstrated its use for clock or carrier recovery with 
very low phase noise. We have also shown that the LIMO has a number of other attractiv: 
properties including output power which is virtually independent of, the input power of the 
signal to be recovered, fast acquisition time for phase locking , wide tracking range, and wide 
frequency tunability. 

We thank M. Calhoun of JPL and S. oio of E-Tek Dynamics for lending us E/O modulators 
used in the experiments. This research is carried out by the Jet Prqpulsion Laboratory under 
a contract with the National Aeronautics and Space Administration. 
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(a) 

(b) 

(c) 

Fig. 5 The oscilloscope display of the experimental results in the tme domain. 
(a) shows the input data, while (b) and (c) show the recovered clock. In (c) the 
time span was reduced 10 times to show the recovered clock in more detail . In 
all three figures , the upper trace is the first bit of the input data used to trigger 
the oscilloscope. 
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Figs. 6(a) and 6(b) show the frequency spectrum of the data before and after clock recovery. 

465 



Questions and Answers 
I 

DAVID ALLAN (ALLAN'S TIME): What kind of powers have you been able to appreciate 
at this point? I know you have to have the amplifier in a loop. 

GEORGE LUTES (CALIFORNIA INSTITUTE OF TECHNOLOGY): You mean the 
total DC input powers? 

DAVID ALLAN (ALLAN'S TIME): Yes. 

GEORGE LUTES (CALIFORNIA INSTITUTE OF TECHNOLOGY): Well, the way 
we're running, it's fairly high. However, lasers, sonic electro-lasers, have been becoming very 
efficient. Lasers better than 50 percent efficiency and are becoming available. So it's hard to 
tell exactly how low we can get the power. But, I suspect that in the future, if we find some 
good applkations for this device, that we'll be able to put it on a single chip, an optical chip 
- except for the fiber, the delay line, of course. I think that power can be gotten down to 
certainly less than a watt. 

Then there's another aspect to this oscillator, too, that might be interesting to some people. 
We believe that it will not be nearly as susceptible to vibration as other types of oscillators 
that use tuning devices, such as crystals and saw- delay lines and things like that which are very 
susceptible to microphonics. Ttis one should be much less susceptible to that. 

DAVID ALLAN (ALLAN'S TIME): Is the temperature delay of the delay line, the tem
perature fix on the delay line any problem at all? 

GEORGE LUTES (CALIFORNIA INSTITUTE OF TECHNOLOGY): Well, it is. If 
you want really high stability, we have done some calculations using a low thermal coefficient 
of delay fiber for the delay line. And it has a very broad curve that goes through a zero 
coefficient of delay at a certain temperature. So, we have looked at how good we think we 
could do if we control the temperature of the delay line to that temperature within reasonable 
limits. 

The numbers we get are pretty amazing, but we've been in this business long enough to know 
that it's easier said than done! So, I'm not going to say anything about what those numbers 
turned out to be, but certainly better than crystal oscillators. 
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Abstract 

We discuss spacecraft Doppl£r tracking in which Doppl£r data recorded on the ground are 
Unearly combined with Doppler measurements made on board a spacecraft. By using the four-Unk 
rtulio system first proposed by Vessot and Lel'ine[1l, we derive a new method for removing from the 
combined data the frequency fluctuations due to the Earth troposphere, ionosphere, and mechanical 
vibrations of the antenna on the ground. Our method provides also a way for reducing by several 
orders of magniJude, at sel£cted Fourier components, the frequency fluctuations due to other noise 
sources, such as the clock on board the spacecraft or the antenna and buffeting of the probe by non 
gravitational forces [21. In this respect spacecraft Doppl£r tracking can be regarded as a xylophone 
detector. 

Estimates of the sensitivities achievable by this xylophone are presented for two tests of Einstein's 
theory of relativity: searches for gravitational waves and measurements of the gravitational red 
shift· 

This experimental technique could be extended to other tests of the theory of relativity, and to 
rtulio science experiments that rely on high-precision Doppl£r measurements. 

INTRODUCTION 

Spacecraft Doppler tracking is the most sensitive technique to date for measuring distances 
and velocities of objects in the solar system, leading to information on masses and higher order 
moments of gravity fields of planets, their satellites, and asteroids [3, 4). Doppler measurements 
have also been utilized to search for gravitational waves in the millihertz fryquency region [5, 61, 

and for placing upper limits on amplitudes of signals characterizing relativistic effects[7, 81. These 
Doppler observations, however, suffer from noise sources that can be, at best, partially reduced 
or calibrated by implementing specialized and expensive hardware. The fundamental limitation 
is imposed by the frequency fluctuations inherent in the clocks referencing the microwave 
system. :Current generation hydrogen masers achieve their best performance at about 1000 
seconds integration time with a fractional frequency stability of a few parts in 10-16

• This 
integration time is also comparable to the propagation time to spacecraft in the outer solar 
system. 
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The frequency fluctuations induced by the inteIVening media have severely limited the sensitivities 
of these experiments. Among all the propagation noise sources, the troposphere is the largest 
and the hardest to calibrate to a reasonably low level. Its frequency fluctuations have been 
estimated to be as large as 10-13 at 1000 seconds integration time[9). 

In order to systematically remove the frequency fluctuations due to the troposphere in the 
Doppler data, it was pointed out by Vessot and Levine[1) and Smarr et ai. [10) that by adding 
to the spacecraft payload a highly stable frequency standard, a Doppler readout system, and 
by utilizing a transponder at the ground antenna, one could make Doppler one-way (earth-to
spacecraft, spacecraft-to-earth) as well as two-way (spacecraft-earth-spacecraft, earth-spacecraft
Earth) measurements. This way of operation makes the Doppler link totally symmetric 
and allows the complete removal of the frequency fluctuations due to the earth troposphere, 
ionosphere, and mechanical vibrations of the ground antenna by properly combining the Doppler 
data recorded on the ground with the data measured on the spacecraft. Their proposed scheme 
relied on the possibility of flying a hydrogen maser on a dedicated mission. Although current 
designs of hydrogen masers have demanding requirements in mass and power consumption, it 
seems very likely that by the beginning of the next century new space-qualified atomic clocks, 
with frequency stability of a few parts in 10-16 at 1000 seconds integration time, will be available. 
They would provide a sensitivity gain of almost a factor of one thousand with respect to the best 
performance crystal-driven oscillators. Although this clearly would imply a great improvement 
in the technology of spaceborne clocks, it would not allow us to reach a Doppler sensitivity 
better than a few parts 10-16 • This would be only a factor of five or ten better than the Doppler 
sensitivity expected to be achieved on the future Cassini project, a NASA mission to Saturn, 
which will take advantage of a high radio frequency link (32 GHz) in order to minimize the 
plasma noise, and will use a specially built water vapor radiometer for calibrating up to 95% 
of the frequency fluctuations due to the troposphere[lll. 

In this paper we adopt the radio link configuration first envisioned by Vessot and Levine[!1, 
but we combine the Doppler responses measured on board the spacecraft and on the ground 
in a different way, as it will be shown in the following sections. Furthermore our technique 
allows us to reduce by several orders of magnitude, at selected Fourier components, the noise 
due to the clock on board the spacecraft, or to th,e antenna and buffeting of the probe by non 
gravitational forces[21. This experimental approach could also be extended to other tests of 
the relativistic theory of gravity and to radio science experiments that rely on high-precision 
Doppler measurements. 

, 

DOPPLER TRACKING, AS A XYLOPHONE DETECTOR 

In Doppler tracking experiments a distant interplanetary spacecraft is monitored from earth 
through a radio link, and the earth and the spacecraft act as test particles. In a one-way 
operation a radio signal of nominal frequency 170 referenced to an on board clock is transmitted 
to earth, where it is compared to a signal referenced to a highly stable clock. In a two-way 
operation instead a radio signal of frequency Vo is transmitted to the spacecraft, and coherently 
transponded back to earth. In both configurations relative frequency changes ~v / /.IQ as functions 
of time are measured, and the physical effects the experimenter is trying to obseIVe appear in 
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the Doppler observable as small frequency changes of well-defined time signature[3, 4, S). 

If a Doppler readout system is added to the spacecraft radio instrumentation, and a transponder 
is installed at the ground station (Figure 1), one-way as well as two-way Doppler data can also 
be recorded on board the spacecraft[1). If we assume the earth clock and the on board clock 
to be synchronized, then the one-way and two-way Doppler data measured at time t on the 
earth (El(t), E2(t) respectively), and the one-way and two-way Doppler measured at the same 
time t on the spacecraft (SI(t), S2(t», have the following analytic expressions 

E1(t) EJil(t) + Gsc(t - L) - GE(t) + T(t) + B(t - L) + 
Asc(t - L) + ELEl (t) + PEt (t) (1) 

E2(t) = .E8(t) + GE(t - 2L) - GE(t) + 2B(t - L) + 

+T(t - 2L) + T(t) + AE(t - 2L) + Asc(t - L) + 
+TRsc(t - L) + EL~(t) + P~(t) (2) 

SI(t) = sf(t) + GE(t - L) - Gsc(t) + T(t - L) + B(t) + 
+AE(t - L) + ELsl (t) + PSl (t) (3) 

S2(t) - ~(t) + Gsc(t - 2L) - Gsc(t) + 2T(t - L) + 

+B(t - 2L) + B(t) + Asc(t - 2L) + AE(t - L) + 
+TRE(t - L) + EL~(t) + P~(t) (4) 

where Et(t), ~(t), SP(t), ~(t) are the contributions of a signal (a gravitational wave pulse 
or a red shift for instance) to the four Doppler data, and L is the distance to the spacecraft 
measured in seconds. 

In Equations (1, 2, 3, 4) we have denoted with GE(t) the random process associated with, 
the frequency fluctuations of the clock on the earth, Gsc(t) the relative frequency fluctuations 
of the clock on board" B(t) the joint effect of the noise from the antenna and buffeting of 
the spacecraft by non 'gravitational forces, T(t) the joint frequency fluctuations due to the 
troposphere, ionosphere, and ground antenna, AE(t) the noise of the radio transmitter on the 
ground, Asc(t) the noise of the radio transmitter on board, TRsc(t) and TRE(t) the noise due 
to the transponder on board and on the ground respectively, ELEt (t), EL~(t), ELsl (t), and 
EL~(t) the noises from the electronics at the ground ' station and on the spacecraft in the 
one-way and two-way data, and PEt (t), P~(t), PSl (t), and P~(t) the frequency fluctuations due 
to the interplanetary plasma. Note that the noise due to the transmitters on the ground and 
on board have been denoted with the same random processes (AE(t) and Asc(t) respectively) 
in the four Doppler responses. This is correct as long as the two radio signals of frequencies 
Vo and 170 transmitted from the earth and the spacecraft are amplified within the operational 
bandwidth (typically forty to fifty megahertz) of the same transmitters[13, 14). The Doppler data 
SI(t) and S2(t) are then time-tagged, and telemetered back to earth in real time or at a later 
time during the mission. 

In Equations (1, 2, 3, 4) it is important to note the characteristic time signatures of the 
noises GE(t), Gsc(t), B(t), T(t), AE(t), and Asc(t)[9, 10, 12). It was first pointed out by Vessot 
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and Levine[l] that, by properly combining some of the four Doppler data, it was possible to 
calibrate the frequency fluctuations of the troposphere, ionosphere, and ground antenna noise, 
T(t). Their pioneering work, however, left open the question on whether their existed some 
other, perhaps more complicated, linear combinations of the data that would further improve 
the sensitivity of Doppler tracking. In what follows we answer this question, and derive a 
method that allows us to uniquely identify an optimal way of combining the data. 

Let E 1(f) be the Fourier transform of the time series E 1(t) 

(5) 

and similarly let us denote by E2(f), 81(f), 82(f) the Fourier transforms of ~(t), Sl(t), and 
82(t) respectively. The most general linear combination of the four Doppler data given in Eqs. 
(1, 2, 3, 4), can be written in the Fourier domain as follows: 

y(f) == a(f,L) E1(f) + b(f,L) E2(J) + c(f,L) 81(J) + d(f,L) 82(f) (6) 

where the coefficients a, b, c, d are for the moment arbitrary functions of f and L. If we 
substitute in Equation (6) the Fourier transforms of Eqs. (1, 2, 3, 4) we deduce the following 
expression 

y(J) - [a EJ1l(f~ + b ~(f) + c 8Y(f) + d ~(f)] + 

+GE(f) [- a + b (e41fifL - 1) + c e21fifL] + 

+Csc(f) [a e21fifL - c + d (e41fifL - 1)] + 
+1'(f) [a + b (e41fifL + 1) + c e21fifL -+> 2d e21fifL] + 

+13(1) [a e21fifL + 2b e21fifL + c + d (e41fifL + 1)] + 

+AE(f) [b e41fifL + c e21fifL + d e21fifL] + 

+.:4:(1) [a e21fifL + b e21fifL + d e41fifL] + 

+a [ELEt (f) + PEt (I)] + b [TRsc(f) e2rifL + EL~(f) + Pi(f)] + 

+c [ELst(f) + PSt (I)] + d [TRE(f) e21fifL + ELs.z(1) + ps.z(f)]. (7) 

The four coefficients a, b, c, d, can be determined by requiring the transfer functions of the 
random processes 'iJ;(J), Gsc(f), 1'(f), 13(1), AE(f), Asc(f) in Equation (7) to be simultaneously 
equal to zero, and by further checking that this solution gives a non-zero signal in the 
corresponding combined data. This condition implies that a, b, c, d must satisfy a homogeneous 
linear system of six equations in four unknowns. We calculated the rank of the (6 x 4) matrix 
associated with this linear system by using the algebraic computer language Mathematica, and 
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we found it to be equal to two. The corresponding solution can be written in the following 
way 

c(f,L) e- 2ri/ L - d(f,L) [e2ri/ L _ e-2ri/ L] 

= - c(f,L) e-2ri/ L - d(f,L) e-2ri/ L , 

a(f,L) -

b(f,L) (8) 

where c and d can be any arbitrary complex functions not simultaneously equal to zero. After 
substituting Equation (8) into Equation (7), we have derived the expressions for the signal 
in the case of a gravitational wave pulse or in the variation of the gravitational potential as 
experienced by a spacecraft orbiting a celestial body (redshift measurements). We found that 
for both these signals their combined Doppler responses (Equation (7» also vanish. These 
results imply that, at any Fourier frequency f and for these two specific Doppler experiments, 
we can remove only one of the considered noise sources. Among all the noise sources affecting 
spacecraft Doppler tracking, the frequency fluctuations due to the troposphere, ionosphere, and 
mechanical vibrations of the ground antenna, TU), are the largest. We cap choose a, b, c, d 
in such a way that the transfer function of r(f) in the combined data is equal to zero. From · 
Equation (7) we find that a, b, c, d, must satisfy the following equation 

a(f, L ) = - b(f,L) [e411'iJL + 1) - c(f, L) e211'i/L - 2d(f,L) e211'i/L • (9) 

Since b, c, d can not be equal to zero simultaneously, we will choose c to be equal to 1/2, and 
b, d to be equal to zero. In other words we will consider only linear combinations of one-way 
Doppler data. Note that with this choice we eliminate from yet) the frequency fluctuations due 
to the transponders and the interplanetary plasma affecting the two-way Doppler data. These 
considerations imply the following expression for fl(f) 

y(l) - ~ [51(1) - E'fU) e2
11'i/L] + GE(f) e2

11'i/L - ~G8C(f) [e4ri
/

L + 11 + 

+~B(f) [1- e411'i/L] + e
2
:/

L 
[AE(f) - Asc(f) e2ri/ L ] + 

+~ [PSI (f) - P~(f) e2ri
/

L
] + ~ [ELs1(f) - EL~(f) e2ri

/
L

] (10) 

Equation (10) shows that the transfer functions of the noise of the on board clock, C5'ic(f), 
and of buffeting B(f), can in principle be set to zero (not simultaneously) at specific Fourier 
frequencies. In searches for gravitational wave pulses it has been shown[l) that one can reduce 
by several orders of magnitudes the noise of the on-board clock at the nulls of its transfer 
function without removing the ' gravitational wave signal. For redshift experiments instead, a 
cancellation of the noise of the on-board clock at those frequencies removes also the signal. 
If, however, measurements of yet) are made at the Fourier frequencies for which the transfer 
function of B(f) is equal to zero, some further improvement in sensitivity can be achieved (15) • 
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EXPECTED XYLOPHONE SENSITIVITIES 

In what follows we provide the expression for the noise in yet) at the xylophone frequencies 
in the case of gravitational wave searches. The analogous expression for redshift experiments 
can easily be derived in similar fashion. 

Let 0 be the time interval over which a Doppler tracking search for gravitational waves 
is performed. The corresponding frequency resolution tJ..! of the data is equal to 1/0. This 
implies that the fluctuations of the clock on board can be minimized at the following frequencies 

~ = (2k - 1) ± tJ..! . 
J" 4L 2' 

k = 1,2,3, .... 

At these frequencies, and to first order in t::..! L, the Doppler response y(f,,) is equal to 

yeA) (1ritJ..! L) Cse("') + 

(11) 

(12) 

For a typical gravitational wave experiment, 8 = 40 days, and tJ..! = 3.0 x 10-7• Therefore, the 
frequency fluctuations of a clock on board a spacecraft that is out to 1 AU are reduced at the 
xylophone frequencies by the following amount: 

1rtJ..!L =4.7 x 10- 4 • 
C 

We should point out, however, that these resonant frequencies in general will not be constant, 
since the distance to the spacecraft will change over a time interval of forty days. As an 
example, however, let us assume again L = 1 AU, 8 = 40 days, and! = 5 X 10-4 Hz. The 
variation in spacecraft distance corresponding to a frequency change equal to the resolution bin 
width (3 x 10-7 Hz) is equal to 1.0 x 105 Km. Trajectory configurations fulfilling a requirement 
compatible to the one just derived have been observed during past spacecraft missions[9J, and 
therefore we do not exp~ct this to be a limiting factor. 

From Equation (12) we can estimate the expected root-mean-squared (r.m.s.) noise level a(A) 
of the frequency fluctuations in the bins of width t::..!, around the frequencies A (k = 1, 2,3, .... ). 
This is given by the following expression 

(13) 
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where 8y(f,,) is the one-sided power spectral density of the noise sources in the Doppler response 
y(t) at the frequency /k. In what follows we will assume that the r~ndom processes representing 
these noises are uncorrelated with each other, and their one-sided power spectral densities are 
as given in Table I. In this table we have assumed a frequency stability of 1.0 x 10-16 at 1000 
seconds integration time for the clock at the ground station. Although this is a factor of four 
better than what has been measured so far[H], it seems very likely that by the beginning of 
next century such a sensitivity can be achieved. As far as the other sensitivity figures provided 
in Table I are concerned, they are as given in the Riley et al. report[1l). ' This document is ' 
a summary of a detailed study, performed jointly by scientists and engineers of NAS~s Jet 
Propulsion Laboratory 'and the Italian Space Agency (ASI) Alenia Spazio, for assessing the 
magnitude and spectral characteristics of the noise sources that will determine the Doppler 
sensitivity of the future gravitational wave experiment on the Cassini mission. Included in Table 
I is also the spectral ~ensity of the noise of a crystal-driven ultra-stable oscillator (USa). 

If dual radio frequencies in the uplink and downlink are used, then the frequency fluctuations 
due to the interplanetary plasma can be entirely removedlllJ. We will refer to this configuration 
as MODE I. If only one frequency is adopted instead, which we will assume to be Ka-Band 
(32 GHz), we will refer to this configuration as MODE II. Ka-Band is planned to be used on 
most of the forthcoming NASA missions, and will be implemented on the ground antennas of 
the Deep Space Network (DSN) by the year 1999 for the Cassini mission. 

In Figure 2 we plot the r.m.s. (1("') of the noise as a function of the frequencies'" (k = 
1, 2, 3, .... ), assuming that an interplanetary spacecraft is out to a distance L = 1.0 AU. For this 
configuration the fundamental frequency of the xylophone (Equation (11» is equal to 5.0 x 10-4 

Hz. A complete analysis covering configurations with spacecraft at ,several other distances is 
given in[Z]. 

The MODE I configuration is represented by two curves, depending on whether an atomic clock 
(circles) or a usa (squares) is operated on board the spacecraft. Sensitivity curves for the 
MODE II configuration are also provided, again with an atomic clock on board (up-triangles) 
or a usa (down-triangles). The best sensitivity is achieved in the MODE I configuration, 
regardless of whether an atomic clock or a usa is operated on board the spacecraft (circles 
and squares are over imposed). This is because the amplitude of the noise of the clock on 
board is reduced by a factor 7rD./L/c = 4.1 x 10-4 at the xylophone frequencies. At f = 10-3 

Hz the corresponding qn.s. noise level is equal to 4.7 x 10-18, and it increases to a value of 
5.7 x 10-18 at / = 10-2 Hz. As far as the MODE II configuration is concerned, the r.m.s. 
noise level is equal to 7.9 x 10-18 at / = 10-3 Hz, while it decreases to 6.3 x 10-18 at f = 10-2 

Hz. This is due to the fact that the one-sided power spectral density of the fractional frequency 
fluctuations due to the int~rplanetary plasma decays as /-2/3. 

In Figure 3 we tum to redshift experiments with a spacecraft out to 5 AU, and we assume an 
observing time of 40 hours. This example can be considered as representative of a spacecraft 
orbiting the planet Jupiter. The reduction factor of the buffeting noise B(t) (see Equation 
(10» is now equal to 

7rD./ L = 5.5 X 10-2 , 
C 
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and the xylophone frequencies are given by the following relation 

k = 1, 2, 3, .. .. (15) 

We also have assumed that when plasma calibration is not implemented, the frequency fluctu
ations due to interplanetary scintillation are estimated at opposition. This of course does not 
represent a general situation but only an example. 

The best sensitivity is achieved in the MODE I configuration and by using an atomic clock on 
board. At the Fourier frequency 1 = 2.0 X 10- 4 Hz the sensitivity is equal to 3.0 x 10- 17, and 
it increases slowly at higher frequencies. In the MODE II configuration and with an atomic 
clock on board the sensitivity degrades by about a factor of three with respect to the previous 
configuration. If a USO is used instead, then MODE I and' II are totally equivalent, since 
the USO is the dominant noise source. In this case at 1 = 2.0 X 10-4 the sensitivity of the 
xylophone is equal to 1.4 x 10- 1\ and improves as 1-1/ 2 as the frequency increases. 

CONCLUSIONS 

We have discussed a method for significantly increasing the sensitivity of two Doppler tracking 
experiments, namely searches for gravitational waves and measurements of the red shift effect. 
Our method relies on a properly chosen linear combination of the one-way Doppler data 
recorded on board with those measured on the ground. It allows us to remove entirely the 
frequency fluctuations due to the troposphere, ionosphere, and antenna mechanical, and for 
a spacecraft that is tracked for forty days out to 1 AU in search for gravitational waves, it 
reduces by almost four orders of magnitude the noise due to the on-board clock. For a redshift 
experiment instead, with a spacecraft out to 5 AU, our technique allows us to reduce by about 
two orders of magnitude the noise of the antenna and buffeting of the spacecraft. 

The experimental technique presented in this paper can be extended to a configuration with 
two spacecraft tracking each other through a microwave or a laser link. Future space-based 
las,er interferometric detectors of gravitational waves[161, for instance, could implement this 
technique as a backup option, if failure of some of their components would make the normal 
interferometric operation impossible. 

As a final note, a method similar to the one presented can be used in all those radio science 
experiments in which one-way and two-way spacecraft Doppler measurements are used as 
primary data set. We will analyze the implications of the sensitivity improvements that this 
technique will provide for direct measurements of the following quantities such as searches for 
possible anisotropy in the velocity of light, measurements of the Parameterized Post-Newtonian 
parameters, measurements of the deflection and time delay by the sun in radio signals, and 
occultation experiments. This research is in phase of development, and will be the subject of 
a forthcoming paper. 
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Figure l. 

Block diagram of the ra.dio hardware at the ground antenna of the NASA Deep Space Net

work (DSN) and on board the spacecraft (SI C), that allows the acquisition and recording 

of the four Doppler data El(t), E, (t) , Sl i t ), and S, i t) . 

Error Source Allan Deviation Fractional Frequency 

@ 1,000 sec. One--Sided 
Power SpEX:tral 

Density 

One-Way Plasma 4.9 x 10- '6 2.7 x 10 _)0 [.~ 

(@ Ka-Band) 

H-Maser 1.0 x 10- '6 / 6.2 x (lO.zs f+ 10 -)) fl 
+ 10-)0) 

Frequency Distribution 1.0 x 10- '7 1.3 x 10 ·26 f1 

Receiver chain 3.1 x 10- '7 11.3 x 10 -u f 1 

Trasmitter chain 3.4 x 10-'6 2.3 X 10 -2• 

Thennal Noise 3.8 x 10- '7 1.9 x 10 -25 f2 

Spacecraft Antenna & 5.8 x HI" /5.0 x 10-'2 [.J +10·)1 

Buffeting +5.0 x 10 ·10 

Spacecraft Amplifier 5 .0 x 10-17 4.0 x 10 ·27 f 

USO 9.5 X 10-1' 16.5 x 10 ·27 f ·1 

Table r 
List of the noise sources entering into the combined Doppler r~ponse y( t). The Allan 

deviation at a given integration time T is a statistical parameter for describing frequency 

.tability. It repr-esents the root-mean-squar-ed expectation value of the r-andom process 

associated with the fractional frequency ebanges, between time-contiguo~ frequency mea

surements, each made over time intervals of duration T . The numbers provided in this 

table are t.aken from the Riley et 41. report [11/. 
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GRAVITATIONAL WAVE SEARCHES (L = 1 AU) 
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'rhe r.m.s. noise level as a function of the frequencies Ik (k = 1. 2.3 •.... ). estimated 
for a spacecraft that is out to a distance L = 1.0 AU searching for gravi tational waves. 
Sensitivity figures for the four distinct configurations are represented with four different 
symbols. Circles represent r.m.s . values as functions of the xylophone frequency when 
plasma frequency fluctuations are totally removed and an atomic standard is on board . . 
Squares are sensitivity values again with plasma calibration. but now with a usa on the 
spacecraft. Up-triangles are used for representing sensitivity figures affected by plasma 
noise at Ka-Band. and an atornic clock is used on .board. Down-triangles assume a plasma 
noise at Ka-Band. but now with a usa on board. 
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Figure 3. 

The r.ro.s. noise level as a function of the frequencies fk (k = 1,2,3, ... . ), estimated for a 
spacecraft that is out to a distance L = 5.0 AU and tracked during a red shift experiment . 
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