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Preface

The 1995 National Aeronautics and Space Administration (NASA)/American Society for
Engineering Education (ASEE) Summer Faculty Fellowship at the Lyndon B. Johnson
Space Center (JSC), including the White Sands Test Facility, was conducted by Texas
A&M University and JSC. The program at JSC, as well as the programs at other NASA
centers, was funded by the Education Division, Higher Education Branch, NASA
Headquarters, Washington, D.C., with additional funds from the centers. The
objectives of the program, which began nationally in 1964 and at JSC in 1965, are

e To further the professional knowledge of qualified engineering and science faculty
members.

e To stimulate an exchange of ideas between particivpants and NASA.

¢ To enrich and refresh the research and teaching activities of the participants'
institutions.

e To contribute to the research objectives of the NASA centers.

Each faculty participant spent at least 10 weeks at JSC engaged in a research project
in collaboration with a NASA/JSC colleague. In addition to the faculty participants, the
1995 program included 5 students. The reports of two of the students are integral with
that of the respective fellow. Three students wrote separate reports. Volume 1

contains reports 1 through 15. Volume 2 contains reports 16 through 27 and the three
student reports, S-1 through S-3.
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1 Abstract

Protecting humans against extreme environmental conditions requires a thorough understand-
ing of the pathophysiological changes resulting from the exposure to those extreme conditions.
Knowledge of the degree of medical risk associated with the exposure is of paramount importance
in the design of effective prophylactic and therapeutic measures for space exploration. Major
health hazards due to musculoskeletal systems include the signs and symptoms of hypercalciuria,
lengthy recovery of lost bone tissue after flight, the possibility of irreversible trabecular bone loss,
the possible effect of calcification in the soft tissues, and the possible increase in fracture poten-
tial. In this research, we characterize the trabecular structure with the aid of fractal analysis.
Our research to relate local trabecular structural information to microgravity conditions is an
important initial step in understanding the effect of microgravity and countermeasures on bone

condition and strength. The proposed research is also closely linked with Osteoporosis and will
benefit the general population.



1 Hypothesis/Rationale

o The rationale for this research is based on the premise that microgravity conditions change
bone structure in addition to bone mass.

o Bone structure can be characterized by fractal geometry.

e Practal characterization of bone structural changes due to microgravity conditions is not
only optimal but also pragmatic.

2 Specific Aims

The overall goal is the characterization of bone structural changes due to microgravity with
the aid of fractals.

e We propose the use of the Alternating Sequential Filters (ASF) method to estimate the
fractal dimension of images. When only small window sizes are available, Continuous
Alternating Sequential Filters (CASF) will be used for fractal dimension estimation.

e We compute the fractal dimension of subjects participating in the bed rest study.

e We apply fractal analysis to samples of human bone and relate it to mechanical strength.

3 Significance

Protecting humans against extreme environmental conditions requires a thorough understand-
ing of the pathophysiological changes resulting from the exposure to those extreme conditions.
Knowledge of the degree of medical risk associated with the exposure is of paramount importance
in the design of effective prophylactic and therapeutic measures for space exploration. Major
health hazards due to musculoskeletal systems include the signs and symptoms of hypercalciuria,
lengthy recovery of lost bone tissue after flight, the possibility of irreversible trabecular bone loss,
the possible effect of calcification in the soft tissues, and the possible increase in fracture poten-
tial. Our research to relate local trabecular structural information to microgravity conditions
is an important initial step in understanding the effect of microgravity and countermeasures on
bone condition and strength. The proposed research is also closely linked with Osteoporosis and
will benefit the general population.



4 Background

The effect of micro-gravity on the musculoskeletal system is currently being studied. Signifi-
cant changes in bone and muscle have been shown after long term space flight. Similar changes
have been demonstrated due to bed rest. Bone demineralization is particularly profound in
weight bearing bones. Much of the current techniques to monitor bone condition use bone mass
measurements. However bone mass measurements do not completely describe the mechanisms
to distinguish Osteoporotic and Normal subjects.! It has been shown that the overlap between
normals and osteoporosis is found for all of the bone mass measurement technologies: single
and dual photon absorptiometry, quantitative computed tomography and direct measurement of
bone area/volume on biopsy as well as radiogrammetry. A similar discordance is noted in the
fact that it has not been regularly possible to find the expected correlation between severity of
osteoporosis and degree of bone loss .

Structural parameters such as trabecular connectivity have been proposed as features for
assessing bone conditions.! It has been shown that in vertebral crush fracture patients, elements
such as vertical trabeculae are retained more or less intact, while elements such as horizon-
tal bracing trabeculae are resorbed entirely®® . This results in disconnection of large number
of trabecular elements. However, in non-fracture patients connections between elements were
preserved. Long vertical trabeculae are subject to buckling under loading. When they lose
their lateral connections to adjacent trabeculae, the degree of buckling may exceed the inherent
strength of the bone. Structure can be thus be seen as an important feature in assessing bone
condition. In this research, we propose the use of fractals to model the trabecular bone structure.

5 Fractal Analysis

In the past few years a significant amount of effort has been devoted to the study of chaotic
phenomena. A part of this effort is directed towards the study of fractals. As defined by
Mandelbrot,!? fractals are surfaces whose dimensions are strictly greater than their topological
dimensions. Intuitively, fractals are surfaces which are embedded in between the m and m + 1
dimensional manifolds. A fractal object can be characterized by it’s dimension which may be
interpreted as the quantity of space occupied by the object between the m and m+1 dimensional
manifolds. Various alternative definitions of dimension have been proposed in the literature. For
a detailed discussion of these different definitions the reader is referred to.}41%16 This research
employs the definition commonly know as the capacity dimension.!®

It was Kolmogorov®! who originally proposed the capacity of a set as

_ .. logN(e)

*= 1% g1 /e) W
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where if the set in question is a bounded subset of a p-dimensional Euclidean space R? , then
N(g) is the minimum number of p-dimensional cubes of side &€ needed to cover the set. For a
Fractal set, d can be a non-integer.

Fractals are known to obey the self-similarity property. Self-similarity implies that the sta-
tistical properties of a fractal are independent of the scale or resolution of observation.

There are number of ways in which fractal geometry can be applied to the analysis of image
texture. Pentland et al'! used a method related to the co-occurrence matrix technique of texture
classification based on fractal dimension. They found the standard deviations of the difference of
gray levels separated by a given vector and plotted it against the vector lengths as a log-log graph.
Maragos has used Morphological Covers to estimate Fractal dimension of Synthetic Images.”
In another technique’ a two dimensional gray level image is represented as a three-dimensional
surface whose height at each point represents the gray level at that point and the surface area
is measured at different scales. It has also been shown that® an n-dimensional fractal object
can be characterized by the fractional Brownian motion of n variables and that the relationship
between the power spectral density and r are independent of the projection.®® This makes the
fractal dimension computed from the projections of an n-dimensional fractal object represent
the original object. Several studies have modeled radiographic bone images using fractional
Brownian motion and have used maximum likelihood estimation to find the fractal dimension.?

A recent study has indicated that fractal analysis can distinguish between dental radiographs
of pre and post menopausal women.’® Analyses of dental radiographs have been shown to be
independent of imaging conditions involved in taking the radiographs (such as the angle between
x-ray collimator and anatomical structure of interest) to a significant extent.!® These preliminary
studies also suggest that the fractal measure is to a major extent, independent of the anatomical

site being analyzed. Another study used fractal dimensions to attempt predicting osseous changes
in ankle fractures.?®

A variety of methods have been proposed to estimate the fractal dimension of trabecular bone
structures.1®1922220 An important problem is the estimation of fractal dimension from images when
only small window sizes of the desired structures are available. In this proposal, a new method
based on Alternating Sequential Filters (ASF), is presented to estimate the dimension of a fractal
object. When only small window sizes (between 16 x 16 to 64 x 64) are available, we propose
the use of Continuous Alternating Sequential Filters (CASF) for fractal dimension estimation.
Frequently MRI studies are carried out to provide images of the spine. The individual vetebra
occupies only a small region of the entire image of the spine (window size less than 50 X 50 ).
CASF methods are well suited to handle these small window size situations. However, if the
window size is greater then 64 x 64, ASF methods can be used.
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5.1 Alternating Sequential Filter (ASF)

The method presented here to estimate fractal dimension is based on using Alternating Se-
quential Filters (ASF). Due to space limitation, a very brief review of ASF is presented. For
further details on the morphological concepts presented here the reader is referred to0.42122%6 Al-
ternating Sequential Filters appeared initially in the work of Sternberg.?” The image X is filtered
by a closing operation ¢; followed by an opening operation ;, then it is filtered again by a larger
closing ¢ and a larger opening 72, etc..., which in essence produces the operator

My(X) = ¢ ... 1 (X) . (2)

Transformations that apply products of openings and closing in gneral introduce less distortions
than individual operation such as dilations. The operations openings and closing, tend to preserve
the rough’ nature of the image X . Although the use of dilations and erosions have been proposed
in the literature to estimate the fractal dimension,??? it was observed in the scope of this work
that ASF’s are more suitable for estimating fractal dimension.

Let £ be a complete lattice. Now define two mappings, a pair of primitives, (A, X) — 7, (X)
and (A, X) = ya(X) from Rt x £ into £ such that for all A > 0, 4, is an opening and ¢, is a
closing such that

AZp=> < and dr> ¢, (3)

Note that A represents the size of the structuring elements used and X is any arbitrary set on
£. Now let m, be an operator defined as:

My = VP (4)
and for pairs A, N € R* with X’ construct the sequence of products

My = My(\X)=mymy, (5)
M, = M;(\XN) =mampgayemy

Mk = Mk()\, A’) =my... m,\+,-2—k()‘,_,\) N mx+2_k(,y_)‘)m>‘: ,0 < z S 2"

A morphological filter called an Alternating Sequential Filter with primitives v and ¢ and bounds
A and X is defined to be:

M = M} = AM(\,X), (6)
where M is the infimum over all M. The mapping M is increasing and idempotent for X' > A.

Once an ASF representation of the image is obtained, the fractal dimension can be easily
computed with the aid of equation 1.
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5.2 Continuous Alternating Sequential Filters (CASF)

We propose the use of CASF when only small window sizes of the desired structure are
available in the image. With larger window sizes, ASF methods can be used. The lattice £ is
assumed to be a locally compact Hausdorf topological space. In the digital case the definition
of compactness of a space has to be handled more carefully. Let G be the sampled version of an
arbitrary d-dimensional function F, where m < d is the topological dimension of F. It is assumed
that G is the only function available. All characteristics of F at higher resolutions are lost and
as such have to be estimated from G. Compactness of the function G has to be considered at

each scale value at which the function G is being observed. The following assumptions are made
about an arbitrary function F:,

F is a measurable, continuous, convex and a smooth function with known number of contin-
uous derivatives.

A variety of techniques can be employed to reconstruct the function F from the function G
given that some of the above assumptions are satisfied.?®

Let G be a d-dimensional fractal set. It is noted that d is not necessarily an integer. Also G is
embedded between m and m + 1 dimensional euclidean manifolds such that m < d < m+1. Let
G = ASF(G) be a morphological mapping from R+ x £ into £ over some arbitrary neighborhood
U defined by the size of the structuring element B. Note that the ASF is being used as the locally
smoothing operator M described above. The use of ASF filters preserves the global nonlinear
characteristics of G while performing some level of smoothing over the local neighborhood U.
Let G. = T (G) be the reconstructed object G at a resolution scale £ and G. = ASF(G.). The
sets G, provide a pyramidal representation as different scale values ¢ are used and the size of G.
is changed accordingly. As in (1), let N(¢,U) be the number of m-dimensional cubes required
to cover the neighborhood U of G.. Over any arbitrary neighborhood U , the function N (e, U)
is a mapping from R*x £ — R*. The fractal dimension d can then be estimated by:

log) N(e,U) =dloge (7)

Note that the sum above is taken over all compact, closed, neighborhoods U of G..

6 Preliminary Experimental Results.

6.1 Bedrest Studies

Fractal analysis was performed on calcaneus regions of subjects undergoing bedrest study.
Fig 1 shows one slice of the calcaneus region imaged with the MRI scanner. Figure 2 shows the
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location of 5 different window locations in which the fractal dimension was computed. Figure 3
shows that the fractal dimension of the calcaneus region as a function of time.

6.2 Fractal Analysis of Tibia

MRI images of an isolated tibia were obtained. Fig 4 shows a slice of the MRI image of the
tibia. Fig 5 shows the location of the 53 windows in which the fractal dimension was computed.

Fig 6 shows the plot of the fractal dimension as a function for the 53 different window locations
in the image.

7 Summary and Conclusions

We have used the fractal dimension to characterize the trabecular bone structure. We have
computed the fractal dimension in the calcaneus region of a bedrest subject. We have also
computed the fractal dimension of an isolated tibia scanned in the MRI scanner. We plan on
relating the fractal dimension to mechanical strength in an ongoing research project.
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ABSTRACT

Jet plume impingement forces acting on large flexible space structures
may precipitate dynamically unstable behavior during space flights. Typical
operating conditions in space involve rarefied gas flow regimes which are
intrinsically distinct from continuum gas flow and are normally modeled using the
kinetic theory of gas flow. Docking and undocking operations of the Space
Shuttle with the Russian Mir space laboratory represent a scenario in which the
stability boundaries of solar panels may be of interest. Extensive literature
review of research work on the dynamic stability of rectangular panels in rarefied
gas flow conditions indicated the lack of published reports dealing with this
phenomenon.

A recently completed preliminary study for NASA JSC dealing with the
mathematical analysis of the stability of two-degree-of-freedom elastically-
supported rigid panels under the effect of rarefied gas flow was reviewed. A test
plan outline is prepared for the purpose of conducting a series of experiments on
four rectangular rigid test articles in a vacuum chamber under the effect of
continuous and pulsating Nitrogen jet plumes. The purpose of the test plan is to
gather enough data related to a number of key parameters to allow the validation
of the two-degree-of-freedom mathematical model. The hardware required
careful design to select a very lightweight material while satisfying rigidity and
frequency requirements within the constraints of the test environment. The data
to be obtained from the vacuum chamber tests can be compared with the
predicted behavior of the theoretical two-degree-of-freedom model. Using the
data obtained in this study, further research can identify the limitations of the
mathematical model. In addition modifications to the mathematical model can be
made, if warranted, to accurately predict the behavior of rigid panels under
rarefied gas flow regimes. :
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INTRODUCTION

This study is a step toward the development of an engineering tool
capable of predicting the stability boundaries of solar panels while taking into
consideration their unique structural characteristics. Although research on flutter
analysis of structures in continuum gas flow regimes is well documented in the
published literature, work on flutter analysis of structures in rarefied gas flow is
virtually non-existent. In recent years, scientists and engineers at NASA JSC
and elsewhere conducted a number of investigations to study the physics of jet
plumes and their impingement loads on stationary rigid objects in vacuum
chambers and in space (1, 2, 3, 4, 5).

Literature review of the jet plume impingement forces and the dynamic
stability of rectangular panels in rarefied gas flow conditions was undertaken.
The review focused on a recently completed study dealing with the theoretical
analysis of the flutter of a two degree-of-freedom rigid body model (6,7). A brief
test outline is given for the purpose of investigating the experimental behavior of
rectangular panels in a vacuum chamber under the effect of continuous and
pulsating Nitrogen jet plume. Three of the four test articles will be attached to a
flexible element which will allow torsional and bending vibrations, and one test
article is stationary. Validation of the stability boundaries predicted by the
theoretical rigid body model is the primary objective of the test plan.

TEST OVERVIEW

Tests on a total of four rectangular panels of 40” by 20" are outlined. The
first test article (TA-1) consists of a rigid metal panel mounted on a rigid support.
The second and third test articles (TA-Il and TA-Ill) are elastically-supported
rigid panels. The fourth test article (TA-IV) is an elastically-supported flexible
panel. The tests will be conducted in Vacuum Chamber B at NASA JSC to study
the dynamic stability of rectangular panels when subjected to rarefied gas
continuous and pulsating flow in vacuum conditions. A number of key
parameters will be varied to study the phenomenon of dynamic stability of these
panels under different conditions.

TEST SETUP

The test setup is referenced to a global set of axes (XYZ) whose origin
(0,0,0) is located at the center of the floor of Vacuum Chamber B. The XY plane
is parallel to the floor. The X-axis is oriented to the geographic east and the Y-
axis is oriented toward the geographic north. The Z-axis is vertically upward for
positive direction.
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The gas nozzle will be located at (0, 0, 10 ft). The longitudinal axis of the
nozzle will be parallel to the X-Y plane. The nozzle will be mounted on a turning
table which will allow orientation of the nozzle axis to be at an angle @ of 0° for
TA-l, 90° for TA-Il, 180° for TA-lll and 270° for TA-IV, where the angle 0 is
measured positive counterclockwise with respect to the positive X-axis.

All the test articles (rigid or flexible) will be oriented with their transverse
axis parallel to the Z-axis. The orientation of the longitudinal axis of the test
articles (angle of attack) will vary during the tests. The longitudinal axis of the jet
nozzle will be passing through the geometric center of the test articles during
testing. Test article TA-1 will be stationary during the tests. Test articles TA-II,
TA-lll and TA-IV will be supported along the transverse axis to provide the
specified torsional frequency of 1 Hz for the test articles/support system while
restricting the bending frequency of the system to at least 10 Hz.

The far end of the support for test articles TA-ll, TA-Ill and TA-IV will be
secured to a mounting rig at or near the Vacuum Chamber floor such that
translations and rotations about the X, Y, and Z axes are restrained. The
mounting rig for TA-1l shall be attached to a slider which will allow the distance
between the test article and the nozzle exit to be varied within £ 1 f. The
mounting rigs for all four test articles will also provide the facility to change the
angle of attack of the test articles by rotating them about the Z-axis.

A video camera, laser targets and a number of transducers will be set up
on and around the test article. Data acquisition will be setup outside the
Chamber for data A/D conversion and collection.

JET PLUME
Type: Nitrogen
Nozzle: Dia. = 0.0065 in +0.0005 in single orifice.
Flow: Continuous until plume collapse
Pulsating flow: two scenarios: periodic square and periodic half-sine waves.

Pulse duration t, = 0.1 sec
Pulse separation At = 0.2 sec.
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TEST ARTICLES
Test Atticle | (TA-1)

TA-1 consists of a 40” by 20" rigid aluminum panel of uniform thickness
with a Kapton thin film bonded to the front side. The panel will be supported by
brackets, or other type of support, which will restrain the plate during the tests.
The thickness of the aluminum plate is governed by the distance needed to
accommodate the pressure transducers to be attached to the test article. Three
pressure transducers will be used to measure the dynamic pressure. Six
thermocouples will used to measure the temperature of the plate surface.

Test Article 1l (TA-11)

TA-ll consists of a 40” by 20” panel. The panel is made of a framework of
1/4” composite tubes. A three mill Kapton film will cover the front side of the
panel. A pretension force will be applied to the Kapton film during fabrication.
The Kapton film is then secured to the back side of the outer composite tubes.
The test article will be mounted on a slider which will allow the distance between
the nozzle exit and the front of TA-ll to vary from 3 ft to 5 ft. The mass moment
of inertia of the test article/support system about the Z-axis, |, is equal to 60
lbm.in®>. The torsional natural frequency of the test article/support system, f,, is
equal to 1 Hz.

Test Article 11l (TA-IlI)

TA-lll also consists of a 40" by 20" panel to be made of a honeycomb
paper with two triangular cutout areas. A two mill Kapton (or mylar) film covers
the front and back sides of the panel. An adhesive film of 5.5 mil will be used to
glue the films to the panel. The mass moment of inertia of the test article/support
system about the Z-axis, |, is equal to 60 lbm.in>. The torsional natural
frequency of the test article/support system, f,, is equal to 1 Hz.

Test Atticle IV (TA-IV)

TA-IV consists of a 40" by 20 flexible metal panel such that the bending
frequency of the panel itself about its transverse axis (Z-axis) is 2 Hz. The mass
moment of inertia about the Z-axis, |, is equal to 60 Ibm.in®>. The torsional natural
frequency of the test article/support system, f,, is equal to 1 Hz.

25



[1]

[2]

13
[4]

3]
(6]

(7]

REFERENCES

Fitzgerald, S.M., Bouslog, S.A. and Hughes, J.R.,” Model for Predicting
Orbiter PRCS Plume Impingement Loads,” NASA JSC Report #26507,
Rev. A, June 1995.

Bouslog, S.A., Fitzgerald, S.M. and Machin, R.A.,” Instrument
Characterization Tests in a Nitrogen Free Jet,” NASA JSC Report #26706,
March 1995.

Fitzgerald, S.M., and Hughes, J.R.,” Orbiter PRCS Plume Impingement
Tollkit,” NASA JSC Report #26583, March 1995.

Fitzgerald, S.M., Bouslog, S.A. and Hughes, J.R.,” Model for Predicting
Orbiter PRCS Plume Impingement Loads,” NASA JSC Report #26507,
January 1994.

Machin, R.A., et al, “Shuttle Plume Impingement Flight Experiment
(SPIFEX) Data Reduction,” NASA JSC Report #27030, Vol. L.

Storch, J.A., “ Flutter of Solar Arrays Subjected to Rarefied Plume
Impingement,” Draper Laboratory Reports, September 1994 and January
1995.

Storch, J.A., “ Solar Array Flutter in Pulsed Rarefied Flow,” Draper
Laboratory Report, June 1995.

26



PREDICTIVE MODELING OF CARDIAC ISCHEMIA

Final Report
NASA/ASEE Summer Faculty Fellowship Program-1995
Johnson Space Center

Prepared By: Gary T. Anderson, Ph.D.

Academic Rank: Associate Professor

University & Department University of Arkansas at
Little Rock

Dept. of Applied Sciences
Little Rock, AR 72204

NASA/ISC

Directorate: Information Systems
Division: Technology Systems
Branch: Client/Server

Date Submitted: 8/11/95

Contract Number: NGT44-001-800

3-1



ABSTRACT

The goal of the Contextual Alarms Management System (CALMS) project is to
develop sophisticated models to predict the onset of clinical cardiac ischemia before it
occurs. The system will continuously monitor cardiac patients and set off an alarm when
they appear about to suffer an ischemic episode. The models take as inputs information
from patient history and combine it with continuously updated information extracted
from blood pressure, oxygen saturation and ECG lines. Expert system, statistical, neural
network and rough set methodologies are then used to forecast the onset of clinical
ischemia before it transpires, thus allowing early intervention aimed at preventing morbid
complications from occurring. The models will differ from previous attempts by
including combinations of continuous and discrete inputs.

A commercial medical instrumentation and software company has invested funds
in the project with a goal of commercialization of the technology. The end product will
be a system that analyzes physiologic parameters and produces an alarm when
myocardial ischemia is present. If proven feasible, a CALMS-based system will be added
to existing heart monitoring hardware.



INTRODUCTION

Cardiovascular disease is the leading cause of death in the US, causing about 43%
of all mortalities. Each year, more than 5 million patients arrive at Emergency Rooms
(ER) with chest pain, with 35-40% of these suffering from acute ischemia [Selker, 1989].
Coronary Care Units (CCUs) have proven to be extremely effective in preventing death
from ischemic cardiac events, but the cost of these units limits their presence to only 22%
of hospitals. When cardiac patients arrive at a medical facility, a decision must be made
as to whether they belong in the CCU or in a less expensive facility such as a Monitored
Care Unit (MCU). For patients arriving at a hospital without a CCU, a decision must be
made as to whether they can be treated in-house, or should be transported to a tertiary
care facility with a CCU.

The cost of wrong triage decisions can be staggering. Estimates of the percentage
of patients needlessly admitted to the CCU range from 50% [Rollag, 1992] to 70%
[Fineberg, 1984]. Selker [1989] concludes that each year perhaps $4 billion dollars are
spent on CCU care for such patients. In addition, many patients who would benefit from
CCU services are not admitted. It is estimated that about 11% [Fleming, 1991] of ER
patients with acute ischemic disease are inadvertently sent home. Of those admitted, 9 to
12% [Rollag, 1992; Fleming, 1991] who should be admitted to the CCU are sent to the
ward or a step down care facility.

Criteria for admission to a CCU can vary, depending on hospital practice
[Weingarten, 1993]. It is known that CCU interventions can significantly lower mortality
of patients with acute myocardial infarctions. If implemented in the first 6 - 12 hours
after an MI, arrhythmia prophylaxis, cardiac monitoring, thrombolytic therapy and
resuscitative interventions available in the CCU can all reduce mortality and morbidity
rates for cardiac patients. Quick diagnosis and triage decisions are critical for preventing
or effectively treating complications of an MI1. However, cardiac triage decisions in the
emergency room are often made under severe time pressure, making optimal placements
difficult. The proposed CALMS technology will assist the ER physician in making
difficult triage decisions by giving them an objective, computer-based second opinion on
patient prognosis.

The most difficult triage decision concerns patients with unstable angina, chest
pain that is non-responsive to drug treatment. 80-90% of these people will respond to
medical therapy, while 10-20% will progress to a myocardial infarction (MI). Based on a
pilot study of patients at the University of Arkansas for Medical Sciences, about 8% of
people in an MCU will later be transferred to the CCU, indicating that the severity of
their illness was originally misinterpreted by the attending cardiologist. Emergency room
physicians and family practitioners in rural settings could be expected to have a higher
misdiagnosis rate. Once in a CCU, very few life-threatening incidents transpire. If
surgery patients, catheterization patients, people admitted to the CCU because they are in
the midst of a potentially lethal event and co-morbidity patients (who experience chest
pain along with another unrelated illness) are excluded, less than 10% of the remaining
population will experience life-threatening episodes. One reason for the low event rate is
because of interventions available only in a CCU (e.g., administration of intravenous
nitroglycerine or dobutamine), which probably prevented morbid incidences that would
have occurred otherwise. However, overcautious admission of people to the CCU likely
accounts for a large portion of the low event rate [Selker, 1989].



PREDICTIVE MODELS

Predictive models generally depend on information from a patient’s medical
history and present medical condition. Several physiologic parameters have been shown
to be indicators of future cardiac events. For example, factors as varied as age,
hypertension, diabetes, length of stay in CCU [Gheorghiade, 1987], ST and T wave
changes [Severi, 1988; Bell, 1990], sex, anterior infarction, hypotension at admission,
ventricular tachyarrhythmias, diabetes, Killip class III and IV [De Martini, 1990],
previous myocardial infarction [Nishi, 1992], and serum urea [Marik, 1990] have all been
shown to have short-term prognostic significance. Recently, changes in heart rate
variability has also been shown to be a precursor of clinical ischemia [Bianchi, 1993].

Several researchers have developed models to predict which patients could most
benefit being in the CCU [Pozen, 1984; Brush, 1985; Weingarten, 1989, Selker, 1991].
Pozen et. al developed a model based on seven discrete inputs to the logistic equation.
This model worked best at excluding patients from the CCU (rather than predicting who
should be admitted), but missed some obvious candidates [Green, 1988]. In addition, two
of the criteria can not be reliably found in a patients medical records (nitroglycerine use
and history of heart attacks), and another two may have ambiguous interpretations (S-T
segment “straightening” and chest pain as the chief complaint). An improved version of
the logistic model [Selker, 1991] used twelve discrete inputs and was shown to perform
about as well as an ER physician. To be generally accepted by physicians, however, a
decision aid must perform significantly better than physician judgment.

Brush [1984] developed a model based on an “ECG score” that predicted
complications in cardiac patients, but the model had disappointing performance when
used outside the environment it was developed in [Green, 1988]. Other groups have
developed practice guidelines based on expert opinions on how to treat cardiac patients
[Weingarten, 1993]. These guidelines work best at selecting patients for early transfer
from the CCU, rather than choosing patients suitable for admission.

MODELING TECHNIQUES

Neural Networks :

Artificial neural network techniques show excellent promise in being able to
overcome the limitations of presently used computer methods to predict patient
prognosis. This is because these networks can be trained to recognize complex
relationships that exist between inputs (i.e., physiologic data) and outputs (i.e., patient
outcome) [de Villiers, 1993]. These subtle relationships in the data are automatically
recognized by the network, even if they are unknown to clinicians. Because neural
networks can learn any arbitrary relationship between a given set of inputs and outputs,
they can normally be expected to perform at least as well as and usually better than any
other modeling technique. As the complexity of the problem increases, so does the
superiority of neural networks over most other methods. Importantly, neural network
techniques have previously been shown to be able to handle the inaccuracy and
inconsistency associated with patient histories and physical findings [Pike, 1992;
Edenbrandt, 1992; Baxt, 1991; Marik, 1990; Gheorghiade, 1988]. Further, the networks
appears to be able to deal with the complexities of disease states characterized by several
totally differing clinical presentations [Dassen, 1990].

The disadvantage of neural network models is that, while they often have
excellent overall results, they do not reveal how a given prediction was made. Physicians
sometimes feel uncomfortable with this “black box™ approach to patient management in
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complicated cases because it is difficult to know when to overrule the network prediction.
This objection can be overcome by having a model that can demonstratively perform
much better than standard physician judgment.

Rough Sets

Rough sets is a new and powerful technique for extracting rules from data
[Pawlak, 1984]. Rough sets have been shown to create impressive predictor models and
are especially well suited for problems with inconsistent data, as is often the case with
medical problems. Like neural networks, rough sets is a completely data driven technique
that can find relationships that exist between problem parameters. A major advantage of
rough set models is that they can explain the reason a certain decision was made by
revealing what rules were fired. This makes it easier for a physician to reject a decision

made by the model on the rare occasions when an unusual set of circumstances suggests
such action.

In order to create a rough set model, continuous data must be divided into discrete
categories, (e.g., high, medium and low). The rough set algorithm will compare the
discretized inputs and output, and eliminate redundant inputs. From the remaining data, a
set of rules will be generated that indicates what the likely outcome will be for a given
combination of inputs. Certain rules are generated from consistent examples and
uncertain rules are generated from inconsistent data. For example, an uncertain rule might
state that under given conditions the outcome will be positive 80% of the time. Various
methods are employed to give strengths to different rules so that when contradictory rules
are fired the most important one will determine the decision.

Rough sets have a few minor disadvantages that have to do with the requirement
for discretization of continuous data. If a problem has more than a few inputs, a large
amount of data is required to extract rules for all possible combinations of input
categories. If a rule has not been generated for a particular combination during training
(i.e., rule extraction from a training set of example cases), then no decision can be made
when this particular combination occurs during model use. Also, several examples of
each combination of categories are desirable to ensure the rules work for a majority of
cases. Therefore, a large number of training examples are necessary for the rough set
model to generate reliable rules for all possible scenarios.

A second slight disadvantage of rough sets has to do with the crispness of the
categories defined for continuous data. For example, a heart rate of 40 - 60 might be
considered low, 61 - 80 medium and 81-120 high. Two people may have nearly identical
physiologic signs, but one has a heart rate of 80 and the other a heart rate of 81. These
people would be considered as being in different categories (80 = Medium, 81 = High),
even though they are nearly identical. If a large set of examples is available to extract
rules from, this disadvantage can be overcome by using a large number of categories for
important variables.

Logistic Regression

Logistic regression is a standard statistical tool that has been used for predictive
models with some success [Pozen, 1984; Selker, 1991]. Logistic regression assumes the
desired output (usually a “yes” or a “no”) fits the sigmoid-shaped logistic equation. The
technique has advantages over discriminant analysis in that it can accept combinations of
categorical and normal or non-normal continuous data. Data is fit to the equation:

1
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where Y is the desired outcome, X are the inputs, by are the coefficients of X and u = by
+ b1X1 + b2X2 + ... + bpXp, Logistic regression has been shown to work well with
categorical and non-normal inputs. Its major disadvantage is that it assumes the data fits a
rigid form of equation that may not reflect the subtle interactions actually present
between factors in the problem.

DATA ANALYSIS

A pilot study, based on an NSF/Whitaker Foundation planning grant, was
conducted to determine the feasibility of developing neural network and rough set
predictive models from CCU data. A total of 118 records from patient who had gone
through the CCU of the University of Arkansas for Medical Sciences’ University
Hospital in the past five years was input into a database. Surgery patients, catheterization
patients and people admitted to the CCU because they are in the midst of a potentially
lethal event were excluded. Thirty seven physiologic parameters from the patients charts
were recorded, with 28 model inputs recorded at admission and 9 upon admission to the
CCU (see Table I). Four possible adverse outcomes were noted: 1. Type II 2nd degree
AV block or 3rd degree AV block; 2. More than 15 seconds ventricular tachycardia; 3.
Blood pressure less than 85 with the use of pressors; 4. Death. A total of 44 of the
patients suffered serious events while in the CCU. Due to the small number of total
events, all four adverse outcomes were combined into a single outcome that was positive
if any of the four complications occurred.

Model Input Selection

Data from 118 cases was collected, but only 40 of these had a complete set of
inputs. The type of data collected creates special problems for model development for
several reasons: 1) there are too few training cases for the number of inputs present; 2)
the inputs are correlated; and 3) bad data points probably exist in both the inputs and
outputs. A set of predictive model inputs was chosen in a two step process. First, data was
divided into two groups based on the outcome (yes = event and no = no event). Student t-
tests are a method of testing whether the mean of two groups are equal. t-tests were run to
look for differences in each variable between the two groups. Afterwards, stepwise
logistic regression was run on the variables selected by the t-tests to choose the final set
of model variables. The t-tests were necessary because stepwise regression is performed
only on cases that have a full set of all inputs. If a single input is missing from a example,
then the entire case is removed from the procedure. This, when applied over the entire
dataset, then leaves very few complete cases for model development. On the other hand,
t-tests can be performed on all cases where the variable under consideration is present,
irrespective of whether any of the other inputs are missing. This allows each candidate
input to be evaluated over a larger sample size, thus giving a more solid basis for
elimination of parameters that show no difference between outcome groups. After
candidate inputs are selected by the t-tests, stepwise regression is performed to eliminate
redundancies in the inputs caused by correlations between variables.

Eighteen variables were chosen by the t-tests (p<0.1 using either the yes and no
groups pooled or separated for calculation of variances) as being possible candidates for
the model inputs. The eighteen were: sex, age, weight, diabetes, chest pain, systolic
pressure, respiration rate, white blood count, ventricular arrhythmias, ST segment
depression, rales, syncopy, S3 heart sound, temperature in CCU, diastolic pressure in
CCU, respiration in CCU, aspirin use, class III drug use, class IV drug use, and change in
body temperature between ER and CCU. After running stepwise logistic regression,
seven inputs were chosen for model development: sex, age, weight, diabetes, ST segment
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TABLE L - INPUT PARAMETERS FOR THE PREDICTIVE MODELS.

E

1 sex ‘ male or female
2 age “continuous
3 weight continuous
4 smoking yesorno
5 history of diabetes yes or no
6 previous MI yes or no
7 chest pain yes or no
8 heart rate continuous
9 systolic blood pressure continuous
10 diastolic blood pressure continuous
11 body temperature continuous
12 respiration rate continuous
13 hematocrit continuous
14 serum K continuous
15 white blood count continuous
16 creatine continuous
17 current MI yes or no
18 anterior MI yes or no
19 atrial arrhythmias yes or no
20 ventricular arrhythmias yes or no
21 ST segment depression yes or no
22 ST segment elevation yes or no
23 # of ventricular ectopics in a run continuous
24 rales greater than 1/3 up yes or no
25 syncope yes or no
26 height continuous
27 S3 yes or no
28 history of congestive heart failure yes or no
29 heart rate in unit ‘continuous
30 systolic blood pressure in unit continuous
31 diastolic blood pressure in unit continuous
32 respiration in unit continuous
33 aspirin yes or no
34 class I drugs yes or no
35 class II drugs yes or no
36 class IIT drugs yes or no
37 class IV drugs yes or no

depression, respiration rate in CCU and aspirin use. A total of 95 out of the original 118
cases had all seven of these inputs present.

Factor analysis by principle component decomposition was performed on these
seven inputs plus an additional input, presence or absence of atrial arrhythmias, to try to
eliminate correlations in the inputs. Three factors were chosen by this method: factor 1
was a combination of sex, respiration rate in the CCU, ST segment depression and
diabetes. Factor 2 combined weight, diabetes and atrial arrhythmias, while factor 3
combined aspirin usage and atrial arrhythmias. The resulting factors were fed into a
stepwise logistic regression model. The logistic model selected only a constant term,
indicating that these three factors have little, if any, predictive power. It was therefore
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concluded that factor analysis was not an effective means of reducing this particular
dataset.

Training and Testing Set Selection

Model development and validation were performed by dividing the database into
two categories, one for model training and the other for model testing. Ideally, a training
set should capture the important features in the data. The training set should normally be
unbiased (i.e., have an equal number of yes and no outcomes), or be intentionally biased
to favor a particular result. It is also desirable to have the testing set representative of the
data as a whole, so as to get a true idea of model performance. To accomplish these, the
data set was clustered by cases, using a nearest neighbor algorithm. Six clusters were
visually identified, with between 2 and 31 members in each cluster. Four cases were far
from all others, and these were placed in the test set. Two training sets were developed,
one with 61 cases and the other with 40. The set with 40 cases was nearly equally
balanced between yes and no answers, while the other one had 24 extra no outcomes.
The test set, which contained 33 cases, had all clusters represented and contained 13
positive and 20 negative outcomes.

Neural Network Results
The models created were evaluated by using sensitivity and specificity:
... tp
sensitivity = P+
specificity = : ntffp

where tp is true positives, tn is true negatives, fp is false positives and fn is false
negatives. Sensitivity is a measure of how likely a model will predict a condition if it is
actually present, while specificity indicates how likely a condition is to be present if the
model results are positive. Several neural network architectures were investigated, with
the best results shown in Table 2.

TABLE 2.- NEURAL NETWORK RESULTS FOR 7 INPUT MODELS.

Number of Hidden Nodes
3 4 3-1
Average % Correct 58 57 55.5
Sensitivity 0.62 0.54 0.46
Specificity 0.50 0.60 0.65

In Table 2, average % correct is the average of the sensitivity and specificity x 100, while
3-1 indicates a four layer network with three nodes in the first hidden layer and one node
in the second hidden layer. The results for three hidden nodes used the training set with
40 cases, while the others used the set with 61 cases.

It was thought that the test set results may have suffered from too many inputs for
the number of training cases, so a reduced set of inputs was chosen for further model
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generation. The new inputs were age, weight, ST segment depression and respiration rate
in the CCU. The training set for this network had 61 cases. A network with 2 hidden
nodes had the following results:

Average % Correct = 70.5, sensitivity = 0.46, specificity = 0.95

The results are significant. While the model only correctly predicted about one half of all
the cardiac events, when it did forecast an event the patient was extremely likely to suffer
one (19 out of 20 cases). This network can therefore be used as a screening tool to help
decide to place patients in the CCU or, if they are already in the CCU, to keep them there.

Another technique tried to improve model performance was to combine the
outputs of the best networks for sensitivity and specificity. These were used as the inputs
for a second neural network, with the idea that if each of the original models searched a
different area of the solution space then combining them will produce results better than
either alone. The output from the network that had a sensitivity of 0.62 (see Table 2) and
the one that had a specificity of 0.95 (described above) were combined. The best
architecture had four nodes in a single hidden layer:

Average % Correct = 64.5, sensitivity = 0.54, specificity = 0.75

The results are in between the original networks for sensitivity and specificity, thus
indicating that the networks were probably keying in on the same features.

The final method tried was to add simulated training cases in order to increase the
allowable degrees of freedom in the problem. This procedure also forces the network to
learn relationships between inputs. The procedure is as follows:

1. Calculate an average value over all the cases in the training set for each input.

2. For each case, the number of new exemplars created will equal the number of inputs to
the model.

3. Each new exemplar replaces a single input with its mean, so that the number of
simulated cases created equals the original number of cases times the number of model
inputs.

The procedure described above allows a network to be trained with a larger number of
hidden nodes without overtraining the network. The inputs for this model were: sex, age,
weight, diabetes, ST segment depression, respiration rate in CCU and aspirin use. The
original training set had 41 cases, 19 of which were positive outcomes and 22 negative.
The new training set had 328 cases with 152 positive outcomes and 176 negative ones.
The best network had a single hidden layer with four hidden nodes:

Average % Correct = 66, sensitivity = 0.57, specificity = 0.75

The results improve upon those shown in Table 2, but are slightly worse (66% vs. 70.5%
average correct) and not as useful as those from the network with a reduced set of inputs.
The limited number of training cases and the combining of four disparate events into a
single outcome probably preclude better model performance on this dataset.

Logistic Regression and Rough Set Resuits

A logistic model was also developed from the same dataset. The training set with
61 inputs was used for coefficient determination (see Equation 1), and the standard 33
case test set was used for model validation. The best validation results were obtained



with the following inputs: age, weight, ST segment depression, respiration rate in CCU
plus the interactions age x ST segment depression, and weight x respiration rate in CCU:

Average % Correct = 64.5, sensitivity = 0.54, specificity = 0.75

The results are not as good as the best neural networks, but better than many of the
networks developed. The logistic model therefore is probably a good benchmark to
compare the neural network models to, because it gives an indication if the optimal neural
network architecture has been developed for a given problem.

A rough set model was developed from four inputs: age, weight, ST segment
depression and respiration rate in the CCU. Continuous inputs were divided into four
equally spaced categories that spanned their range. Twelve rules were extracted from the
61 case training set, five for negative decisions and seven for positive decisions. The rule
certainty was 100% for eleven rules, and 96% for the twelfth. Each negative rule had
between four and twenty-five cases supporting it, with positive rules having between one
and six cases supporting them. Decisions were made in 31 of 33 cases in the test set.
Model results were:

Average % Correct = 73.5, sensitivity = 0..58, specificity = 0.89

These results are excellent compared to logistic regression and neural network
techniques. Although the specificity was slightly less than the best neural network model,
its overall performance was better. Moreover, the rough set model made no decision in
cases that were not similar to those it was developed on, whereas neural networks will
always give an output for all cases.

CONCLUSIONS

Rough sets, neural networks and logistic regression have all proven to be effective
tools for predicting the outcome of cardiac patients in a CCU. The rough set model gave
the best overall results, and has the advantage of being able to explain how a decision was
made. Also, rough set models will not make decisions on cases that are far from the ones
they were developed on, adding a degree of confidence to the results. The best neural
network model proved to be the most practical, with a specificity of 0.95, although
overall results were not quite as good as with rough sets. Logistic regression proved
useful as a benchmark against which other methods could be tested.

The key to developing these prognostic models is to choose a good set of
predictor variables. This was done in a two step process, using student t-tests and
stepwise logistic regression. Selection of cases for training and testing models is also
crucial for model creation and validation. A clustering algorithm that measures the

distance between cases, while requiring subjective decisions, has shown itself to be
useful.

Future work invcludes applying the data analysis techniques described above to
the Contextual Alarms Management System (CALMS) project. The goal of CALMS is to
develop sophisticated models to predict the onset of clinical cardiac ischemia before it
occurs. The system will continuously monitor cardiac patients and set off an alarm when
they appear about to suffer an ischemic episode. The models take as inputs information
from patient history and combine it with continuously updated information extracted
from blood pressure readings, oxygen saturation measurements and five ECG leads. Data
is now being collected on twenty patients at the cardiac catheterization laboratory at
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Cooper Hospital in New Jersey. Raw data is read into specialized analysis software
developed by Po-Ne-Mah. A total of 110 physiologic parameters are written to a text file,
which is updated every 1 second. Episodes of ischemia are annotated by physician during
the procedure. Since there are too many parameters for the number of patients, each
patient will be compared with themselves, with data taken during ischemic episodes
compared with data taken when the patient is not suffering ischemia. Student t-tests and
logistic regression will be used to choose indicators of ischemia. These will be input into
logistic regression, neural network, rough set and expert system models to diagnose and
predict future onset of ischemic conditions. One problem that needs to be addressed is
drift in these physiologic conditions with time. One possibility for addressing this
problem is to look at changes in parameters when ischemia begins, as opposed to absolute
readings. Another possibility is to look at inputs in the frequency domain to examine
parameters such as heart rate variability and QRS frequency components.
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ABSTRACT

A commonly suggested method for determining the Newtonian constant of universal
gravitation (G) is to observe the motion of two bodies of known mass moving about each
other in an orbiting laboratory. In low Earth orbit (LEO), bodies constructed of even the
densest material available experience a gravitational attraction that is several times
smaller than the "tidal" forces (due to their proximity to the Earth), which tend to pull
them apart. While the tidal forces do not preclude stable orbits of the two objects about
each other, they and the Coriolis force (in the rotating laboratory) dominate the motion,
and the gravitational attraction of the two bodies may be considered a weak (but
significant) contribution to the motion. As a result, compared to an experiment that
would be performed in a laboratory far from the Earth, greater accuracy of measuring the
motion of the two bodies may be required for a given accuracy in the determination of G.
We find that the accuracy with which positions must be determined is not much different
in an experiment in LEO than in one performed far from the Earth, but that rotational
periods must be determined more accurately. Using a curvature matrix analysis, we also
find that a value of G may be extracted (with some loss in accuracy, but probably some
practical gain) from an analysis of the time dependence of the distance between the
bodies rather than of a full specification (distance and direction) of their relative

positions. A measurement of the gravitational constant to one part in 104 continues to be
thinkable, but one part in 10° will be very difficult.
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INTRODUCTION

A commonly suggested method for determining the Newtonian constant of universal
gravitation (G) is to observe the motion of two bodies of known mass moving about each
other in an orbiting laboratory. In low Earth orbit (LEO), bodies constructed of even the
densest material available experience a gravitational attraction that is several times
smaller than the "tidal" forces (due to their proximity to the Earth), which tend to pull
them apart. While the tidal forces do not preclude stable orbits of the two objects about
each other, they and the Coriolis force (in the rotating laboratory) dominate the motion,
and the gravitational attraction of the two bodies may be considered a weak (but
significant) contribution to the motion. As a result, compared to an experiment that
would be performed in a laboratory far from the Earth, greater accuracy of measuring the
motion of the two bodies may be required for a given accuracy in the determination of G.
In this report, we show that the accuracy with which positions must be determined is not
much different in an experiment in LEO than in one performed far from the Earth, but
that rotational periods must be determined more accurately. In the final section of this
report, we briefly describe a curvature matrix analysis which shows that a value of G may
be extracted (with some loss in accuracy, but probably some practical gain) from an
analysis of just the time dependence of the distance between the bodies rather than of a
full specification (distance and direction) of their relative positions.

If a system of two balls is far from any other objects, the balls can move around each
other in elliptical Keplerian orbits, where the relationship between the gravitational
constant G, the period T of the motion, the average (half the sum of the minimum and the
maximum) separation a of the balls, and the total mass m of the system is given by

G = 4n2a3/mT?2 . ¢))

This leads us to the following result. If a, T, and m are measured with accuracies Aa, AT,

and Am, respectively, we may determine the fractional error in G from the fractional
errors in a, T, and m as follows:

(O o) o)+ ().

Thus, to achieve a given fractional accuracy in the determination of G, the fractional
accuracy of the period must be at least two times better, the fractional accuracy of the
orbit size must be at least three times better, and the fractional accuracy of the mass must
be at least as good.

SIMPLE ORBITS IN LOW EARTH ORBIT

For the motion of two balls in an orbiting laboratory in a low Earth orbit (LEO), we must
take into account the tidal forces and the Coriolis forces and integrate numerically the
equations of motion (assuming the laboratory is in a circular orbit about a spherically
symmetric Earth). It turns out that two balls may still orbit about one another in a stable
fashion, but the motion is complicated by the presence of the Earth. I will lay out the
equations of motion here, and I will then comment on them in the following paragraph.
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The equations of motion are

X= 22 -px[x2+y2+2232
y=-y —py X2 +y2+221372
.Z‘ = » 3z — 2;( -pz [x2 + y2 + 22]-3/2 (3)

where x is along an axis in the direction of motion of the orbiting laboratory, z is along
an axis directed toward the Earth from the laboratory (NASA convention), and y is the
third Cartesian coordinate. The distances x, y, and z are measured in dimensionless units
relative to a characteristic length d in the laboratory, time is measured in dimensionless
units relative to the reciprocal of the angular velocity of the laboratory about the Earth,

and the quantity p is defined:

p = (m/M)A/)3 Q)

where m is the mass of the two-ball system, M is the mass of the Earth, and A is the
radius of the laboratory's orbit about the Earth.

The tidal forces (the first terms on the right side of the expressions for y and z ) and the
Coriolis forces (the velocity dependent terms) can be large compared to the gravitational
attraction (the last term in all three expressions). It turns out that if the two balls are of

equal mass and are made of material the density of tungsten, and if d (the length scale) is

chosen to be the distance between their centers when they are in contact, the quantity p is
very nearly equal to unity in LEO (for sintered tungsten balls of 10 kg each, density about

19.1 g/em3, the distance between their centers when they are touching is about 10 cm.)
Thus, in LEO, for real balls moving about one another, the gravitational attraction term
will be small compared to the average values of the other terms in Eq. (3), and the
motion will be only gently (but for our purposes still importantly) affected by the
gravitational attraction between the two balls.

An example of a possible stable orbit of two balls about each other is shown in Figure 1,
which shows the motion of one ball relative to the other. Parameters of the motion are
described in the caption. Generally, the orbits (unlike the Keplerian orbits) are not
closed. Moreover, the initial conditions must be chosen carefully to give motion in which
the particles remain close for a long time. Fig 2 shows an example of the relative motion
of the balls in which they do not stay close together for long. For the purposes of the next
section, it was necessary to determine the parameters for the special case of closed orbits,
several of which are shown in Fig 3. Here we see that large orbits have periods
approaching 21 and a motion with is simple harmonic in x and in z, with a ratio of
amplitudes of 2. Smaller orbits are more nearly circular and have shorter periods. They
are ovals but they are not ellipses.



Figure 1.— Relative position in xz plane of two balls moving about each other in LEO.
The x direction (horizontal axis) is in the direction of motion of the laboratory, and the z

direction (vertical axis) is toward the Earth from the laboratory. p = 1, X=-6.0, vox = 0.1,
Voz = 2.5, all other initial values of coordinates and velocity components are zero. The
motion is stable in the sense that the balls remain within about 7 length units indefinitely.
The trajectory shown is for the time interval between t = 0 and t = 401/3 (6.67 orbits of
the laboratory about the Earth).
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Figure 2.— Relative position in xz plane of two balls moving about each other in LEO. p
=1, Xg=-6.0, Vox = 0.1, voz = 2.1, all other initial values of coordinates and velocity
components are zero. the motion is unstable, and after just one loop around the origin,
the trajectory continues to the right in a cycloidal fashion. The trajectory shown is for the

time interval between t = 0 and t = 4% (about two orbits of the laboratory about the Earth).
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Figure 3.— Relative position in xz plane of two balls moving about each other in LEO. p
= 1. The initial values of coordinates and velocity components have been chosen to give

closed orbits. The time interval between dots is 0.10; for the largest orbits, the period is
close to 21, for smaller orbits the period is smaller. )
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ERRORS ASSOCIATED WITH SIMPLEST ORBITS

Equations (3) tell us that when the particles are close together, the gravitational
attractions between them is more important than the tidal and Coriolis forces. (While this
is not possible in LEO, it would be possible if the laboratory were farther from the Earth.)
The motion of the two balls is in Keplerian orbits, and the relationship between period

(dimensionless units), maximum separation a (dimensionless units), and p is
a3/T2 = p/an? 6]

where p = (m/M)(A/d)3. Note the similarity to the expression for the Kepler motion of an
isolated binary; Gm is simply replaced by p.

The task of measuring G becomes the task of measuring p. From the above relation,
Eq.(5), we see that, far from the Earth,

(ABEJ“' 2 (—A%-) +3 @—a) ©)

The issue is: How does 4p depend on (%) and (—Afi) when the experiment is carried
p
out in LEO? That is, what happens to the factors 2 and 3 in the equation above? (Of

course, getting from p to G also involves knowing the mass of the binaries, the length
scale, and the radius of the orbit of the laboratory about the Earth. Since we should be
able to know these to the 1:106 level, we will ignore them now, so the accuracy with

which p is determined is practically the accuracy with which G is determined. )

Here is a description of the calculation. With p set equal to 1, for each of several values
of a (maximum separation) we found the orbit which was closed and determined the
period of the orbit. We also determined numerically the partial derivative of T with

respect to a, (dT/da), and the partial derivative of T with respect to p, (3T/dp). We can

then determine the fractional change in p which results from given fractional changes in a
and T, as follows.

We may write

JT oT
dT = da+—dp, 8
T +aP P (8)

which may be rearranged to give



dp = ar__ % da . ©)
&) 6o

Dividing all terms by p and multiplying numerator and denominator of the two terms on
the right side of the equal sign by T or a, respectively, we obtain

&) @ @) o

Eq. (10) indicates how the coefficients A and B are calculated. If the orbits were

Keplerian (small a, assuming p is unity), the values of A and B would be 2 and 3,
respectively, as we see in Eq. (6). The actual values for larger, and potentially usable

values of a, are shown in Figure 4. What we find is that the p becomes much more
sensitive to the time measurement. This is reasonable because as the orbits become
larger, the effect of the gravitational attraction of the masses becomes smaller, and the
period becomes practically independent of the size of the orbit. What may be surprising
(it is surprising to me) is that the fractional precision with which the size of the orbit must
be determined varies very little from the value of 3 for the values of a in our region of

interest.
B muitiplier of fractional error %
in period
10 o
O multiplier of fractional error

in maximum separation

5

i
1t
L=

1 10

maximum separation, a

Figure 4— Values of the coefficients A (solid squares) and B (open squares) versus
the size of the orbit of the relative motion of the two balls. See text for explanation.
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We can now understand the effect of LEO on the accuracy with which we need to

. measure the orbital motion to extract G. What we find is that the period must be
measured with much greater fractional accuracy, whereas the size of the orbit still needs
to be measured with about the same fractional accuracy as before.

CURVATURE MATRIX ERROR ANALYSIS

In the analysis of an actual experiment, data points, consisting of position and time
measurements, will be fit to a numerical model of the motion. The parameters of the
model (initial position and velocity, strength of the gravitational interaction, effect of
other masses) are determined by a least squares search process and the precision of the
parameters is deduced form the curvature of the chi-square hypersurface in parameter
space. We may first consider a slightly simpler problem. We calculate the orbits with
parameters and produce positions at regular intervals of time. By changing each of the
parameters and each pair of parameters by small amounts, we can calculate a chi-square
which characterizes the deviation of the modified set of positions from the original set.
From these chi-squares, we determine the curvature matrix which describes the
dependence of chi-square on the parameters. Inverting this curvature matrix then gives
an indication of the sensitivity of the motion to each of the parameters, in particular to the
gravitational attraction between the members of the orbiting binary. One would expect
this analysis, which is more sophisticated than the analysis of the simplest, closed orbits,
described in the previous section, will agree with the error analysis of the simple closed
orbits but can be extended to orbits which are not closed and which reflect more complex
environments.

We have analyzed an orbit of two 10 kg tungsten balls with parametersd=10cm, p =1,
X0=-6.0, vox = 0.1, voz = 2.1, all other initial values of coordinates and velocity
components being zero. Supposing the position is determined at 100 points, each with a
precision of about 10 pm, at time intervals of 0.25 (for a total time of about 6 orbits of
the laboratory about the Earth), we find that the precision with which p (for these
assumptions) is determined is about 2.7 x 10-5, consistent with the simpler analysis
described above. This indicates that a determination of G to one part in 104 is thinkable
(but one part in 105 will be difficult).

It is interesting to note that one may also perform such an analysis with the chi-square
calculated not from the relative positions of the particles (separation distance and
direction) but from the deviation of just the separation of the particles (in analogy with
the analysis of lunar laser ranging data). Some information is lost in doing this, but for
the same conditions as in the previous paragraph, the precision with which p is
determined is about 4.4 x 10-5, not much worse than before.

In conclusion, a measurement (of the kind discussed above) in LEO of the gravitational

constant to one part in 104 continues to be thinkable, but one part in 105 will be very
difficuit.

4-8



MATERIALS ASSESSMENT OF COMPONENTS OF THE
EXTRAVEHICULAR MOBILITY UNIT

Final Report

NASA/ASEE Summer Faculty Fellowship Program-1995

Prepared By:
Academic Rank:

and:

University and Department:

NASA/ISC
Directorate:
Division:
Branch:

JSC Colleague:

Date Submitted:

Contract Number:

Johnson Space Center

5-1

Enrique V. Barrera, Ph.D.
Assistant Professor

John D. Olivas

Graduate Student

Rice University

Mechanical Engineering and
Materials Science

Engineering

Crew and Thermal Systems

Chin Lin, Ph.D.

August 9, 1995
NGT-44-001-800



ABSTRACT

Current research interests for Extravehicular Mobility Unit (EMU) design and
development are directed toward enhancements of the Shuttle EMU, implementation of the
Mark III technology for Shuttle applications, and development of a next generation suit (the
X suit) which has applications for prolong space flight, longer extravehicular activity
(EVA), and Moon and Mars missions. In this research project two principal components
of the EMU were studied from the vantage point of the materials and their design criteria.
An investigation of the flexible materials which make up the lay-up of materials for
abrasion and tear protection, thermal insulation, pressure restrain, and etc. was initiated. A
central focus was on the thermal insulation. A vacuum apparatus for measuring flexing of
the materials was built to access their durability in vacuum. Plans are to include a Residual
Gas Analyzer on the vacuum chamber to measure volatiles during the durability testing.
These tests will more accurately simulate space conditions and provide information which
has not been available on the materials currently used on the EMU. Durability testing of the
aluminized mylar with a nylon scrim showed that the material strength varied in the
machine and transverse directions. Study of components of the EMU also included a study
of the EMU Bearing Assemblies as to materials selection, engineered materials, use of
coatings and flammability issues. A comprehensive analysis of the performance of the
current design, which is a stainless steel assembly, was conducted and use of titanium
alloys or engineered alloy systems and coatings was investigated. The friction and wear
properties are of interest as are the general manufacturing costs. Recognizing that the
bearing assembly is subject to an oxygen environment, all currently used materials as well
as titanium and engineered alloys were evaluated as to their flammability. An aim of the
project is to provide weight reduction since bearing weights constitute 1/3 of the total EMU
weight. Our investigations have shown favorable properties using a titanium or nickel base
alloy in conjunction with a coating system. Interest lies in developing titanium as a more
nonflammable material. Methodology for doing this lies in adding coatings and surface
alloying the titanium. This report is brief and does not give all necessary details. The
reader should contact the authors as to the detailed study and for viewing of raw data.



INTRODUCTION

A broad-based project aimed at studying the flexible materials and the bearing
assemblies on the Extravehicular Mobility Unit (EMU) was initiated. The emphasis of the
study of the flexible materials became the thermal insulation layers of aluminized mylar
with nylon scrim and its durability in flexure testing. The emphasis on the bearing
assemblies was focused on flammability and improving the flammability of titanium and its
alloys. Both components to this project were aimed at current Shuttle EMU material
systems, applying Mark III technology, and criteria of the next generation suit, the X-suit.
The outcome of this project is a plan in place for flexure testing of the flexible materials
used on the Shuttle EMU where the materials evaluation occurs in vacuum to simulate
pace conditions. The plan is presented in this report as well as the assessment of the
luminized mylar. Recommendations for reducing frequent replacement of the aluminized
mylar are also included. For the study on the bearing assemblies several recommendations
are presented and methodology for further assessment is also given. In this summer
program the faculty fellow and student participant focused on accomplishing the initial
stages to a hopefully continued study. The objective of the program is to maintain a
continued relationship where NASA interests are fulfilled. The report outlines solutions for
that goal.

o »

VACUUM DURABILITY TESTING OF EMU FLEXIBLE MATERIALS
Objectives

The durability and breakdown resistance of fabric materials currently used on the
Shuttle Extravehicular Mobility Unit (EMU) will be determined using a Flex Machine
developed during the 1995 NASA-ASEE Summer Faculty Fellowship Program. The Flex
Machine is designed to simulate the flexing movements made by the astronauts during
extravehicular activity (EVA) in vacuum conditions resembling that of low earth orbit
(LEO). The tester is designed to work in vacuum and to minimize gas evolution from the
fixture. Volatile gases will be measured during the testing. Gases that evolve during the
tests are a product of the material degradation. As a result, the findings of this study will
be used to improve materials that see frequent replacement or repair and to aid in selecting
materials for prolonged EVA and time in space. Both current Shuttle EMU and X-suit
materials will be evaluated. The benefits of conducting the tests in vacuum are that the
volatile gases that would outgas in space can be measured and the modification/degradation
of the materials being exposed to vacuum can be induced for observation by electron
microscopy, microprobe analysis, and x-ray photoelectron spectroscopy. It is apparent that
knowing the properties of the material degradation due to use in vacuum will further play a
role for space suits left on the space station or that make trips to the Moon and Mars.

Aluminized mylar with a nylon scrim, the current thermal insulation material was
tested in tension and in flexure modes in ambient conditions. The aluminized mylar failed
before the nylon scrim and the machine direction was significantly stronger than the
transverse direction. Expectations are that the method of processing the material system
results in reduced strength in the transverse direction. Optical micrographs of the material
showed lines in the material resembling Liider's bands. These features are under continued
study. The scrim shows two different conditions where nylon is twisted tight in one
direction and is laid loose in the perpendicular direction. It is suspected that this feature
does not alter the failure mode of the aluminized mylar but effects the percent elongation of
the part in terms of final failure. The loose nylon elongates more before failure. The
adhesive used on the thermal insulation causes the aluminized mylar to show draw up



possibly due to shrinkage. This may impart small creases in the aluminized mylar which
are associated with the low strength failure in the transverse direction.

Background

Current flexible materials on the Shuttle EMU include eight layers of various
materials for flame, abrasion, and tear resistance, thermal insulation, micrometeorid
protection, and pressure restraint [1]. The current materials and the selection process itself
has gone through an evolution since the suits for the Mercury program were first designed,
placing more and more emphasis on lighter weight, material stability, and extended
durability[2]. Vacuum testing of space suit materials was conducted as far back as 1964
and continues as full mock up testing [3]. Current test apparatus at JSC allow for vacuum
testing but do not provide for volatile gas measurement and extended materials analysis.
Furthermore, durability tests are run in ambient conditions which serve as a Safe Life test
(materials designed such that no failure will take place in the design lifetime). Many
materials currently used and those being considered for the X-suit are composite materials,
meaning that they take advantage of the properties of a number of component materials
which make up one part or fabric [4]. These materials allow for some built in redundancy.

Research plan

Flex testing in vacuum will be conducted on current Shuttle flexible materials to
evaluate durability for Shuttle and prolonged use. Temperature control will be put on the
chamber during the project year. Extended materials analysis will be conducted on the
vacuum tested materials. Material outgassing conditions will be mathematically modeled.
Further design of current materials will be conducted in collaboration with Crew and
Thermal Systems personnel and contractor companies. Emphasis is placed on improving
the performance of the EMU while setting up a criteria for materials selection based on gas
evolution during use in space (simulated on earth).

In the summer program, preliminary tests were conducted on the aluminized mylar
in ambient conditions and the flex tester for vacuum testing was built. The following list of
deliverables demonstrates the methodology by which this research will be continued and
the long term goals of this study.

August 8, 1995: Project starting date. Test and redesign frequently
repaired or replaced materials.

October 15, 1995 Submission of a Regional University Grant
Proposal: "Development of thermal and radiation
insulation".

January 15, 1996 Report I: Interim report.

February 15, 1996 Submission of an unsolicited proposal:

"Development of composite material for weight
savings and functionality".

May 14, 1996 Project ending date.
June 14, 1996 Final Report: Including expenditures
Recommendations

The aluminized mylar with a nylon scrim is the current choice for thermal insulation
on Shuttle EMU. To reduce the number of repairs currently seen for the Shuttle suit care



must be taken in aligning the material with the machine direction in the direction of the

- major loads. Cross plying sounds like a possible solution yet will result in failure of half
the layers as opposed to failure of all the layers. Recommendations of this study are to
align the machine direction with the direct of maximum loading. This will lead to a longer
life of the insulation and no failure in the transverse direction.

MATERIAL SELECTION FOR EMU BEARING ASSEMBLIES

In analyzing the application of a material system to the EMU bearing assembly, the
selections were evaluated based on the qualifying parameters listed in Table 1. Prior to
evaluating potential material systems, baseline data of the current material selection was
compiled to provide a starting point for evaluation. This criteria established the minimum
needed to justify making a material change. The material properties are seen in Table 2.

TABLE 1.- REQUIREMENTS FOR EMU BEARING MATERIAL SELECTION

Property Consequence
Low weight Minimize mass
High stiffness Minimal deflection
Minimal torsional distortion
Non flammable in 100% O2 | Minimum 4.3 psia
Maximum 6.6 psia
Manufacturing ease Easily machined
Easily cast
Available in stock blanks
Good wear characteristics | Bearing race application
' Bearing ball application
Impact resistant High fracture toughness
Commercial application Non-aerospace applications
Cost To be determined based on
selections

TABLE 2.- BASELINE DATA FOR EXISTING BEARING MATERIALS [3]

Material | Bearing Treatment Tensile Combustion | Thermal Hardness | Density
Component Strength 4.3-6.6 psi | Expansion | (HRC) (lbs./in3)
(MPa/ksi) 0O, (x10°%/°C)
430C Temper @ | 1 S No 10.1 %0 0.275
300°C
17-4PH Race ings | HO00 13107190 No 0.4 40-48 0.28

Given the bearing requirements, the most stringent is compatibility of the material
with an oxygen enriched environment [5]. There are two engineering components to the
issue of combustion; ignition source and material combustion. Non-flammable materials
are those in which combustion is not supported in an oxygen enriched environment, as
defined by NASA White Sands Test Facility (WSTF) [6]. Risk of ignition can be
minimized by reducing the potential for spark or flame ignition. Ideally both aspects
should be satisfied, however, significantly reducing one may increase the ability to use the
material. In order to evaluate a greater number of materials, the investigation was divided
into three material classes; metals, ceramics and composites. A number of materials of



each class were evaluated based on the above criterion. Recommendations based on
material class follow each section as well as an overall recommendation.

Metals evaluation

Investigation of potential metal selections for bearing applications was performed
using published ASM data [7] and available vendor information. Realistic metal systems
which were initially identified as having a density lower than that of stainless steel (17-4
PH) were titanium, aluminum, graphite, beryllium and their associated alloys. Previous
designs eliminated aluminum as a potential choice due to low stiffness and graphite due to
low toughness. Although beryllium has an excellent strength to weight ratio, poor fracture
toughness and toxicity also eliminated this material as a potential selection [8].

Titanium and titanium alloys were determined to be the best potential selection
among metal systems. A comparison of several commercially available titanium alloys are
listed in Table 3. These represent those alloys which possess comparable properties to the
baseline data in Table 1.

TABLE 3.- RELEVANT MECHANICAL PROPERTIES FOR TITANIUM ALLOYS

Material | Bearing Treatment | Tensile Combustion | Hardness | Density
Component Strength | 4.3-6.6 psi | (HRC) (Ibs./in%)
(MPa/ksi) | O,
Ti6Al4V Race Annealed 895/130 Yes 36 0.16
Race Solution 1035/150 Yes 39 0.16
'é‘16A16V2 Race Solution 10307150 Unknown 39 0.165
n
Ti7Al4Mo | Race Solution 1170/170 Unknown 32-38 0.162
1 n4 | Race Solution HT0/170 Unknown 36-42 0.168
Zr6Mo -
3 n2 | Race Solution 11607168 Unknown 42 0.165
Zr2Mo2Cr .
';'XIOV.’iFe Race Solution 1275/185 Unknown 50 0.168

Draw backs to this material selection class are in the area of combustion. WSTF
demonstrated clearly that titanium, Ti-6Al1-4V, and several other titanium alloys provided
the poorest combustion performance for all metals tested [9]. Recognizing that the primary
alloying agent is highly combustible, it is expected that other systems would perform
comparably, although different phases appear to play a role in the combustion of some
systems.

It is acknowledged that the bearings would not likely be exposed to direct flame
contact as simulated in WSTF material combustion test. Testing a proposed bearing in the
configurational and component test may provide sufficient support to warrant the use of
titanium in this application, however, with regard to the initial criteria, titanium cannot be
recommended in the as commercially available conditions without the risk of being
consumed in a combustion condition. In conclusion, of the metals currently available and
which have been tested by WSTF, none can be recommended without a compromise in
either mechanical or combustion properties.

Ceramics evaluation
Several important properties are characteristic of this class material. In general,

they are more stable at higher temperature, have high strengths and low weights, are
suitably hard, and somewhat machinable. However, drawbacks include the potential for
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low fracture toughness (brittle), varying degrees of porosity, poor surface finish, and
difficulties in some fabrication processes. The ceramics which are presented posses the
most favorable of these initial concerns and comply with the requirements as defined in
Table 1 unless otherwise stated.

Ceramic bearings and bearing elements (balls, races, etc.) have been fabricated
since the early 1980’s and a significant amount of work has been reported in the literature.
Although problems were encountered early in the development of the material system,
many of the obstacles have been overcome. Table 4 represents the properties of the most
common and well studied structural ceramic material for bearing and load carrying
applications.

TABLE 4.- RELEVANT MECHANICAL PROPERTIES FOR CERAMICS

Material | Bearing | Trade Flexural | Fracture Combust | Thermal } Hardness | Density
Compon | Name Strength | Tough- ion 4.3-| Expan- (HRC) (ibs./in%)
ent (MPa/ ness 6.6 psi sion

ksi) ksi Vin | O, (x10°

. 6 /oC)
LN, Race/Ball | NBD-200 | 9207142 6 No 2.9 >70 0.115
[ Sralon Race/Ball NT-451 920/133 6.4 Unknown 3.6 >70 0.117

Si,N, Race/Ball NT-154 | 9107132 6.4 No 3.9 >70 0.117

B,C Race/Ball NORBIDE | 300/44 .8 Unknown 5.8 >70 0.091

Y-ZxO, Race/Ball YZ-110 14007203 8.3 Unknown 10 >70 0.219

Y-Zr0, Race/Ball YZ-130 1000/145 4.6 Unknown 10 >70 0.218

Y-ZTA Race/Ball AZ-67 900/131 6.4 Unknown 8.5 >70 0.159

Y-ZIA Race/Ball | AZ-93 11807171 [ 3.5 Unknown | 9 >70 0.174

Ce-LTA Race/Ball | CAZ-94 630/94 7.4 Unknown | 9 >70 0.188

Of the ceramics listed, the only material for which WSTF combustion test data
exists is SizN4 (NBD-200) [8]. This performed very well and appears to satisfy all the
characteristics defined in Table 1. Mass fabrication and production of bearing parts and
bearing assemblies have proven to be successful in many commercial application [13-19].
For example, ceramic bearings were used successfully in the LOX turbo pump on STS-70.
Strides which the ceramic industry have made in the last 10 years have been significant in
resolving the problems with using these materials in bearing applications. Based on
published information and communication with material vendors, the sizes required by the
EMU can be fabricated. In order to keep cost down on fabrication of raw material, it may
be necessary to consider some slight alterations in the current design.

Composite evaluation

Most of the composite systems which rely on internal reinforcement for increased
strength characteristics will intuitively posses the same problems as do the metals. That is,
the exposure of a combustible material to an environment conducive for combustion will
lead to material and component failure. Regressing from these conventional ideas, a
composite can also be designed by applying a protective coating developed to protect the
base material from the combustion environment. Thus the susceptibility of the bulk
material to failure can effectively be eliminated. Furthermore, the coating (or film
depending on thickness) could be tailored to specifically satisfy other demands placed on
the surface. Since the 1950’s, the bearing industry has been using a variety of diffusion
and deposited coatings on load bearing surfaces to increase hardness, reduce wear, or
increase corrosion resistance [20-22].



Recalling from the materials outlined in Section 2, titanium alloys would be an
excellent choice provided that one could prevent the material from coming into contact with
an ignition source or combusting. Therefore, proper coating selection and design may
additionally satisfy the wear, friction, strength, and material compliance requirements so
that titanium alloys could safely be used in the oxygen enriched environments. The coated
titanium alloy assembly will result in a weight savings over the stainless steel systems
currently used.

Since titanium alloys are inherently self passivating and very corrosion resistant,
published coating technology has been limited to increasing surface hardness [23].
Similarly, since titanium alloys do not posses the type of hardnesses traditionally found in
bearing materials, it represents only a small portion of total data available from bearing
applications in contrast to more popular metals such as 440C or M-50 steels. However,
several deposition techniques exist (eg., Chemical Vapor Deposition, Physical Vapor
Deposition, Sublimation Deposition, etc.) and the design of such a coating is possible with
further research. Table 5 demonstrates differences in surface hardness of substrates and
coatings the properties of some typical coating used in bearing applications. Additionally,
significant data exists on wear properties of various coating combinations. Presented in
Table 6 are friction and wear characteristics of a few coating combinations [22].

Many non-combustible metals and alloys are applied to steel alloys for
enhanced wear and protection characteristics, such as chrome and nickel electroplating. It
is also acknowledged that both are less combustible than titanium. While no previous work
of these system on titanium was discovered, applications are possible. Similarly, elements
such as cobalt and copper metals and alloys are not combustible in oxygen enriched
environments and may prove to be a potential coating selection.

TABLE 5.- HARDNESS OF COATINGS AND RELEVANT METALS USED IN

BEARING APPLICATIONS
Material substrate/coating Hardness
(HV)
46140(3 stainless steel (HRC| 697
0) .

17-4 PH stainless steel| 471

(HRC 47)

Ti-6Al-4V (HRC 36) 354

Hard chrome plating 1000-1200

Nitrided steel 1300-1700
| WC+Co 1400-1800

TiN 2000

Ruby, sapphire, corundum | 2500-300

SiC 4000

B.C 5000

Diamond >10000
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TABLE 6.- PIN ON DISK FRICTION AND WEAR CHARACTERISTICS OF
VARIOUS COATING COMBINATIONS [22]

Contacting Surfaces Friction Coefficient Wear Rate

| Pin-Disc Humidity 0.5%-5% Pin Disc
TiC-TiN 0.18 4.5 20
TiC-SiC 0.26 0.33 <3
TiC-TiC 0.32 0.25 16
TiIN-TiC 0.31 0 25
SiC-TiC 0.35 0 36
SiC-SiC 0.47 6 22
ALO,TiIC 0.37 0.7 20

Humidity 50%

100Cr6-Si1C , 0.23 1.2 3.8
100Cr6-TiC 0.25 0.07 7.6
100Cr6-TiN 0.49 95 0

{ 100Cr6-X205 CrWMoV121 0.53 104 0
100Cr6-Fe B 0.76 58 0
100Cr6-Cr,C, 0.79 1.1 76
Al,0,-100Cr6 0.45 10 1500
ALO,-TiC 0.19 0.1 10
AlO;-boronized cement carbide | 0.62 3.3 1.8
TiC-TiC ' 0.14 4.4
TiN-TIN 0.19 4.3
Cr,C,-Cr,C, 0.29 29.3
Fe B-Fe B 0.40 0.3
Ruby-TiC 0.12. 4
100Cr6-TiC - 1 0.11 3

Recommendations

Although a material which satisfies all the requirements listed is not readily
available, a number of opportunities exist in solving the problem. The quickest solution
may lie in fabricating the bearings from Si;N;. While bearings approaching the size of the
waist bearing assembly are not fabricated in bulk, current machining technology may be
able to accommodate the design. Major manufacturers such as Timeken and SKF may
have capabilities in fabricating these components. Additionally there are two manufacturers
(in Japan and Germany) who specialize in ceramic bearings and are accustomed to special
orders. They may also be able to aid in redesigning to accommodate more standard sizes
and special considerations in using ceramics.

Another opportunity exists in trying to alter the microstructure of an existing
titanium alloy or design a new one. Chemical composition being held constant, gamma
titanium has demonstrated better combustion characteristics than alpha, alpha-beta, or beta
microstructures as measured by WSTF. This dependency on microstructure gives rise to
the need to understand the mechanisms behind combustion of solid metals. Since
theoretical models do not adequately predict this behavior [23-29], it is recommended to
conduct research into developing a more suitable mathematical model of combustion. This
work can then be implemented on developing a more suitable material with optimal stable
phases which suppress the combustion process and maintain desired strength levels. While



it is not likely that this option will completely resolve the combustion problems, it may
- sufficiently alter the characteristic such that certain materials may be used.

Developing a composite system using a bulk titanium alloy and combustion
protective coating presents another attractive solution. As mentioned, these alloys are
rarely coated, therefore, research would be required to investigate which systems would be
compatible. There has been sufficient work done in this field to demonstrate that such a
coating would be possible. Additionally, some degree of control on specific characteristics
such as hardness, wear, and friction, can be exercised in the new design.

DISCUSSION

Many of the materials used as flexible materials on the EMU are polymeric and in
turn exhibit some outgasing in a vacuum condition. Short term outgasing is expected to be
either minimum in intensity or to happen quickly at the onset of vacuum. Knowledge of
the long term exposure to vacuum of the current materials is unknown. Continued
degradation of less than thirty years or for durations considered long term exposure limit
these materials for use on the X-suit. This is the reason for vacuum flex testing and volatile
gas measurement. Any of the solutions recommended for the bearing assemblies would
have broad appeal to commercial industry. While specific to the EMU, reporting the results
of this application will be immediately evaluated by industries where light weight, high
strength, and combustion potential exists. These may include, but are not limited to, gas
turbine, chemical processing, and utility distribution applications. For any the
recommendations selected, a sound theoretical model would go a long way toward
understanding fundamental kinetics and thermodynamics which drive the combustion
process. The development of noncombustible titanium would impact the space program as
a whole since there are a number of applications where good strength to weight titanium in
the nonflammable condition would be of interest.

CONCLUSIONS
A study was conducted on aluminized mylar, the thermal insulation on the Shuttle
EMU and bearing assemblies used on the various EMU designs. Recommendations for
improved performance were presented for both problems and long range studies were
outlined to further contribute to enhanced EMU design. '
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ABSTRACT

Earth-based telescopic remote sensing studies have provided important information concerning
lunar pyroclastic deposits. Combined with the returned lunar sample studies and analyses of lunar
photography, we have learned a great deal about the nature and origin of these explosive volcanic materials.
Lunar pyroclastic deposits are more numerous, extensive, and widely distributed than previously thought.
Two generic classes of lunar pyroclastics have been identified, regional and localized. From the former, two

separate spectral compositional groups have been identified; one is dominated by Fez"'-bearing glasses, the

. other is composed of ilmenite-rich black spheres. Comparatively, three separate spectral groups have been
identified among the localized deposits: highlands-rich, olivine-rich, and mare-rich. Returned sample studies
and the recently collected Galileo and Clementine data also corroborate these findings. Albedo data and
multispectral imagery suggest that the thicker core deposits of the regional dark mantle deposits (RDMD)
are surrounded by pyroclastic debris and subjacent highlands material. The presence of a major component of
pyroclastic debris in the regolith surrounding the core regional deposits has important implications for the
resource potential of these materials. Both telescopic and orbital spectra indicate that the regional pyroclastic
deposits are rich in iron, titanium and oxygen-bearing minerals. Particle shapes vary from simple glass
spheres to compound droplets with quench crystallized textures Their small grain size and friability make
them ideal indigenous feedstock. Compared to other resource feedstock sources on the Moon, these
pyroclastic materials may be the best oxygen resource on the Moon.
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INTRODUCTION

Explosive volcanic, or pyroclastic, materials are unique phases in the lunar soils and are important
as they hold clues to the history of lunar volcanism. As impact craters can be used as windows to the lunar
interior, volcanic deposits can be used as windows to the deep lunar interior. Craters excavate and uplift
materials from depths ranging from the near-surface to as much as 1/10 the crater diameter (Pieters et al.,
1994). Pyroclastic glasses, among the most chemically “primitive” of lunar rocks, directly sample depths as
great as 400 km (Delano, 1986) and thus can help address two major science theme strategies put forth by
the Lunar Exploration Science Working Group, LEXSWG: to better understand the formation of the Earth-
Moon system and the thermal and magmatic evolution of the Moon (LExSWG, 1992), while helping us to
plan better for upcoming lunar missions.

Earth-based telescopic studies have provided most of our information concerning lunar pyroclastic
deposits. Combined with the returned lunar sample studies and analyses of spacecraft photography, we
continue to gain insight into the nature and origin of these explosive volcanic materials. Two generic
classes of lunar pyroclastics are recognized: regional and local. Our previous work has shown that the larger
regional deposits are more numerous, extensive, and widely distributed than previously thought (e.g.,
Coombs, 1988; Hawke et al., 1989; Coombs & Hawke, 1995), leading us to suggest that they may exhibit
distinct compositional variations. Returned sample studies and the recently collected Galileo and Clementine
spacecraft data also corroborate these findings (e.g., Greeley et al., 1993; McEwen et al., 1994).

‘Whole and broken green glass beads were first found in abundance at the Apollo 15 site. On the
Apollo 17 mission, orange glass beads and their quench-crystallized black equivalent were found in high
concentration at Shorty Crater Station 4 (Figure 1). Various interpretations for the origin of these glass
beads were proffered: (1) impact melt ejecta from large impacts which had penetrated to more mafic material
at depth (Carr and Meyer, 1972; Hussain, 1972), (2) vapor condensates (Cavaretta et al., 1972; Quaide,
1973), (3) splash droplets from impacts into lava lakes (Roedder and Weiblen, 1973), or (4) pyroclastic
material (McKay and Heiken, 1973; McKay et al., 1973; Huneke, 1973; Carter gt al., 1973; Reid et al.,
1973; Heiken and McKay, 1974). The explosive volcanic, or pyroclastic origin is now commonly accepted
for the Apollo 17 orange and black glass spheres and Apollo 15 green glass. Similarly, it is now
commonly accepted that the widely spread dark mantle deposits present elsewhere on the Moon also formed
in similar explosive eruptions.

Figure 1: Trench at Apollo 17 revealing orange
soil. Samples collected from this area also
collected black glass spheres.

Since their initial identification and classification,
many more dark mantle deposits have been identified.
Among the largest of these are the Aristarchus
Plateau, Mare Humorum, South Mare Vaporum, and
Sulpicius Gallus deposits. Characteristically, the
lunar pyroclastic deposits are very smooth, low
albedo (0.079 - 0.096; Pohn and Wildey, 1970) units
that cover and subdue underlying terrain.he regional
pyroclastic deposits occur as thick accumulations in
topographic lows and are thin or absent on adjacent
hilltops (e.g., Lucchitta and Schmitt, 1974). Visual
observations by Apollo astronauts and 2m-resolution
Orbiter photographs indicate that the surface of these
deposits is relatively fine textured with a velvety
smooth appearance (Lucchitta, 1973; Schmitt, 1974;
Lucchitta and Schmitt, 1974; Gaddis et al., 1985)
Color varies among the deposits from a bluish-gray to a reddish-brown and locally may have a strong red,
orange or blue hue (e.g., Schmitt, 1974).

During the past decade an enlightened attitude developed toward man's exploration and colonization
of space. As part of this reawakening, the possibility of establishing a manned lunar base needs to be
revisited. When established, such an endeavor should provide sound economic benefits as well as being a
solid base from which to conduct scientific experiments. In the immediate post-Apollo era it was suggested
by a number of workers that titanium production might be a profitable economic activity for a permanent
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needs to be revisited. When established, such an endeavor should provide sound economic benefits as well
as being a solid base from which to conduct scientific experiments. In the immediate post-Apollo era it
was suggested by a number of workers that titanium production might be a profitable economic activity for
* a permanent manned lunar base. Following that, it was suggested that fine-grained lunar regolith material
would be useful for shielding orbiting space stations or military facilities. In the past few years, attention
has focused on the production of oxygen propellant and helium-3 as nuclear fusion fuel both for use at the
base and to transport materials back to Earth (e.g., Simon, 1985; Gibson and Knudson, 1985; Kulcinski et
al., 1986; Kulcinski, 1988). From these early studies, ilmenite-rich material became the preferred source
for the production of these resources (see Mendell, 1985; Hawke et al., 1989a,b). Hawke et al. (1990)
discussed the resource potential of lunar pyroclastic deposits and suggested that they would make an
excellent site for locating a lunar base. Most recently, Allen gt al, (1995) extracted 6% O2 from Apolio 17
glass spheres, the highest amount collected yet. In this paper we summarize some of what is known about

these deposits, discuss models for their emplacement, and further explore their scientific, engineering and
resource-related advantages as lunar base sites,

LUNAR PYROCLASTIC MATERIALS
REGIONAL VS LOCAL
Based on recent geologic and remote sensing data, the lunar pyroclastic deposits have been
divided into two genetic classes: regional and localized (e.g., Lucey et al,, 1984; Gaddis et al,, 1985;
Coombs, 1989; Hawke gt al., 1989). These subdivisions are based upon their compositions as well as
overall size and distribution. The regional dark mantle deposits cover a relatively large area of the lunar
surface with respect to the smaller, localized deposits. Indeed, the regional deposits vary in size from 4,000

to 30,000 km2. These large deposits are located in highlands areas adjacent to (and in some cases are
superposed on) many of the major maria. The explosive fire-fountaining that formed these regional deposits
may have been associated with some of the early mare-filling volcanic episodes (McGetchin and Head,
1973; Head, 1974). Endogenic craters and other irregular depressions are thought to be the source vents for
these deposits (e.g., Zisk et al., 1973; Head, 1974; Gaddis et al., 1985; Coombs and Hawke, 1988).

The localized pyroclastic deposits are more widely spread across the lunar nearside than are the
regional pyroclastics. These deposits too were emplaced via volcanic fire-fountaining. On average, the

localized deposits cover 250-550 km? although some may be as small as 80 km?2, and some as large as

700 km? (Coombs gt al,, 1987; Coombs, 1988; Hawke et al., 1989). They are concentrated around the
perimeters of the major lunar maria and are commonly found in the floors of large Imbrian and pre-Imbrian
aged impact structures (e.g., Head and Wilson, 1979; Coombs and Hawke, 1988). The localized deposits
are generally associated with small endogenic source craters (<3 km) and are aligned along crater floor-
fractures and/or regional faults. Typically, these source craters are irregular in shape and lack obvious crater
rays. ’

The explosive eruptions that formed the lunar dark mantle deposits have been likened to some
types of terrestrial volcanic activity. The regional deposits most likely formed in a manner similar to
terrestrial strombolian fire-fountaining, while the smaller, more localized deposits most likely formed by
"vulcanian-type" explosions (Wilson and Head, 1979; Head and Wilson, 1981; Coombs, 1988; Hawke gt
al., 1989). A strombolian, or continuous eruption cycle is consistent with the volatile coated spheres
returned from the Apollo 17 landing site, which chemical studies have shown to have originated deep in
the lunar interior (<300 km).

In a strombolian eruption relatively small time-transient explosions occur at intervals ranging
from less than 0.1 second to hours. Gas and pressure build up as the magma rises to the surface. The rising
magma eventually reaches the surface through propagating cracks and or faults in the overlying rock.
Explosive decompression occurs as the pressure is released and the magma and gas rise in an expanding
column of erupting material. Environmental conditions on the Moon cause the particles to spread out over
an area roughly six times larger on the Moon than they would for a similar eruption on Earth. With the 1/6
gravity and lack of atmosphere on the Moon, no pyroclastic flows will occur, rather, the pyroclasts will be
spread over a broad area, with a size-grading of the clasts. Larger fragments will be deposited closest to the
vent while finer grained particles may travel 100's km before settling out (Wilson and Head, 1979).

In the vulcanian-type eruptions that formed the localized pyroclastic deposits, magma, gas and
pressure build up beneath a cap-rock in the conduit. Eventually, when enough pressure builds up, explosive
decompression occurs and the cap-rock is blown away, along with the rising magma and gas. These
eruption columns too will spread out more evenly on the Moon and cause the settling pyroclasts to cover a
larger area than they would on Earth (Coombs, 1988; Coombs et al., 1989).
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Due to their small areal extents and relative thinness, however, it is thought that the smaller,
localized deposits would be less efficient for use in extracting lunar resources, and thus will be left out of
the current discussion and evaluation as a potential lunar resource.

Pyroclastic Soil Evolution

Sample work done on the returned Apollo 17 orange and black glasses indicates that they are
chemically indistinguishable from each other; the only difference being that the black spheres are partially
quench-crystallized. Collectively, the glass beads are fine grained and have a mean grain size of ~40 um
and their shapes vary from subequant spheres to angular fragments. Many of them are coated with
sublimates and or micromounds. Fig. 2 illustrates the breakdown of the mean grain size versus standard
deviation for the A17 soils. From this figure, it is clear that the orange and black glasses are finer grained
than most mature lunar soils.

Figure 2: Mean grain size versus standard %
deviation for lunar soils. Note where the Apollo
17 orange glass lies in relation to other lunar
soils. It is much finer grained than even mature
lunar soils.

A size equilibrium is reached within lunar
soils as a result of meteorite reworking. Basically, o
the grain size of any soil is determined by the

amount of fresh ejecta present. For example, if there % Aggiutinate
is a lot of fresh ejecta present, the soil will be fairly C;“g“ T
coarse grained. Or, if not much fresh material is A/g\;ﬁfﬁar?;e

introduced, the grains will become smaller and

i g " Content 46.9%
smaller over time as the mature soil is continuously

" p . . Orange Glass
being reworked by micrometeorites and impacts. 10 1 5 1 L ]
Eventually, the soil or regolith is made into 2% 3 4 5¢
agglutinates that in turn, are reworked and mixed 250 um 125 pm Ba2.a g .3 i
together with extraneous exotic materials. These MEAN GRAIN SIZE (M,)

materials then continue to be reworked. In time, it
appears that with thicker soils, such as the 30 - 50 m thlck dark mantle deposits, the steady addition of
ejecta from fresh bedrock will go away and the continuous reworking of the already present regolith is
continued.

If the supply of fresh material diminishes, the grain sizes will reduce to approximately 20 pm.
Earlier studies by McKay et al., (1974), indicate that this 20 um size is the smallest fraction that the glass
beads to which will break down. The grain size is determined by the ratio of large to small particles. If
there is no longer a significant input of larger particles, then the grain size will continue to decrease and
reach an equilibrium floor of ~20 pum.

Figure 3: Vesicles within glass sphere 60095
from retuned Apollo 17 sample suite. Clast size
is approximately 1 cm. Vesicles due to presence
of internal gas during formation and cooling
phase.

The maximum estimated thickness for a
regional pyroclastic deposit is ~50 m. Based on
early work by McKay and Heiken (1974) and
Carrier (1974) the mean grain size within this
deposit will be 5.35 ¢ or 25 pm. For an average
thickness of 30 m, the mean grain size expected for
a mature deposit would be 29 um or 5.11e.
Analyses of the entire orange and black glass
collection have yielded no single particle size
greater than 1 mm, although some fragile clods of
agglutinate material were larger than 1mm.



Morphology of Pyroclasts

Looking a little more closely at these glasses, the particle shapes vary from simple glass spheres
to compound droplets with quench crystallized textures that vary from fine-grained dendrites to subequant
skeletons. The bulk of the returned glass samples is comprised of fine grained fragments and shards, which
raises a question about their origin and emplacement. These fragments are now. interpretted to be the esult
of anexplosive eruption, as mentioned above, whereby the material erupted, landed, bounced and more
material was deposited on top. As a result, a process of self collision and breakdown occurs. These
fragments are beneficial to the resource potential of these glasses. That is, the more surface area exposed,
the more solar wind that can be adsorbed by the glasses. Quick calculations indicate that the surface area of
a small bucket full of lunar pyroclastic materials is the equivalent surface area of an American football field
(K. Joosten, pers. communication).

Vesicles are seen in less than 6% of the returned samples. Vesicles form in pyroclastic material by
trapping gases in the magma during the fire-fountaining phase. The gases become isolated and trapped as
the magma blebs cool and solidify during flight. These gases may represent volatiles released during the
volcanic activity, and thus may be representative of the interior composition of the Moon. Possible vesicle
gases include flourine compounds, sulfur, solar-wind gases and carbon monoxide (Goldberg ¢t al., 1976).
Carbon monoxide remains among the favorite of the vesicle-forming gases. Laboratory studies performed
by Gibson et al, (1975) found that most of the C in mare basalts is released as CO and CO2 as trapped
magmatic gases. This, in addition to atmospheric and sputtering losses and recycling into subsequent lava
flows, may account for the low C content currently detected in lunar soils.

Figure 4: Compound droplet collected from the
74001/2 core tube sampled at Apolio 17.

Many of the glass beads form compound
droplets (Figure 4), whereby one bead cooled and
another hot droplet hit the bigger one while it was
still soft and "squished" around it. Some of these
secondary or parasitic droplets have been shown to be
partly crystallized just beneath the surface. It is
thought that the film, composed of Zn, Ga, Pb,
Cu,Ti, S, F, Cl and other elements condensed on the

surfaces during lava fountaining. Meyer et al. (1975) propose an anhydrous suifide, chloride, and flouride
rich vapor, originating from a pyroxenite layer deep inside the Moon. In addition, many of the glass beads
are coated with a thin film of micromounds (Figure 5). The micromounds range in size from20-500 A in
diameter (McKay et al., 1973). These are interpretted to be vapor condensate features that formed by
venting gases, similar to the condensate deposits found around terrestrial volcanic/fumarolic centers. The
micromounds found on the lunar glasses are enriched in sulfur, with some Zn, K, and Na also present
(Clanton ¢t al., 1978).

Morphologic textural features present within
the Apollo 17 glass sample suite include the
predominance of olivine and ilmenite crystals. These §
are thought to be due to devitrification of the glass
bead. Parasitic crystals have also been found on the
surfaces of some beads. The exact composition of i
these crystals is unknown, however, the larger ones}
are predominately of two compositions, potassium-
chloride and sodium-chloride. The surfaces of some
orange glass beads were also found to contain
ameoboid blebs of iron.

Figure 5: SEM photomicrograph of sublimate§
micromounds on the surface of a glass sphere. |



Table 1: Pristine Lunar Glass Varieties Arranged According to wt % TiO2 Abundance

CLASS/VARIETY Si0y_TiO» AO3Cr;03 FeO MnO MgO CaO NaxO KyO

1) Apollo 15 Green C 480 026 7.74 057 0.19 182 857 nd nd
16.5

2) Apollo 15 Green A 455 038 775 056 197 022 172 865 nd. nd

3) Apollo 16 Green 439 039 7.83 039 219 024 169 844 nd nd

4) Apollo 15 Green 460 040 792 055 19.1 na. 172 8.75 nd. nd.

5) Apollo 15 Green D 451 041 743 055 203 022 176 843 nd nd
6) Apollo 15 Green E 452 043 744 054 198 022 183 8.15 nd nd
7) Apollo 14 Green B 448 045 7.14 054 198 024 19.1 803 0.06 0.03

8) Apollo 14 VLT 560 055 930 058 182 021 159 924 0.11 0.07

9) Apolio 11 Green 437 057 796 046 215 na. 170 844 nd. nd.
10) Apollo 17 VLT 453 0.66 9.60 040 196 026 150 940 0.27 0.04
11) Apollo 17 Green 443 091 6.89 na 202 023 195 740 0.10 nd.
12) Apollo 14 Green A 44.1 097 6.71 056 23.1 028 166 794 nd. nd
13) Apollo 15 Yellow 429 348 830 059 221 027 135 850 045 nd.
14) Apollo 14 Yellow 408 4.58 6.16 041 247 030 148 774 042 0.10
15) Apollo 17 Yellow 40.5 690 8.05 063 223 025 126 864 0.39 nd.
16) Apollo 17 Orange 394 8.63 621 067 222 028 147 7353 041 0.04
17) Apollo 17 Orange 385 9.12 579 069 229 na. 149 740 0.38 nd
18) Apollo 15 Orange 379 9.12 563 065 237 na 149 741 036 nd
19) Apollo 17 Orange 388 930 7.62 066 229 029 11.6 855 039 nd
20) Apollo 11 Orange 373 100 568 063 237 na. 143 762 031 nd
21) Apollo 14 Orange 372 125 569 086 222 031 145 704 028 029
22) Apollo 15 Red 356 138 17.15 077 219 025 121 7.89 049 0.12
23) Apollo 14 Red 356 153 4.81 na. 237 na. 130 649 050 nd.
24) Apotllo 14 Black 340 164 46 092 245 031 133 690 023 0.16
25) Apollo 12 Red 334 164 46 084 239 030 130 627 0.05 0.12

n.a.: not yet analyzed
n.d.: not detected
Modified from Delano (1986).
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GEOCHEMISTRY OF THE LUNAR PYROCLASTIC DEPOSITS

Geochemistry Of Returned Samples

Since their return, many microprobe, SEM, TEM, and petrographic analyses have been done on
the lunar glass droplets (e.g., Chao et al., 1970; Reid et al,, 1972, 1973; Ringwood, 1973; Heiken and
McKay, 1974; Green gt al., 1975; Glass, 1976; Marvin and Walker, 1978; Warner et al., 1979; Green and
Delano, 1980; Delano and Livi, 1981; Chen et al., 1982; Delano, 1986). As a result of these many detailed
studies Delano (1986) identified and confirmed the existence of twenty-five varieties of pristine, or
volcanic, glass. These classes are based on their individual compositions and include: Apollo 11 green and
orange; Apollo 12 red; Apollo 14 green (A & B), VLT, yellow, orange, black, and red; Apollo 15 green
(A, B, C, D, E), orange, yellow, and red; Apollo 16 green; and Apollo 17 orange, yellow, VLT, and green
(see Table 1). To accomplish this, Delano synthesized all of the previously published data and removed
any interlaboratory bias by consistently using the Apollo 17 pristine orange glass composition as a
working standard throughout his investigations of the high-Ti glasses. Likewise, the Apollo 15 pristine
yellow glasses and Apollo 15 pristine green A glasses, respectively, were used as standards for other glass
droplets containing medium- and low-Ti abundances (Delano, 1986).

The laboratory data indicate a composition rich in SiO7, FeO and MgO for the various pyroclastic
classes. These values are consistent with remote sensing data collected over the various regional pyroclastic
deposits and discussed below.

REMOTE SENSING OF LUNAR PYROCLASTIC DEPOSITS

Orbital Geochemistry

The Apollo15 and 16 spacecrafis each flew a flourescent X-ray experiment package from which
intensity ratios for the elements Mg, Al and Si were measured. In a procedure outlined by Bielefeld (1977),
the various intensity ratios were converted to geochemical concentration ratios by weight. From these data,
a positive correlation was noticed between high Mg/Al ratios and the presence of dark mantle material
(Schonfeld and Bielefeld, 1978). Of the four large, regional pyroclastic deposits mentioned thus far,
Sulpicius Gallus has the highest overall average Mg/Al values. Studies by Butler et al. (1978) show that
the green, orange and brown pyroclastic glasses have extremely high Mg/Al concentration ratios (2.7, 2.6
and 1.7, respectively) compared to ordinary mare soils (ave. 0.61). When these glasses are mixed with the
mare soils, an overall increase in Mg and decrease in Al concentration occurs. Mixing models performed by
Schonfeld and Bielefeld (1978) estimate that approximately 32-37% of the Sulpicius Gallus formation is
composed of orange and black glass. Similarly, they estimate that the two glasses compose 28% of the
Taurus-Littrow deposit. Returned samples, however, indicate that only about 10-25% of the Apollo 17 soil
was composed of orange and black glass, with the exception of Shorty Crater where pure concentrations of
orange and black glass were found (AFGIT, 1973). This discrepancy may be due to the 50 km distance
between the Apollo 17 landing site and the Taurus-Littrow deposit.

Other similar correlations between high Mg/Al ratios and the presence of dark mantle pyroclastic
material were found at the craters Picard (Olson and Wilhelms, 1974) and Pierce (Casella and Binder,

- 1972) in Mare Crisium as well as in Mare Fecunditatis.

Andre gt al, (1975) also analyzed the orbital geochemistry data collected over the Apollo 17-
Taurus Littrow site. They looked at the Al/Si concentration and found that a decrease in intensity of the
AV/Si ratio correlates with a distinct chemical boundary between the highland and dark mantle units. Less
pronounced, however, was the distinction between the dark mantle unit and the floor of Mare Serenitatis.
Here, the X-ray flourescence data indicated only a slight variation in Al/Si between the two materials
(Andre et al, 1975). Nine Taurus-Littrow basalt samples studied by Nava (1974), Rhodes et al. (1974), and
Rose et al. (1974) have an Al/Si concentration ranging from 0.22 to 0.28, or an intensity ratio between
~0.50 to ~0.66. The average concentration ratio yields an AV/Si intensity ratio of ~0.59, which corresponds
to the average value for four orbital data points in the mare proper (Andre gt al,, 1975). The calculated
concentration and intesity ratios for the orange and black glass are 0.19 and 0.48 respectively. These data
correspond nicely with the visible albedo data of Pohn and Wildey (1970), the color-difference photograph
of Whitaker (1972), and the relative spectral reflectivity curves of McCord et al. (1972), Gaddis et al.
(1985), Coombs (1988), and Hawke gt al. (1989).



Earth-Based Radar

As discussed briefly above, 3.8- and 70-cm radar backscatter images show that the surfaces of the
regional pyroclastic deposits lack signal-scatterers, or rocks and boulders in the 1-50 cm size range. Rather,
- the data indicate that the surfaces of these deposits are smooth and block-free, and, that the nearsurface
zones of these deposits are also block-free (Zisk et al., 1974; Thompson, 1979). With the low angle of
incidence in the 3.8-cm radar images, the polarized signals returned are largely a function of the local slope.
The unpolarized signals, on the other hand, are almost entirely dependent upon the inherrent properties of
the surface materials, and exhibit little or no slope effects. These data support the field observations made
by Apollo 17 astronauts, Cernan and Schmitt, during their EVA at Shorty Crater (Bailey and Ulrich,
1975), where they cored into a dark mantle deposit. In general, within any particular dark mantle deposit,

areas of high radar return, or where a small impact penetrateted the pyroclastic mantle and exposed higher
albedo material, are rare.

Earth-Based Telescopic Spectra

Earth-based telescopic spectral reflectance studies have provided important information concerning
the composition of regional pyroclastic deposits (e.g., Adams et al., 1973; Pieters, 1973, 1974; Gaddis,
1985; Lucey gt al,, 1986). Figure 6 shows a number of near-infrared spectra that were collected from
regional pyroclastic deposits on the lunar nearside (e.g., Sinus Aestuum, Rima Bode, Mare Vaporum,
Taurus Littrow, Aristarchus Plateau). These spectra were collected from the University of Hawaii 2.2 meter
telescope on Mauna Kea and processed according to the methods outlined by McCord gt al., 1981.

' The spectra indicate that the regional pyroclastic deposits are rich in iron, titanium and oxygen-
bearing minerals. Some minor compositional variations do exist between the deposits. For example, the
top three spectra in Figure 6 from Taurus Litrrow, Sinus Aestuum, and Rima Bode, indicate a composition
rich in iron, titanium and oxygen. The absorption bands in the continuum removed spectra are shallow and
broad, with somewhat irregular base curves. The bottom two spectra from, Mare Humorum and the
Aristarchus Plateau, on the other hand indicate that these deposits are rich in Fe2+-bearing glass (Gaddis et
al., 1985; Lucey et al,, 1986; Coombs, 1988; Hawke et _al., 1989). Here the absorption bands exhibit
broader, deeper and more smooth or uniform signatures and extend to longer wavelengths.

[ P— — Figure 6: Continuum removed spectra collected
o ; ';;:’s“‘m;"cm 2 ne 1 from the U.H. 2.2 m teslescope on Mauna Kea
"1 e swpIcIus GALUS 2 /C ] of some regional pyroclastic deposits.

Al d MARE HUMORUM I /C
e ARISTARCHUS PLATERU 1t /C

Multispectral ratios of these deposits exibit
very high 0.40/0.56 pm values and the deposits
1 appear "blue" in 0.40/0.56 um images presented by
1,.  Pieters gt al. (1974) and McCord ¢t al. (1976).
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13 J deposits are uniform and exhibit a low amount of
2 P ? wr-.._" s contamination (Pieters et al., 1974; McCord et al,,
ol el 4 ] 1976, 1979; Gaddis et al,, 1981, 1985; Coombs,
® =, \J/ : ¥ 1988; Hawke et _al, 1989). The deposits are
& C widespread and cover large areal extents. They are
. : relatively deep, varying from 10-50 m thick. The
B

©7 g te rm e T Uel dw Te’ 28T e deposit§ are homogeneous with unifoqn sizes and
. compositions and are relatively unconsolidated.

The mechanical properties of the pyroclastic deposits are predictable as compared to typical mare
or highland regoliths, where there is much more variation in heterogeneity. Thus, it would be much easier
to design a rover and other such necessary mining equipment to traverse the pyroclastic deposits. Mining
and excavation will be straightforward in this material due to its fine-grained nature. These deposits have
an excellent resource potential as they are relatively high in solar wind contents and the bulk chemistry of
the glass is enriched in Si, Fe, Mg, and Ti. Also, these deposits would provide an extremely useful source
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of shielding and construction material. The high density of the deposit materials makes these glass beads
ideal for radiation protection. Also, the combination of high density and potentially thick, fine-grained
deposits make tunnelling for habitats extremely attractive. A mere 10-20 m covering of this material will
provide a year-round ambient temperature of zero degrees C and would almost eliminate radiation hazards.

Recent laboratory studies performed here at JSC by Allen gt al. (1994) demonstrated that the
Apollo 17 orange and black glasses release the most oxygen when exposed to hot hydrogen than any other
Iunar material. Compared to other resource feedstock sources on the Moon, these pyroclastic materials may
just be the best oxygen resource on the Moon. Additionally, we now know that the orange and black glass
spheres are rich in easily accessible sulfur and other sublimates as mentioned above. These samples have
approximately 700 ppm by weight, sulfur in the bulk glass sample. Sulfur may be easily extracted from
the lunar glass beads by heating them to relatively low temperatures compared to other samples. Gibson
and Moore (1974) heated beads from sample 74220,84 and determined that sulfur is released at
temperatures as low as 250°C to 650-700°C. The iron-rich pyroclastics may also be very good feedstocks
for producing construction material such as sintered concrete-like blocks and for extracting metallic iron for
a lunar base power system.

‘CONCLUSION

An evaluation of the remote sensing data confirm that lunar pyroclastic deposits are more
prevalent and widespread than intially mapped. In addition, more material is thought to have erupted and
been distributed than previously thought. Results of the geologic and remote sensing studies now lead us
to believe that some pyroclastic deposits are exposed remnants of much larger regional deposits that are
now largely buried by crater ejecta and/or subsequent lava flows.

Laboratory compositional evaluations and soil studies support the use of these materials as
resource feedstock. Not only are they readily avaiable in the most useful form - friable, fine-grained
spheres, they are full of needed resource elements which can be readily beneficiated and used to establish
and maintain a lunar base.

As with so many topics, we now know enough about lunar pyroclastics to know taht we need to
know much more before we can claim we understand them. Recently returned satellite data and future
missions such as Questions we will address in the future with the help of the higher resolution
Clementine and Galileo data include: What is the ‘true’ geographic extent of the pyroclastic deposits? Can
we actually identify potential source vents and how do the volcanic deposits relate to them? How does the
composition of a deposit vary? How does the Apollo 17/Taurus-Littrow deposit, a comparatively well
studied site from which we have samples, relate to similar, remote sites like Sulpicius Gallus or Rima
Bode? How well can we extrapolate our findings to other sites? How do the regional sites compare to the
local sites? How do the glass samples in most lunar soils fit into the picture? We know that the Apollo
17/Taurus Littrow spectra and samples correlate, but how far can we extend this correlation and our
comparative methods? Do Apollo 11, 12, 14, 15, and 16 samples correlate with Clementine/Galileo
spectra, and if so, how? What do the fresh craters tell us about these deposits? Can we find fresh, pristine
exposures on the crater rims/walls? Can we determine the relationship of regolith maturity to grain color?
How do the spectral signatures of individual pyroclastic glass particles relate to the signatures of larger
scale deposits? What is the relationship, if any, between the regional and local deposits?
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ABSTRACT

Sustainable human presence in extreme environments such as lunar and martian
bases will require bioregenerative components to human life support systems where plants
are used for generation of oxygen, food, and water. Reduced atmospheric pressures will
be used to minimize mass and engineering requirements. Few studies have assessed the
metabolic and developmental responses of plants to reduced pressure and varied oxygen
atmospheres. The first tests of hypobaric pressures on plant gas exchange and biomass
production at the Johnson Space Center will be initiated in January 1996 in the Variable
Pressure Growth Chamber (VPGC), a large, closed plant growth chamber rated for 10.2
psi. Experiments were designed and protocols detailed for two complete growouts each of
lettuce and wheat to generate a general database for human life support requirements and to
answer questions about plant growth processes in reduced pressure and varied oxygen
environments.

The central objective of crop growth studies in the VPGC is to determine the
influence of reduced pressure and reduced oxygen on the rates of photosynthesis, dark
respiration, evapotranspiration and biomass production of lettuce and wheat. Due to the
constraint of one experimental unit, internal controls, called pressure transients, will be
used to evaluate rates of CO2 uptake, O2 evolution, and H20 generation. Pressure
transients will give interpretive power to the results of repeated growouts at both reduced
and ambient pressures. Other experiments involve the generation of response functions to
partial pressures of O2 and CO2 and to light intensity. Protocol for determining and
calculating rates of gas exchange have been detailed. In order to build these databases and
implement the necessary treatment combinations in short time periods, specific
requirements for gas injections and removals have been defined. A set of system capability
checks will include determination of leakage rates conducted prior to the actual crop
growouts. Schedules of experimental events for lettuce and wheat are outlined and include
replications in time of diurnal routines, pressure transients, variable pO2, pO2/pCO2 ratio,
and light intensity responses.



INTRODUCTION

Pressure and composition of atmospheres in future life support systems such as
lunar and martian bases will likely differ from those of a sea-level, earth-based
environment, Establishing an atmosphere for advanced closed life support systems
involves consideration of requirements suitable for both autotrophs and heterotrophs.
Human life support includes requirements for oxygen supply and carbon dioxide removal,
roles served at least in part by plants in advanced life support systems having a
bioregenerative component. In recent years, large, closed, controlled environment
chambers have been constructed by NASA for gas exchange and plant growth studies (4,
10,22,29,31,32).

Optimum gas environments for plants and people may not be the same even though
the atmosphere of the biosphere has evolved to establish gas compositions which reflect the
recipricol exchange of oxygen and carbon dioxide. While the atmospheric composition of
the biosphere is suitable for the survival of both, it is not optimum for all growth and
development processes. For example, it is well established that the carbon dioxide
concentration of the biosphere is considerably lower than the level at which photosynthesis
of plants is saturated (2,6,12,16,18). This knowledge has been applied to crop production
in greenhouses and other closed environment settings where atmospheres are commonly
enriched with carbon dioxide to accelerate growth rates.

Hypobaric Effects

Hypobaric pressures will likely be used to decrease the mass and engineering
requirements for establishing and sustaining life support systems at extraterrestrial
outposts. Recent studies suggest that plant growth may be enhanced at hypobaric
pressures particularly when combined with decreased partial pressures of oxygen
(1,8,9,11,19,23). At present, it is not clear what may explain effects of hypobaric
pressure on plant processes, particularly photosynthesis. However, there are two major
possibilities based on well established physical principles and the current state of
knowledge in plant metabolism. First, the diffusion coefficient of gases in air increases at
atmospheric pressures below those of ambient sea level. The relationship is expressed as

D' = DO(T1/293)m(760/P1),

where DU is the diffusion coefficient in air at 293 K and 760 mm Hg in cmZ/s, T is the
temperature in K, P is the pressure in mm Hg, and m is a factor that depends on
characteristics of the diffusing gas and for CO2 in air is equal to 2. The calculated

diffusion coefficients in air for CO2 and H20V at a range of pressures at 23 C (baseline
temperature to be used for crop production tests) are presented in Figure 1. Comparing
ambient sea level pressure with the baseline pressure to be used for hypobaric plant growth
experiments illustrates that the diffusion coefficients for CO2 and H20 increases by a factor
of 1.44 at the lower pressure. Increased rates of CO3 diffusion will result in a more rapid
rate of transport to the site of photosynthesis assuming that stomatal conductance and leaf
boundary layer resistance also remain unaffected (13). Photosynthetic enhancement
attributable to increased carbon dioxide diffusivity would be expected to be greater at
carbon dioxide concentrations well below saturation with the effect becoming negligible as
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saturating concentrations are approached. Also, the CO2 concentration required to saturate
Ps is highly dependent on genotype (mesophyll resistance), light intensity, and
temperature. Water diffusion at reduced pressures will also be enhanced and will lead to
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Figure 1.- Diffusion coefficients of CO2 and H20 calculated for a range of
pressures at 23 C.

greater rates of transpiration (Ts). Increased rates of Ts with decreasing pressure have
been reported in several studies (11,14,19). Given that the vapor pressure deficit (VPD) is
held constant at different Py, it should then be possible to determine the influence of Pt on
Ts solely through its effect on D(H20V).

A second major possibility for reduced pressure effects relates to the effects of O2
on plant metabolic processes. If a reduction in atmospheric pressure is accompanied by a
reduction in the partial pressure of oxygen, other effects may occur considering the range
of oxygenases that regulate plant metabolism. A well established effect of decreased
oxygen partial pressure is the decrease in activities of ribulose bisphosphate carboxylase-
oxygenase (RUBISCO) and glycolic acid oxidase (12,16). The net effect of the activities
of RUBISCO and photorespiratory enzymes in C-3 plant species is an increased carbon
loss which can be lessened at lowered partial pressures of oxygen (15,18,20,21,25,26).
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Thus, optimizing productivity of plants also may involve a combination of hypobaric
pressures and lowered partial pressures of oxygen. In addition, there is an effect of
lowered oxygen on background or dark respiration (DR) (7,8,9,17,27,28) which may
further increase the rate of biomass production through decreased carbon loss. Since
cytochrome oxidase, the terminal electron acceptor in the mitochondrial electron transport
chain, has a high affinity for oxygen and the stomatal resistance in the light is low, there
may be only minimal effects on background respiration of shoots in the light at pO2 down
to about 1.5 psi. There may be greater affects of pO2 on root respiration depending on the
nature of the culture medium (e.g. solid matrix, solution culture, nutrient film technique),
and the density and resistance of the root mass and root surfaces. For certain plant species
such as wheat and lettuce, which can be grown under continuous light, the dimunition of
overall, whole canopy DR (shoots and roots) may increase the rate of crop growth.
However, in some plants there may be intermediates produced at sea level pO2 values
which serve key roles in developmental processes such as seed germination. Perhaps there
are different pO2 optima for the periods before and after attainment of photosynthetic
competence during seedling development.

Defining Atmospheres

Given that people and plants have different optima for atmospheric regimes, what
atmospheres should be generated which would be suitable for an integrated system, and
alternatively, for isolated systems? The issue of designing appropriate atmopheres for
people in isolation has been well researched and various regimes have been implemented
for space missions (Table 1). An open, but perhaps not critical issue in human physiology
is whether there are any detrimental effects of prolonged exposure to lowered atmospheric
pressures which are necessarily accompanied by lowered partial pressures of N2. At this -
point, there is no strong evidence to indicate that N2, the major component of the Earth's
atmosphere, serves any vital long range function in human physiology.

A set of gas composition and atmospheric pressure values similar to those for
human life support is not established for plants, though physiological responses to partial
pressures of CO2 and O2 have been documented. Furthermore, since there is a greater
genetic diversity to consider for plants than for the human species, responses of individual
species and genotypes of plants to varied atmospheric conditions are expected to vary more
widely than responses of humans. Approaches to the problem of defining atmospheres for
plants could be tailored to the situation. One scenario is to define those conditions which
are optimum for growth and development regardless of human needs. It is likely that such
conditions may not also be suitable to people, necessitating compartment isolation and
procedures to enable brief periods of human integration with a plant compartment. If
isolation is feasible in future closed environments and if it translates into more efficient
production of biomass, then implementation may be advantageous. Working from this
assumption, how is the "best" atmospheric regime for plants determined? There are few
reports on this subject except for the aforementioned effects of carbon dioxide enrichment
and lowered partial pressure of oxygen. What effects, if any, will decreased atmospheric
pressures and decreased partial pressures of oxygen have on rates of biomass production?

‘ Another approach to defining atmospheres for plants is to assume a regime which
will be integrated with people. This automatically places contraints on the minimum
oxygen partial pressure and maximum carbon dioxide partial pressure which can be used
safely and comfortably. The partial pressure of carbon dioxide which maximizes plant
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TABLE 1.- ATMOSPHERIC REGIMES USED FOR HUMAN LIFE SUPPORT IN THE
U.S. SPACE PROGRAM.2

PressureD
Program Total (kPa) Oxygen (kPa) Carbon Dioxide (Pa)
Apollo 34.5 (5.0) 345(5.0) 0 ceeeeeeeeee-
Skylab 34.5 (5.0) 22.7-269 (3.3 -3.9) 660 (5.0)
Orbiter 101.2 (14.7) 20.3-23.8 (3.0-3.5) 1010 (7.6)
Orbiter
(EVA prep) 70.3 (10.2) 18.3-19.3 (2.7-2.8) 1010 (7.6)
Space Station
Freedom 70.3 (10.2) 68.9 - 71.7 (10.0 - 4.0) 1013 (7.6)

2adapted from Tables B-1 and B-3 in Wieland, P.O., 1994, pages 184-185 (ref. 33).
b psi given in parentheses except carbon dioxide where it is mm Hg.

growth is fortunately well below the defined safety limit for people. The partial pressure
of oxygen is perhaps considerably higher than what could be established for optimum plant
growth and would have to be a set condition based on human requirements. However,
there is considerable latitude in the selection of the total pressure environment, which, for
safety issues, would involve the use of a diluent/quenching gas such as nitrogen or helium.
During the Skylab missions, the atmosphere consisted of an oxygen partial pressure of 160
mm Hg and 90 mm Hg nitrogen, with carbon dioxide maintained below about 5 mm Hg.
The oxygen level was the same as ambient sea level, but the reduced nitrogen gave a total
pressure environment of about one-third atmosphere with no documented deleterious
effects on human health for a mission that lasted nearly three months. A reduced pressure
database for plants needs to be developed which will include conditions that meet the goal
of optimizing plant productivity and conditions which would also be suitable for human life
support.

Variable Pressure Growth Chamber

The first tests of hypobaric pressures on plant gas exchange and biomass
production at the Johnson Space Center will be initiated in January 1996 using the Variable
Pressure Growth Chamber (VPGC) with tests of chamber and subsystem function
beginning in September 1995. The VPGC, which is rated for a 10.2 psi pressure
atmosphere and has a growth area capability of 11.2 m2 (4) will be used for two complete
growouts each of lettuce (Lactuca sativa "Waldmann's Green') and wheat (Triticum
aestivum 'Yecora Rojo' or a new dwarf genotype, 'Utah-20-1-41"). A primary objective
of these experiments is to determine the effects of subambient pressure on gas exchange
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and yield of plant species selected as candidate crops for the Controlled Ecological Life
-Support Systems (CELSS) program. The mass balance of metabolic gases will be -
important for matching plant requirements and resource generation to the resource needs of
humans (3). A set of values for the key environmental variables affecting plant growth will
be established and at specific stages of development, experiments will be conducted to
answer specific questions about gas exchange responses under the subambient pressure
environment. A peripheral, but important issue related to plant growth in closed
environments is the evolution of volatiles which may accumulate to physiologically active
levels. The plant volatile and hormone ethylene, is of special concern because of its wide
range of metabolic effects. Since the synthesis and action of ethylene are dependent on the
partial pressure of oxygen, ethylene concentration will be measured routinely and will be of
particular interest in the context of variable pO2 experiments.

Large scale experiments in growth chambers or in chambers designed as prototype
CELSS have been concerned mainly with defining and implementing environmental
conditions considered optimum for plant growth. Growouts of specific crops may also
involve the conduct of experiments to characterize gas exchange responses to light, carbon
dioxide, temperature, and vapor pressure deficit. The VPGC presents the opportunity to
conduct similar experiments at subambient pressure. Unique to the scale of this chamber
and a pertinent focus to experiments conducted during VPGC growouts will be the use of
different partial pressures of oxygen.

OBJECTIVES

A. Database
The following objectives relate to the overall goal of developing a database on crop
gas exchange and biomass production for advanced closed life support systems using the
VPGC as a tool.
1. Determine gas exchange rates (i.e. Ps, DR, and Et) of lettuce and wheat
throughout growth and development.
2. Compare biomass production and rates of gas exchange in hypobaric and
ambient pressure environments.
3. Develop photosynthetic response functions for light intensity (PPF) and
carbon dioxide concentration.
4. Determine changes in concentration of ethylene in the atmosphere during crop
development.
B. Investigative

The following is a list of questions relevant to issues of plant processes and
growth in closed life support systems and can be addressed on a large scale plant canopy
using the VPGC as an experimental unit.

1. Does hypobaric pressure enhance photosynthesis and biomass
production of lettuce and wheat?

2. Are rates of gas exchange (i.e. Ps, DR, and Et) influenced by total
atmospheric pressure and by partial pressure of oxygen?

3. What are the physiological explanations for any observed effects on gas
exchange? Attempts will be made to make distinctions at the
crop canopy level between metabolic and physical possibilities.

4. Are there interactive effects of partial pressures of oxygen and carbon
dioxide on gas exchange rates, i.e. is net photosynthesis a function of the
pO2/pCO2 ratio?
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EXPERIMENTAL PROTOCOLS
Baseline Conditions
Baseline environmental conditions were selected based on previous reports of

experiments in plant growth chambers (5,6,10,24,31,32) and on the unique capabilities of
the VPGC for maintaining reduced atmospheric pressure (Table 2).

TABLE 2.- BASELINE CONDITIONS FOR CROP PRODUCTION

TESTS IN VPGC.
Environmental
Condition Lettuce Wheat
Pressure (psi)2 10.2 10.2
Oxygen (psi)P 21 2.1
Carbon dioxide (umol/mol) 1200 1200
Temperature (C) 23 23
Dewpoint temperature (C)¢ 17.5 17.5
Photoperiod (light/dark) 18/6 20/4
PPF (umol/m?/s) 400 1500

aPressure given is for first growout of each crop; the second growout will
use 14.7 psi as the baseline.

bPartial pressure of O2 given is for first growout with the second growout
to be set at 3.1 psi.

CA dewpoint temperature was selected to give a relative humidity of 70%.

The following sections are the categories of experiments and types of data to be
compiled for the two growouts of lettuce and wheat.

Diurnal Routines

Each day, measurements of net photosynthesis (Ps), dark respiration (DR), and
evapotranspiration (Et) will be made and continued throughout growth and development.
Sensitive measurements of rates of CO2 uptake will probably not be possible until
following the completion of the germination process (several days after planting). Since
there will be light/dark cycles used and no attempt at CO2 removal will be made, the DR
measurement will be obtained from the slope of the linear increase in CO? concentration
that occurs following lamp shutdown. It is assumed that DR is constant over the range of
CO7 concentrations that develop. After the lights are turned on the CO2 will decrease
linearly until the setpoint value of 1200 ppm is achieved. This is referred to as the diurnal
photosynthetic drawdown. While the Ps drawdown method of measurement is not steady
state, the baseline concentration of 1200 mol/mol is close to saturation of Ps at the
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specified light intensity, is linear, and is therefore a reliable daily rate measurement
(unpublished data). A supplementary method for measuring the photosynthetic rate will be
achieved for the complete light period by tracking the absolute quantity of CO? injected to
maintain the setpoint. This is equivalent to the amount of CO? used in Ps plus the quantity
leaked from the chamber during the time of measurement. The numbers obtained are
referred to as CO2 mass flow measurements and are considered a steady state method of
measurement. Leakage tests performed prior to and following each crop test will be used
to apply corrections to calculations made for any long term meaurements (i.e. those
exceeding a couple hours). It is anticipated that the leak rate, particularly at the subambient
pressures, will be small enough (i.e. < 5 %/day) to assume a negligible loss for short term
(<1 hour) rate calculations. Oxygen concentration during the light phase will be maintained
at the established setpoint and quantities tracked by continual scrubbing with a molecular
sieve. Accounting of the oxygen removed during the photoperiod by the molecular sieve
will also serve as a supplementary method of Ps rate measurement and will be compared
with the CO2 mass flow data. It may be possible to use the two measurements to calculate
an assimilation quotient for Ps (CO2 uptake/O) evolved).

Daily measurements of water flux will also be made for both light and dark
components of the daily cycle. The light measurement actually represents a combined
evapotranspiration (Et) value. It will not be possible to separate the two components
precisely since the energy budgets differ and a finite, but perhaps small stomatal
conductance can be measured during the dark period. An estimate of evaporation will be
obtained in the pretest checkouts by running the system at test conditions without plants.

P; Transients

Since the baseline pressure used is 10.2 psi, it will be necessary to compare
measurements of gas exchange rates with those conducted at ambient pressure (see
objectives A.2 and B.1). The constraint of one experimental unit and limited replications in
time pose an interpretive challenge. Therefore, short-term rate measurements at several
stages of development will be made. For the first growout of each crop, the pressure
transients will be ambient pressure and for the second growout of each crop where the
baseline atmospheric pressure is ambient, the pressure transients will be conducted at 10.2
psi. It will also be necessary to vary the partial pressure of O2 during the pressure transient
experiments. Both the reduced and normal sea level ambient partial pressures of O2 will be
used. These short term experiments will be used as an aid to interpretation of biomass
production results and for establishing the extent to which overall rates of plant metabolism
can be altered by Py and pO2. Pure N2 and 02 will be injected to establish increased partial
pressures and total atmospheric pressures. The vacuum pumps and a method for O2
removal (molecular sieve) will be used to reduce levels back to baseline or to change 02
(for variable O experiments). The pressure transients may be summarized as follows:
Growout I (baseline Py=10.2 psi) - Pt=14.7 psi, pO2=3.1 psi and Pt=14.7 psi, p02=2.1,
and Growout II (baseline Pt=14.7 psi) - Pi=10.2 psi, pO2=2.1 psi and P{=10.2 psi,
p0O2=3.1psi.

Variable pO2
Crucial to defining the optimum atmospheric environment for plant growth is the
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determination of partial pressures of O2 that will maximize Ps and minimize background
respiration (DR). An experiment with variable partial pressure of O2 will be conducted
over the range of 1.1 psi to 3.1 psi using 5 levels for the light period measurements. Due
to the constraint of a short dark period, only 2 levels of pO2 will be used during the dark
period. Within each experiment, the appropriate ambient pressure treatments (like those
mentioned in the Py transients section) will be used as internal controls. A sample protocol
for the Ps measurements is illustrated in Figure 2; the exact order of the 8 separate
measurement periods randomized for each run of the same experiment. The zero-slope
portions of the figure represent the quasi-steady state measurements of CO?2 mass flow
injections. A fifteen-minute period for total and partial pressure changes is shown and is
close to the time limit constraint for changes necessary to complete the set of treatments.
Mass flow of CO2 will be tracked at intervals no greater than 5 minutes in order to establish
sufficient time segments for strong statistical estimates of rates. For the dark period
experiment, CO2 will increase and then the starting value of 1200 ppm reestablished using
a CO7 removal system (LiOH) or a photosynthetic drawdown prior to beginning the next
treatment. A sample protocol and example of a hypothetical result are shown in Figure 3 to
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Figure 2.- Example of treatment protocol for the variable oxygen experiments in
the VPGC during the light period.
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Figure 3.- Sample protocol and example of hypothetical results to illustrate experiments for
measuring dark respiration during application of different treatment atmospheres.

illustrate the treatment sequence and possible effects. Also, tracking of water flux for both
light and dark experiments would be desirable to determine if the treatments influence
evapotranspiration. Given that water vapor pressure deficit is held constant, any treatment
effects on Et will likely be attributable to effects on stomatal conductance.

pO2/pCO2 Ratio

Possible pO2 effects on the rate of Ps may actually be attributable to the ratio of
oxygen to carbon dioxide. This experiment will enable the generation of photosynthetic
response functions to CO? concentration at two levels of pO2 (2.1 and 3.1 psi). Control of
CO) will be disabled and the CO7 allowed to decrease (photosynthetic drawdown).
Drawdowns to the CO2 compensation point, while desirable for generating a complete
function, can take several hours and may result in a substantial decrease in the free
carbohydrate pool. The latter effect may influence how the crop canopy is in turn affected
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by a subsequent change in the pO2. The photosynthetic response curve can be
characterized down to about 200 ppm CO2 fairly quickly (i.e. 60-90 minutes) without a
major change in the free carbohydrate pool. The method just described is nonsteady state
and may not be representative of the internal conditions and time necessary for true
photosynthetic steady state to be achieved. Stomatal conductance is strongly dependent on
CO7 concentration and the VPGC has a rather tight configuration (i.e. volume to area ratio
=2.4). Therefore, a steady state experiment will be conducted and mass flow
measurements used to calculate the rate of Ps at different CO2 concentration setpoints. If
the two methods do not provide consistent results, then a more time-consuming steady state
method (CO7 setpoints and mass flow measurements) will be used.

Light Intensity Response Function

A routine experiment in constructing gas exchange databases for plants is to
determine the photosynthetic response to light intensity (PPF) in the photosynthetically
active radiation (PAR) waveband (400 - 700 nm). For lettuce, a reduced baseline light
intensity is necessary to minimize the risk of tipburn, a condition exacerbated by controlled
environment growth using solution culture or nutrient film techniques. However, given the
potential responses to low pressure and decreased partial pressure of oxygen and the
potential for accelerating O2 generation or CO2 removal, it will be of interest to determine .
the photosynthetic response to light intensity for differing atmospheric conditions. This
can be achieved by conducting an experiment using at least 2 light intensities (baseline and
a higher value) in combination with the 2 Pt levels and 2 pO2 levels as described in the
protocol for the variable oxygen experiments. Some exploratory work will be necessary to
determine appropriate PPF values to use in combination with the atmospheric treatment
variables. The procedure will involve short duration (30 min) drawdowns of CO2 and
calculation of the rate of Ps from the slopes of the line segments (10). For wheat, a
photosynthetic response is anticipated throughout the light range capability of up to 1500
pumol/m2-s. This response function will be generated by dimming the lamps to achieve
PPF values in the range of 250 to 1500 pmol/m2-s in steps of approximately 250. The
light compensation point will be calculated as the x-intercept from the fitted function. As
with the lettuce, an experiment will be conducted to determine if light saturation varies with
P¢ and pOn. '

A schedule of experimental events for each crop and the estimated times in the
growth cycle at which they will occur are summarized in Tables 3 and 4.

TEST REQUIREMENTS

The conduct of experiments outlined and discussed in this report require changes in
total pressure and in partial pressures of individual gases in the atmosphere. The required
changes must be accomplished in certain time periods in order to impose all necessary
atmospheric treatment regimes. The types of changes, methods of implementing the
changes, and method capabilities are summarized in Table 5.

Leak Rate Tests
Experiments outlined in this report involve the determination of steady-state and
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nonsteady-state rates of consumption and evolution of metabolic gases in a closed
environment. These measurements are based upon changes in concentration over time or
upon quantities injected to maintain a constant concentration. For time increments more
than a couple hours or for measurements integrated over days, calculations will require a
knowledge of the rate of leakage of the gas of interest from or into the system. Leakage
rates of CO2 and C2H4 from the VPGC will be determined with the chamber in full test
mode with the exception of plants. Individual gases will be injected and samples taken
from the inside air and the external ambient atmosphere to determine the concentration
gradient. The leak rate may be calculated from the formula,

L=1t-t1 X In [C] - Camb/C2 - Cambl,

where L is the leak rate in %/day, t is time, C1 is the concentration of the gas att2, Cj the
concentration of the gas at t], and Camb the concentration of the gas in the ambient
atmosphere (30). In conducting the test, sufficient time should be allowed after injecting
CO2 and C2Hjy for equilibration with the chamber environment as the gases will dissolve
in water, the seals, and perhaps other materials.
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ACRONYMS, ABBREVIATIONS, & SYMBOLS

CELSS Controlled Ecological Life Support Systems
D(CO2) Diffusion coefficient of carbon dioxide
DH20Y) Diffusion coefficient of water vapor
DR Dark Respiration

Et Evapotranspiration

Hb Hypobaric

Pr Photorespiration

Ps Photosynthesis (net)

Pt total pressure of atmosphere

pCOn partial pressure of carbon dioxide

pN2 partial pressure of nitrogen

pO2 partial pressure of oxygen

PPF photosynthetic photon flux

Ts Transpiration

VPD vapor pressure deficit

VPGC Variable Pressure Growth Chamber
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TABLE 3.- SCHEDULE OF TEST ACTIVITIES FOR GAS EXCHANGE
EXPERIMENTS WITH LETTUCE IN VPGC.

Test Day Activities/Experiments

1-8 Germination and seedling establishment/dark respiration measurements?

9 Gas exchange measurementsd

10-14 Stand establishment/Daily routines®

15 Daily routines/Pressure transient experiment (dark)

16 Pressure transient experiment (light)

17 Variable pO2 experiment

18 Ps response to CO2 at 2 pO2 (drawdowns) or pO2:pCO2 ratio experiment
19 PPF experiment at 2 pO2

20-21 Daily foutine

22 Daily routines/Pressure transient experiment (dark)

23 Pressure transient experiment (light)

24 Variable pO7 experiment

25 Ps response to CO7 at 2 pO7 (drawdowns) or pO2:pCO2 ratio experiment
26 PPF experiment at 2 pO2

27 Daily routine

28 Daily routine/Return to ambient Pt - measure rates/Harvestd

aRespiration rate measurements during germination will be possible by about day 2 or 3.
bEstimate of day for obtaining reliable Ps and Et measurements.

cDaily routine includes measurements of Ps, DR, and Et at baseline conditions.
dDay of harvest is estimate.
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TABLE 4.- SCHEDULE OF TEST ACTIVITIES FOR GAS EXCHANGE
. EXPERIMENTS WITH WHEAT IN VPGC.

Test Day Activity/Experiment

1- 4 Germination and seedling establishment/Dark respiration measurements2
5 Gas exchange measurementsd

6-14 Stand establishment/Daily routinesC®

15 Daily routines/Pressure transient experiment (dark)

16 Pressure transient experiment (light)

17 Variable pO2 experiment

18 Ps response to CO? at 2 pO) (drawdowns) or pO2:pCO2 ratio experiment
19 PPF experiment at 2 pO?2

20-21 Daily routines

22 Daily routines/Pressure transient experiment (dark)

23 Pressure transient experiment (light)

24 Variable pO2 experiment

25 Ps response to CO2 at 2 pO3 (drawdowns) or pO2:pCO2 ratio experiment
26 PPF experiment at 2 pO2

27-35 Daily routinesd

36-40 Repeat of experiments conducted days 15-19 and days 22-26

41-42 Daily routines

43-47 Repeat of experiments conducted days 36-40

48-64 Daily routines®/Return to ambient Pt - measure rates/Harvestt

aRespiration rate measurements during germination will be possible by about day 2 or 3.
bEstimate of day for obtaining reliable Ps and Et measurements.
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CDaily routine includes measurements of Ps, DR, and Et at baseline conditions.

dFlowering and seed set will take place during this interval and atmospheric manipulations
will be minimized. ' ,

©Long duration of daily routines at baseline conditions occurs during the latter stages of
growth and development which includes seed fill and senescence.

fDay of harvest is estimate.

TABLE 5.- TEST REQUIREMENTS TO IMPLEMENT ATMOSPHERIC CHANGES
IN THE VPGC DURING PLANT GROWTH STUDIES.

Atmospheric Direction Change Method
Change of Change Minimum = Maximum Method Capability
P; increase 4.5 psi 4.5 psi injection 21000 Vmin
decrease 4.5 psi 4.5 psi vacuum 2000 Vs
pO2 increase 0.5 psi 2.0 psi injection 21000 Vmin
decrease 0.5 psi 0.5 psi Rs variable
vacuum &  b2000 Vs
~ injection 21000 Vmin
maintenance molecular sieve €2 /min
pCO2 increase 0-10ppm 1000 ppm injection d 3 - 30000
. cm3/min
decrease 0-100ppm 1000 ppm Ps variable
LiOH €74 mmol/min
pN2 increase 0.5 psi 4.5 psi injection 31000 Vmin
decrease 0.5 psi 4.5 psi vacuum 52000 Vs
pH20V increase maintenance mist injection
decrease maintenance heat exchanger
cold H20 coils

aTescom Corp. dome-loaded pressure regulators, wide range of capacities available.

bapproximate requirement of tests is only 20 U/s based on an approximate chamber volume
of 27,000 liters at STP.

Ceffective only for continuous scrubbing to maintain pO2.
dBrooks Instrument Mass Flow Controller Model 5850i.

®Maximum capability needed, system specific method may need to be developed.
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Abstract

An experimental investigation of the hydrodynamic characteristics of two-phase R-113
flow has been carried out. Straight tube pressure drop data, as a function of mass flow
. rate (mass flux) and flow quality has been obtained using the Two-Phase Flow Test
Facility located in the Advanced Thermal Laboratories of the Crew and Thermal Systems
Division at ‘the Lyndon B. Johnson Space Center. Additionally, after successfully
obtaining the straight tube pressure drop data, the test facility was modified in order to
obtain pressure drop data for the flow of two-phase R-113 through 180° piping bends.
Inherent instabilities of the test facility prevented the successful acquisition of pressure
drop data through the piping bends.

The experimental straight tube data will be presented and compared with existing
predictive correlations in an attempt to gain insight into the utility of such correlations as
the basis for developing design criteria. A discussion of the instabilities which rendered
successful acquisition of the piping bend data will be presented and suggestions will be
made for eliminating these system tendencies. Finally, recommendations for future
investigations, based on successful reconfiguration of the test facility, will be made.



Introduction

Power requirements for spacecraft and satellites continue to increase, necessitating similar -
increases in the effectiveness and efficiencies of spacecraft thermal management systems.
Active two-phase cooling loops have been identified as systems. which may satisfy the
requirements of future spaceflight thermal control systems,. However, archival literature
documenting both experimental and analytical investigations_ of the pressure gradient
characteristics  of two-phase flow through piping bends and elbows, ‘such as those which
will be included in realistic system designs, is virtually’ non-existent. The current
investigation will obtain baseline data for the two-phase flow test facility developed by the
Crew and Thermal Systems Division. Additionally, the investigation will obtain data
which will help characterize the pressure drop characteristics of two-phase flows through
180° piping bends. This investigation will compliment and support the TEEM flight
experiment scheduled for launch/in 1997

During the summer period, an experimental mvestxgauon of the hydrodynamic
characteristics of two-phase flows similar to those which would occur in the two-phase
active thermal control systems (ATCS) of a.space vehicle was undertaken. This
investigation represents the first step of a long term effort which will develop
mathematical models and experimental data for the prediction of the pressure drops which
" may be expected for two-phase flow through realistic systems which include piping
elbows, expanding and contracting flow sections, and commonly utilized devices such as
quick-disconnect fittings.

Experimental Investigation
Straight Tube Investigation

A schematic of the two-phase flow test facility utilized for the straight-tube flow
characterization of the current investigation is illustrated in Fig: 1. The R-113 entered the
positive displacement pump as single-phase liquid. The single-phase liquid was pumped
through the evaporator section which consisted of a circulation heater where heat input
could induce partial vaporization of the flowing R-113. The liquid or two-phase mixture
which exited the evaporator section could be observed in the flow visualization section in
order to characterize the naturé of the two-phase or single-phase flow. Downstream of
the visualization section, the fluid passed through the pressure drop test section. This
pressure drop test section allowed the operator to choose either a low range (Baratron) or
high range (Validyne) pressure transducer for the measurement of the pressure drop in the
test section. The parameters which were directly varied in the experimental investigation
were those of pump power input (controlling mass flow rate or mass flux) and evaporator
input power (controlling flow quality). In this manner, the pressure drop in the straight-
tube section -was measured as a function of both mass flow rate (mass flux) and flow
quality. The two-phase test facility was used in conjunction with a PC based data
acquisition system for the recording and processing of each measured value obtained from
system instrumentation.
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- Fig.-l Schematic of Test Facility

Figure 2 illustrates the measured pressure drop in the straight tube section for single phase
R-113 liquid. While the measured values of pressure drop consistently exceed those
which are predicted using the Blasius Solution’ , the trend exhibited was quite uniform,
with the mean of the measure values exceeding the prediction by approximately 0.075 kPa
for virtually the entire range of flow rates. Possible reasons for this steady state error are
the presence of roughness in the tubes or-a pressure drop due to the fittings present at
each pressure tap and each end of the tube. This data indicated that for single phase flow,
the measured values obtained from the test facility were acceptably accurate and
repeatable.
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Fig. 2 Single Phase Straight Tube Pressure Drop, Data and Predictive Correlations

" Figure 3 illustrates the measured pressure drop in _the straight tube section for two-phase

R-113 flow subjected to evaporator input levels which produced a flow quality of 20%.
The data was compared with four predictive correlations, each of these empirically
developed. The first of these was that of Lockhart and Martinelli®, utilizing the friction
factor associated with the Blasius Solution’. Secondly; the prediction of Lockhart and
Martinelli’ was used with their recommended friction factor. The third predictive
correlation utilized for comparison was that of Troniewski and Ulbrich’. Finally, the
predictive correlation of Barozcy* was utilized. While the trend of the observed data was
consistent with those of the predictive correlations throughout the range-of mass flow
rates, each of the three correlations predicted pressure drop values which were greater
than those which were measured.



Straight Tube Pressure Drop Vs Mass Flow Rate, Quality = 20%
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Fig. 3 Straight Tube Pressure Drop Vs. Mass Flow Rate, Quality = 20%

Figure 4 illustrates the measured pressure drop in the straight tube section for two-phase
R-113 flow subjected to evaporator input levels which produced a flow quality of 30% as
well as the corresponding predictive correlations. As observed in Fig. 3, each of the
correlations produced a prediction of pressure drop which was greater than that observed
experimentally. The most significant difference between Fig. 4 and Fig. 3 is that the
predictive correlation which utilized the Blasius Solution' friction factor with the
prediction of Lockhart and Martinelli’ demonstrated a significant “ump” at the transition
to turbulent flow of the R-113 liquid in the two-phase flow. The predictive correlation of
Troniewski and Ulbrich® yielded the closest agreement with the measured values

. Figure 5 illustrates the measured and predicted pressure drop values for two-phase flow
having a quality of 40%. While two of the correlations, that of Troniewski and Ulbrich®
and that of Lockhart and Martinelli® match both the trends and values of the measured
data, this may have been simply because it is at this quality value that the fluctuation in
measured mass flow rate became quite significant. At this quality value, fluctuations in the
measured value of the mass flow rate were as great as + 15%. While this fluctuation
occurred in the measured value, the trends of the data displayed in Fig. 4 indicate that
there was little effect on the measured pressure drop values lying within the “high end” of
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the range of data. However, for the measured pressure drop values lying within _thé low
end of the data ( < 8 kPa), the uncertain fluctuation in mass flow rate appeared to be
accompanied by an uncertain fluctuation in the measured pressure drop value.
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Fig. 4 Straight Tube Pressure Drop Vs. Mass Flow Rate, Quality = 30%

Pressure Drop vs Mass Flow Rate, 40% Quality ]

Fig. 5 Straight Tube Pressure Drop Vs. Mass Flow Rate, Quality = 40%
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Figures 6 - 9 illustrate the measured and predicted pressure dmp values for two-phase

flows having qualities of 50%, 60%, 70%, and 80%, respectively. In general, it appears
that .as flow quality increased, each “of the correlations began to predict pressure drop
values which were significantly less than those measured. experimentally. Experimental
trends made it difficult to draw worthwhile conclusions from the data. Unfortunately,-
with this increase in.quality; came a great increase in the uncertain fluctuation of the
measured mass flow rate value: This large uncertain fluctuation made the process of
obtaining useful information from the experiments quite difficult. Only the most general -
trend could be observed, which was that of the predictive correlations yielding pressure

drop values less than those measured experimentally.
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Fig. 6 Straight Tube Pressure Drop Vs. Mass Flow Rate, Quality = 50%
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Fig. 8 Straight Tube Pressure Drop Vs. Mass Flow Rate, Quality = 70%
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Fig. 9 Straight Tube Pressure Drop Vs. Mass Flow Rate, Quality = 80%

Investigation of Two-Phase Flow Through Piping Bends

The test facility was modified in an attempt to obtain pressure drop information for flow
through 180° bends," as illustrated in Fig. 10. Unfortunately, this attempt was not
successful. The lack of success is primarily due to two different system design
characteristics. First, it was concluded that fluctuations mass flow (and therefore quality)
due to percolation in the evaporator section produced random changes in system pressure
which were greater in magnitude than those measured across the tubing bend. Second, the
configuration of pressure transducers prescribed for the system did not allow for
accurately and repeatably obtaining pressure drop data across the tubing bend.
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fluctosrion induced by the percalation,

Fature efforta should mitially be dirscted at eliminating the fluctustion in the mass flow
vute associsted with the two-phase test facility. Replacing the vertical evaporator section
with 8 hotizontal section having significantly greater effective tubing length and lower heat
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flux values should eliminate the occurrence of éeréolatlon Additionally, replacing the
current flat plate orifice flow meter with a rotor-type flow meter may reduce the nmse
level associated with the signal delivered to the data acquisition system.

Beyond reconfiguration efforts for the two-phase test facility, several investigations should
be undertaken. Certainly, the first of these should be to complete a comprehensive
investigation of the pressure drop characteristics of two-phase flows through the 180°
bends of the modified facility. Investigations utilizing various refrigerants, mass flux
values, and tubing diameters should be undertaken. Additionally, investigations of the
pressure drops measured through quick-disconnects and other fittings, as well as tubing
expansions, contractions, and manifolds should follow. Each of this experimental
investigations should be coupled with rigorous analysis of the observed phenomena.
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ABSTRACT

Consider a box that is filled with an ideal gas and that is aligned along
Cartesian coordinates (x, 3, z) having until length in the “y” direction and
unspecified length in the “x” and “z” directions. Heat is applied uniformly
over the “hot” end of the box (y = 1) and is removed uniformly over the
“cold” end (y = O) at a constant rate such that the ends of the box are main-
tained at temperatures 7, aty = O and 7,at y=1. Let U, ¥, and W denote the
respective velocity components of a molecule inside the box selected at some
random time and at some location (x, 3, z). If T, =T, then U, V, and W are
mutually independent and Gaussian, each with mean zero and variance RT,
where R is the gas constant. When T, # 7, the velocity components are not
independent and are not Gaussian. OQur objective is to characterize the joint
distribution of the velocity components U, V, and W as a function of y, and, in
particular, to characterize the distribution of ¥ given y. It is hoped that this
research will lead to an increased physical understanding of the nature of
turbulence.



THE SIMULATION

Consider a box that is filled with an ideal gas and that is aligned along Cartesian coor-
dinates (x, »; z) having until length in the “y” direction and unspecified length in the “x” and
“z” directions. Heat is applied uniformly over the “hot” end of the box (y = 1) and is re-

-moved uniformly over the “cold” end (y = 0) at a con- 3
stant rate such that the ends of the box are maintained
at temperatures 7, aty =0and 7, aty=1. Let U, 7,
and W denote the respective velocity components of a
molecule inside the box selected at some random time
and at some location (x, y, z). (See Figure 1.) Our con-
cem in this project is to characterize these velocity
components. In this regard, we will first consider the
problem of simulating the molecular motion inside the Figure 1
box so as to obtain simulated velocities. This simulation will be based on the direct simula-
tion Monte Carlo code presented in [Bird, 1994].

For the simulation, we will consider (as indicated by Figure 2) a thin slice of the box
that effectively ignores the z spatial component. The z component is not entirely neglected
however since the molecule velocities are considered three dimensional even though the
molecule positions are taken to be only two dimensional. This two dimensional slice is di-
vided into cells and subcells as indicated by Figure 3. As Bird describes the problem in [Bird,
1994, p. 215], subcells were introduced because it “was feared that coincidental collisions
between molecules at opposite sides of the cells, coupled with the immediate migration of
these molecules to the next cell, might cause false disturbances to propagate with speed

equal to the ratio of the cell
size to the time step.”

In order to explain the
operation of the simulation
program, we will consider the
input file dsmc2 .dat that
contains the data used to pro-
duce a particular simulation
run. Any line in the data file
beginning with “#° is treated
as a comment and is ignored
by the program. The line numbers mentioned below refer to the copy of this file that is
reproduced at the end of this report.

Figure 2



The first item in the file (lines 6-9) determines whether or not an output file dsmc2 . out
is produced. This file corresponds to the only output provided by the original program
dsmc2. for from [Bird, 1994].

~ When the program begins, it first asks whether a new calculation is desired or an old
calculation should be restarted. This latter option is only possible when line 19 of the data file
has been set to 0 in an earlier run in order to produce arestart file. The restart file dsmc2 . res
contains a snapshot of the current state
of the simulation and can be used to re- cells
start the program at that point should subcells
any sort of interruption occur. (Notethat ¢ |1 1§ L7

the size of this restart file can be as large L
as 20 Meg.) For long simulations, it is Fo

suggested that the values in lines 19-20
be chosen so that a restart file is pro-
duced approximately once each hour.
Producing the file more frequently may
greatly reduce the speed of the simula-
tion.

A second output option is the production of a log file dsmc2 . 1 og that contains veloc-
ity and temperature information for cells along a particular y location. This file is produced
when line 26 of the data file is set to zero. The value for y is specified by line 150 of the input
file. In addition, this log file contains information regarding the number of molecules per cell
that may be useful is choosing a proper value of CWRY, which is considered below. A sample
of this output file is given near the end of this report. Note that the averages given by this
option are not cumulative but are instead based only on the number of molecules occupying
cells along the given y location at the time the file is updated.

The next output option determines whether or not a chart of velocity moments is pro-
duced during the simulation. When this option is selected by setting line 31 of the data file to
zero, a chart as given later in this report is periodically written to the screen and to the file
dsmc2.cht. The statistics in this chart are cumulative over the run of the simulation. The
third column indicates the total number of molecules that have been used to obtain the sample
moments found in the final three columns. The row numbers that are used to produce the
chart are determined by lines 163-182 of the data file. Note that it is possible to produce this
data for every row in the box simply by setting line 167 in the data file equal to the total
number of rows in the box.

A third output option makes it possible to track the position of a molecule initially
located along some specified row. A file called dsmc2.mol containing the (x, y) coordi-
nates of a molecule in the specified row is produced when line 36 of the data file is set to
zero. The initial molecule row number is specified by line 154 of the data file. Since the
molecules generally move only slightly between successive time steps, the step size provided
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by line 161 makes it possible to more easily obtain a picture of the molecule’s motion over a
longer period of time.. A graph that shows how the data file dsmc2 .mol can be used to
study the molecular motion produced by the simulation is given below.

The cell widths in the y direction are not uniform, but instead are chosen to be smaller
at the cold end of the box than at the hot end of the box. The ratio CWRY of the cell width
at the hot end of the box to the cell width at the cold end is given in line 40 of the data file. If
S = CWRYY'™, then the .o S
width of the cell in Row i is
givenby WS1(1-8)/(1-8®) "™
where W is the total width .|
of the box in the y direction.
Note that here we have as- |
sumed that the total number
of rows in the y direction is
200. This value can be oomf
changed if the code is és_<_
recompiled. Generally, the |
ratio CWRY should be the . e _
square root of the ratio of o o T N RO M GO e twmmonemoe
the temperatures at the two ends of the boxes. A graph showing the number of molecules in
each row for a particular simulation is given near the end of this report.

The initial temperature of the gas is determined by F7TMP, which we have chosen to be
the geometric mean of the two surface temperatures. This value is given in line 44 of the data
file. The initial number density FND is in molecules per square meter. This value is specified
in line 48 of the data file.

In the DSMC method, a single simulated molecule represents FNUM actual molecules.
This value is given in line 52 of the data file and must be chosen so that the total number of
AX simulated molecules is not greater
CBR) Boundary 2 than the maximum allowed num-
ber of molecules, which in this case
is 40000, (This value can be
changed if the code is recompiled.)
The actual number of simulated
molecules used by the program is
Boundary 1 given by (FND/FNUM) multiplied

CB[3] CB[4] by the area of the box.
_Figure 4 The value DTM in line 56 of
the data file is the time step of the
simulation, and it should be chosen so that the molecular motion and the collisions are un-
coupled. In particular, it should be much less than the local mean collision time. The DSMC

£.0002 =

Boundary 3 Boundary 4

v <

CB[1]
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method becomes increasingly more accurate as the cell size and the time step tend to zero.
"(See [Bird, 1994, p. 215].)

The values CB[i] for i =1, 2, 3, and 4, are specified in lines 69-81 of the data file and

determine the dimen-

X sions of the box as indi-

cated by Figure 4. Two

planar surfaces (Surface

1 and Surface 2) at pos-

sibly different tempera-

tures may be placed any-

Y, where within the box.

\ The reflection at these
surfaces is diffuse, which

Column 20

¢ 30eng

Surface 1

Column 1

Surface 1 lies along Surface 2 lies along
lower boundary of Row 200 lower boundary of €ANS that the're_tum ve-
Row 1 Row 201 locity of a colliding mol-
Figure 5 ecule is determined by

the temperature of the
wall instead of by the incident velocity. At the walls (or boundaries) of the box, the reflection
is specular, which means that the appropriate velocity component before the collision is
simply reversed to obtain the velocity component after the collision.

Surface 1 is specified by the parameters in lines 92-110 of the data file. The value
ISURF 1] specifies the direction of a line normal to the surface and pointing toward the gas.
For specular reflection, it is this velocity component that is reversed upon reflection. (The
velocity components parallel to the surface are not changed.) For example, in Figure 5, such
a normal is in the positive y direction, which corresponds to a value of 1 for ISURF[1]. The
negative y direction corresponds to a value of 2, the positive x direction corresponds to a
value of 3, and the negative x direction corresponds to a value of 4. The values of LIM[1][{]
specify the location of Surface 1 as indicated by Figure 5 and the descriptions in lines 96-106
of the data file. The value ZSURF[1] is the temperature of Surface 1. Surface 2 is similarly
specified by the parameters in lines 112-130.

The values in lines 132-146 determine the rate of output and the duration of the simu-
lation. Their use is illustrated by the flow chart near the end of this report. Note that the
sampling does not begin until NPS output cycles have occurred. The moment chart is not
produced until this same point is reached.

FUTURE DIRECTIONS

The ultimate goal of this work is to characterize the conditional distribution of the y
component of the velocity given a particular location y. Since this problem appears to be



analytically intractable, any practical investigation of the distribution will involve data ob-
tained either empirically or via a simulation such as the one that we have considered here.

One immediate item for future consideration involves the effect of the random number
generator on the simulation results. We, as did Bird, have used the algorithm by Knuth that
is found in [Press et al.,, 1992, p. 283]. In [Ferrenberg et al., 1992], it was shown that subtle
numerical errors can occur in Monte Carlo simulations when many supposedly ‘good’ ran-
dom number generators are used. Since our simulation requires a large number of random
numbers, it would be helpful to repeat and compare these simulations with a variety of
different random number algorithms.

A second item for future consideration involves an investigation of the boundary condi-
tions at the two surfaces. The current code assumes that the distribution of the velocity
component that is normal to the surface has the form of a zero mean Gaussian distribution
taken to the right of the origin and renormalized. This is the distribution that would corre-
spond to molecules crossing the surface from some external stationary equilibrium gas. (See
[Bird, 1994, p. 259].) An alternate model that provides a better fit with the simulated data is
a distribution obtained by taking the absolute value of the difference of two independent
gamma random variables.
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