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The Impact of Microtechnology on Space System

David G. Sutton

The Aerospace Corp.
P. O. Box 92957
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Phone (310) 336-5049

e-mail: dave__sutton @qmail2.aero.org

Development __

Microtechnology has the potential for a great beneficial impact on both the launch and

operation of space systems. The reasons for this include savings in the mass, power

consumption, volume, and cost of manufacture and testing of space systems. Less apparent,

but equally valuable, are the advantages in reliability to be gained by increased redundancy and

the reduction of complexity that are inherent in the fabrication processes. Despite the leveraged

gains to be had by "microengineering" space systems, the conservatism of the aerospace

community will retard the rapid incorporation of this technology into both new and existing

systems. This is more true of government space programs where success is measured by lack

of launch failures and less true of commercial ventures where success may be measured by

other criteria. A successful program for the development and insertion of microtechnology into

government systems will need to consider these factors. U. S. Air Force launches have the

highest success rate in the world. One can hardly expect an organization to abandon a

successful strategy, especially when the risks of failure include increased costs and a loss of

capability that is vital to national security. However, there is a strategy for evolving

microtechnology in space systems that fits both the risk avoidance culture and parallels the

expected development of microtechnology. It starts with the development of autonomous,

unobtrusive systems for launch environment measurements and for the determination of health

and welfare of both the launch vehicle and payload. As microtechnology progresses and

experience is gained, drop-in subsystems can be employed to initially increase redundancy and

eventually replace current subsystems. These flightworthy systems can be combined to

produce parasitic spacecraft hosted on larger satellites for specialized missions such as the

Untethered Flying Observer that is the subject to be considered by one of the Conference

Workshops. Finally, truly autonomous microsatellites can be developed as the systems mature

and advantageous missions are defined.

* This Study was conducted in support of the Technology Development and Applications
Directorate of the Aerospace Corporation.



Microtechnology has the potential for a great beneficial impact on both the launch and

operation of space systems. The reasons for this are mostly apparent. They include savings

(due to miniaturization of components and subsystems) in the mass, power consumption,

volume and cost of manufacture and testing of satellites. Less apparent but equally valuable are

the advantages in reliability to be gained by increased redundancy and the reduction of

complexity that are inherent in the fabrication processes used to produce micro-

electromechanical systems. Despite the inherent, leveraged gains to be had by

"microengineering" space systems the conservatism of the aerospace community will retard the

rapid incorporation of this technology into both new and existing systems. This is more true of

government space programs where success is measured by lack of launch failures and less true

of commercial ventures where success may be measured by other criteria. A successful

program for the development and insertion of microtechnology into government systems will

need to consider these factors. This paper suggests a strategy for evolving microtechnology in

space systems that fits both the risk avoidance culture and parallels the expected development

of microtechnology. Reduced launch costs alone offer substantial initiative for the replacement

of traditional space systems with their microengineered equivalents. A Titan IV (SRMU) can

launch a payload of 40,000 pounds to low earth orbit at a cost of $200 million. 1 Without

including the costs of payload development, manufacture, testing and integration, this cost is

roughly $5,000 per pound. Further savings can be achieved with microtechnology by

reducing on-orbit power consumption. The marginal cost of adding power to a satellite solar

array is approximately $4 million per square meter 2 or about $20,000 per watt. In addition to

these demonstrable savings, there are tangible but less quantifiable savings to be had from the

increased reliability of microsystems. This reliability results directly from the increased

redundancy, built-in test capability and simplified fabrication technology that is

microtechnology's legacy from solid state electronics. Finally there are additional savings to be

had from the smaller test facilities that will be used to qualify these microsystems.

In addition to savings resulting from modification to existing spacecraft and missions,

microtechnology can and will be an enabling tectmology for whole new ways of doing things.

These include both new ways of doing old missions and completely new missions. For

example, Janson has outlined a proposal for launching a complete earth observing constellation

of nanosatellites with a single Pegasus. 3 Other examples include seeding the moon or mars

with seismic microsensors and utility meter reading from space. See the paper by D. Lorenzini

and D. Tubis in these Proceedings.



All organizationsconductingbusinessin spacestandto benefitfrom thesavingsand

enhancedcapacityto befoundin applicationsof microtechnology.TheU. S.Air Forcehas

oneof theoldest,largestandmostsuccessfuloperationsin space.Its launchvehiclesand
satelliteshavethehighestsuccessratein theworld asshownin thefollowing tables.4

Table 1: USA launchvehiclesuccess/failurerecord(1984-1994)

Record I_K)D_.FI:I_I.aI_ Non-DOD

Success/Failure 101/5 82/8

Success Rate 95.3% 91.1%

Table 2: USA satellite success/failure record (1984-1994)

Record l_212.P_l_,,r.ai_ Non-DOD

Success/Failure 100/1 69/13

Success Rate 99.0% 84.1%

This record was achieved as the result of a focused program to insure a reliable,

uninterrupted, space defense capability and to protect large investments in launch vehicles,

payload development and acquisition. If a single launch (booster and payload) costs $1 billion

and there are 5-10 launches per year, then the demonstrated >10% advantage in combined

launch and satellite reliability over the non-DoD record is worth >$1.0 billion in savings per

year. Of course, this is not really savings, but a return on the money and effort invested in

building to high standards of reliability, exhaustive testing, and flight qualification of

hardware.

The salient point is that one can hardly expect an organization to change a successful

strategy, especially when the risks of failure include increased costs and a loss of capability that

is vital to national security. Recent experience with small launch vehicle failures gives

emphasis to this point. 5

We can expect that this risk averse strategy will be continued in the future. Several

features of this strategy limit development opportunities for new systems, including

microsystems. Among them the following:



1) Flightqualificationof all newsystems

2) Largetestandflight costsaddedontopof anydevelopmentcosts

3) Class1changesinvehicleconfigurationthatcost >$1million

4) Spacetestopportunitiesthatarelimited(SeethepapersontheSTPprogramandthe

MEMSTestbedthatappearlaterin theseProceedings)

5) Technologyis frozenatbeginningof longacquisitioncycles

6) Infrequentblockchangesinexistingsystems

TheSpaceTestProgramhasbeenhighly innovativeandsuccessful(seethepaperby

Maj. L. Smithin theseProceedings),butwouldhaveto begreatlyexpandedto providethe

increasedopportunitiesfor flight qualificationnecessaryto sustaina rapidlyevolvingprogram

in spaceapplicationsof microtechnology.Otherstrategiesfor initiatingnewprogramseither
within DoD or with NASA runcounterto currentdownsizingefforts.

Thereis analternatestrategyfor evolvingmicrotechnologyinspacesystemsthatfits both

theriskavoidancecultureandparallelstheexpecteddevelopmentof microtechnology.It starts
with thedevelopmentof autonomous,unobtrusivesystemsfor launchenvironment
measurementsandfor thedeterminationof healthandwelfareof boththelaunchvehicleand

payload.Microengineeredsystemscanbeusedin thisway to reducerisk directlyandto gather

informationfor designimprovementsof existingsystems.As microtechnologyprogressesand

experienceisgained,drop-insubsystemscanbeemployedto initially increaseredundancyand

eventuallyreplacecurrentsubsystems.Theseflight worthysystemscanbecombinedto

produceparasiticspacecrafthostedon largersatellitesfor specializedmissions,suchasthe
UntetheredFlying Observerthatis thesubjectof areportbyoneof theConference

Workshops.Finally, truly autonomousmicrosatellitescanbedevelopedastheplatformandits

systemsmatureandadvantageousmissionsaredefined.

Letusexamineanexamplesuitablefor thefirst legof thisstrategy.Titan launchvehicles

currentlyemploytheWidebandInstrumentationSystem(WIS) for inflight monitoringof

acousticsandvibration.Thissystemis limitedby theavailabilityof telemetrychannelsto
providingdatafrom23 locations.To movethelocationof onesensorinvokes aclassone

changewith acostapproximating$0.5million. Checkoutandcalibrationof theWlS are

knowncausesof launchdelaysandtheir incumbentcosts.



TheenvironmentsinferredfromtheselimitedWISmeasurementsestablishdesign

requirementsfor avionicsmodulesandotherlaunchvehiclecomponents.Theuncertaintiesthat

resultfrom limiteddatarequireconservativedesignswith highercostsandhigherweights.

Despitethisconservatismdatafromnearlyeveryflight promptredesignandrequalificationof

hardwareto meetmeasuredenvironmentsthatexceedcalculatedor inferreddesign
environments.

TheWISfunctioncanbegreatlyenhancedwithvirtuallyno impacton thevehicleor its

operationby insertingautonomousmicrosensorsatcritical pointswheremoredataare

required.Thetechnologyexistsfor makingthesedevicestruly selfcontainedwith theirown
powerandcommunicationscapability.6 Threedimensionalvibrationandshockmeasuring

instrumentswith veryhighdynamicrangesandselfcheckcapabilitycanbeassembledin wrist
watchsizedpackages.Theycanbesimplymountedonornextto critical assemblieswith

virtually noimpacton theenvironmenttobemeasuredor thevehicle'spowerandtelemetry

systems.An independentmonitoringsystemon thegroundwouldsufficetocollectthe

generateddata. Insertionof thesedevicesin parallelwith theexistingsystemwouldbevery
attractiveto thoserequiringadditionaldatafor modeldevelopment,wouldresultin costsavings

byreducingthedesignmarginscurrentlyrequiredfor instrumentpackagesandwouldnotbe

subjectto theconstraintsplacedonconventionalconfigurationchanges.Dueto theirenhanced

measurementcapability and flexible deployment features these devices would rapidly prove to

be indispensable for launch vehicle design and payload environment definition.

Just such an instance illustrating how operations can come to depend on systems meant

only to provide awareness exists in the literature. The PAX, 3 axis accelerometer package for

vibration measurements, was mounted on-board the Olympus telecommunications spacecraft in

order to establish baseline vibration data associated with various functions. The data from this

instrument were being gathered primarily for use in the design of a laser communications

system. 7 However, PAX was also intended to monitor the evolution of mechanical systems

over the life of the spacecraft. It consisted of a 2.3 kilogram package. The sensors were

manufactured by the Centre Suisse pour Electronique et Microtechnique in Neuchatel,

Switzerland using silicon microfabrication technology.

In 1991 satellite power and attitude control were lost for over two months resulting in on-

board temperatures down to -70 °C. Once control was reestablished, comparison of vibration

data from the PAX with baseline data accumulated before the failure was used to identify and

assess faulty systems. 8 In this manner a scanning infrared earth sensor was found to be the

cause of a severe knocking and was turned off before it could cause further damage. Similarly,



areactionwheelbearingwasfoundto bethecauseof arecurring"screech."Whenthisnoise

eventwaseventuallycorrelatedwithambienttemperaturefluctuationslocalheaterswereused

toeliminateit, therebyextendingthelifetimeof thissystem.In thismanneramonitoring

systemprovedto beessentialto therecoveryandlife extensionof anorbitingsatellite
following asevereanomaly.It isexpectedthatsimilareventswill provemicroengineered

monitoringsystemsto beinvaluableto launchvehicleandspacecraftoperationsandwill

eventuallymakethemrequiredfor all spacecraft.

A secondexampleof acurrentapplicationof microtechnologycomesfrom anentirely

differentsphere.GaAsusedin highspeedspacecraftelectronicsevolvehydrogengas. When

sealedin hermeticpackagesthegradualbuildupof gasissufficientto poisonthecircuits. It is

thereforenecessaryto teststoredunitsfor hydrogenaccumulationbeforetheyarebuilt into

payloads.Forthispurposeanintegralchemicalmicrosensorwasconstructedthatprovides
accurate,in situ, nondestructive monitoring of H2 in the ambient atmosphere of sealed

electronics packages. 9 Packages provided with this self-test capability are inherently more

reliable, since faulty units can be eliminated before launch and on-orbit degradation can be

diagnosed and isolated.

The second leg of this strategy is based on the experience and capability acquired in

developing and employing diagnostics and extends to drop-in subsystems. These systems will

be initially employed to increase redundancy, but as experience and confidence grows will

eventually replace current subsystems. The incentive to incorporate microsystems in existing

spacecraft will be the reduction in weight and power, but the vast enhancement in redundancy

and its associated reliability will be an equally valuable gain.

Some of these microengineered subsystems will become available through commercial

developments. For example, accelerometers, chemical microsensors, GPS based guidance

systems, and microoptics are being rapidly developed for applications in the automobile,

chemical, shipping and communications industries. However, those applications that are

specific to space will require investment and development sponsored by the end user, if they

are to keep pace with the concurrent activity stimulated by the commercial markets. Examples

of these later subsystems include propulsion, star and earth sensors and radiation hard

microelectronics. For examples of current developments in both commercial and space-specific

arenas see the papers in these Proceedings by J. Gilmore, A. Mason, D. Nagel, I. Nakatani,

G. Smit, L. Thaller, A. van den Berg, K. Wise and others.



Theconvergenceof theconcurrenteffortsin thecommercialandgovernmentsphereswill

eventuallyenablemicrosatellitestobedesignedasassembliesof subsystems.Thefirst
operationalmicrosatellitesarelikely to behostedonlargerspacecraftandhavefunctionsthat

arelimitedto diagnosticsandlocalenvironmentalsensing.Smallsatellitesandrobotsto serve

thesefunctionsarealreadyunderdevelopmentatJohnsonSpaceCenterfor shuttleandspace
stationoperationslo. SeethepaperbyC. PriceandK. Grimm in theseProceedings.In

addition,theJetpropulsionLaboratory,Diamler-BenzAerospace11andSpaceIndustries,12

havedesignsfor smallsatellitesthatfit thiscategory.All of theseeffortsarefertilegroundfor

microsatellitedevelopment.

Thefh'stautonomousmicrosatellitesarealreadybeingconceptuallydesignedfor

applicationsin monitoringterrestrialshipments(seethepaperbyD. LorenziniandD. Tubis)
andearthobservingmissions.13 In orderto beeffectivethesesatelliteswill necessarilybe

deployedinconstellationsthatrequirecooperativebehaviorfor orbitalphasing,drop-out

compensation,andpotentiallyphaseddetectionandcellularcommunications.These
capabilitieswill requireadvancesin communications,navigation,computationandsoftware

thatwill only partiallybeachievedbycommercialenterprises.Governmentuserswill needto

makefocusedinvestmentsin microtechnologyin orderto meettheirspecificmissions.

However,thepayoff in termsof low cost,secure,robustsystemsthataredeployableon
demandandcanmeetold missionsin newwaysandenableentirelynewmissionswill be

sufficiententicementto continuetheodyssey.
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Nanoelectronics:

*,I/C-, <::i_.'_

Opportunities for future space applications

G_er

Texas Instruments Incorporated
P. O. Box 655936
Mail Station 134

Dallas, TX 75265
Phone: (214) 995-2844 Fax (214) 995-2836

e-mail: gfrazier @resbld.csc.ti.com

Further improvements in the performance of integrated electronics will eventually halt due to
practical fundamental limits on our ability to downsize transistors and interconnect wiring. Avoiding
these limits requires a revolutionary approach to switching device technology and computing
architecture. Nanoelectronics, the technology of exploiting physics on the nanometer scale for
computation and communication, attempts to avoid conventional limits by developing new
approaches to switching, circuitry, and system integration.

This presentation will overview the basic principles that operate on the nanometer scale that
can be assembled into practical devices and circuits. Quantum resonant tunneling (RT) will be used
as the centerpiece of the overview since RT devices already operate at high temperature (120°C) and
can be scaled, in principle, to a few nanometers in semiconductors. Near- and long-term applications
of GaAs and silicon quantum devices will be suggested in signal and information processing,
memory, optoelectronics, and RF communication.

Text of full paper not available at time of publication.
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ARPA views Microelectromechanical Systems (MEMS) as a revolutionary enabling technology
that merges computation and communication with sensing and actuation to change the way
people and machines interact with the physical world. Using the same fabrication processes
and materials that are used to make microelectronic devices, MEMS conveys the advantages of
miniaturization multiple components, and integrated microelectronics to the design and
construction of integrated electromechanical systems.

MEMS is a manufacturing technology that will impact widespread application including:
miniature inertial measurement units for competent munitions and personal navigation,
distributed unattended sensors for asset tracking and environmental/security surveillance, mass
data storage devices, miniature analytical instruments, a range of embedded pressure sensors
for passenger car, truck and aircraft tires, non-invasive biomedical sensors, tiber-optic
components and networks, distributed aerodynamic control, and on-demand structural
strength. The long-term goal of ARPA's MEMS program is to merge information processing
with sensing and actuation to realize new systems and strategies for both perceiving and
controlling systems, processes and the environment. Short-term goals include: demonstration
of key devices, processes and prototype systems using MEMS technologies; development and
insertion of MEMS products into commercial and defense systems; and lowering the barriers to
access and commercialization by catalyzing an infrastructure to support shared, multi-user
design, fabrication and testing.

The MEMS program has three major thrusts: advanced devices and processes, systems design
and development, and infrastructure. These three thrusts cut across a number of projects and
focus application areas including: inertial measurement, fluid sensing and control,
electromagnetic and optical beam steering, mass data storage, signal processing, active
structural control, precision assembly and distributed networks of sensors and actuators.

Advanced Devices and Processes

Advanced devices and processes will exploit monolithic actuators, sensors and electronics to
achieve new functionality, increased sensitivity, wider dynamic range, programmable
characteristics, designed-in reliability and self-testing. New device concepts include: the
integration of microdynamic devices with communication, control and computation
components, miniature electromechanical signal processing elements (tuning elements,
antennas, filters, mixers), miniature optomechanical devices (cross-bar switches, fiber-optic
interconnects and aligners, deformable gratings and tunable interferometers), force/motion
balanced accelerometers and pressure sensors, miniature analytical equipment (gas
chromatography and mass spectrographs on a chip, DNA analysis chips), process control
(HVAC equipment, mass flow controllers), and simultaneous, multi-parameter sensing with
monolithic sensor clusters. The long-range goal of this thrust is to produce technology that
allows the system designer to intermingle sensing, actuation, computation, communication and
control. Examples of projects in this area include: MEMS surface micromachining processes
integrated with all-CMOS microelectronics for low-cost, monolithic motion detection (sating,
fusing and arming functions, tamper detection, automotive impact sensors), integrated
actuators and optical waveguides for extreme and hazardous environment sensing, polymerase



chainreactionchamberswith integratedheaters,thermistors,fluid valves,andchannels(field-
portablepathogendetection,enhancedandacceleratedsequencing)andfluid valvesand
regulatorsappropriatefor hydraulicandpneumaticsystemspressuresandflows. Advancesin
theseareaswill bepacedby, amongothers,thedevelopmentof newmaterialdeposition,
removalandshapingprocesses,themergerof hybridprocesses(e.g.microelectronicsand
optoelectronics),andcontrolstrategiesfor inertia-negligible,friction/viscousforce-dominated
structures.

SystemsDesignandDevelopment

Systemsdesignanddevelopmentwill focusonhigh-densityarraysthatachievetheir function
or macroscopicactionthroughthecoordinatedmicroscopicactionof multiple, identical,and
relativelysimplemicroactuators.Thebatchfabricationinherentin photolithographic-based
processing,makesit possibleto fabricatethousandsor millions of components,andtheir
interconnections,aseasilyandat thesametimethatit takesto fabricateonecomponent.This
multiplicity allowsadditionalflexibility in thedesignof electromechanicalsystemsto solve
problems.Ratherthandesigningcomponents,theemphasiscanshift to designingthepattern
andform of interconnectionsbetweenthousandsor millionsof components.Thediversityand
complexityof functionin ICs isadirectresultof thediversityandcomplexityof the
interconnectionsandit is the differences in these patterns that differentiate a microprocessor
from a memory chip. MEMS makes available a disturbed approach to design for solving
problems in electromechanical systems design.

Requirements for the construction of high-density array MEMS include the development of a
high-yield, high-uniformity fabrication processes for constituent components and algorithms
for embedded control of multiple (> 100,000) devices to achieve macroscopic function through
distributed, coordinated action of individual elements. New concepts in the integration of
multiple devices to form microdynamic systems include: distributed, plug-in sensors
interconnected by wired or wireless networks sharing a common communication/power bus,
high-fidelity inertial sensing from massively-parallel inertial elements integrated with signal
processing circuitry, combustion control through distributed and precise control of reactants
and conditions, small-area and low-power displays based on electromechanical deferrable
gratings, and increased structural strength from distributed detection and adjustment of material

buckling. High-density microactuator arrays (>100/cm 2) would find applications in
deformable surfaces for underwater or air vehicle control, high-density data storage systems,
integrated source/optics projection displays, direct-wire fine-line lithography, distributed and
accelerated analytic instrumentation, precision parts handling and assembly, and on-demand
structural strength.

Infrastructure

Infrastructure activities are focused on the services, tools, processes and equipment that will
accelerate the affordability and manufacturability of MEMS devices and systems. While
MEMS is a new way to make electromechanical systems that leverages microelectronics
fabrication, significant differences in MEMS devices and fabrication processes, particularly at

end-stage processes and interfaces, require new processing and packaging approaches.
Conventional electronics packaging and interconnects seek to provide an appropriate electrical,
thermal and mechanical environment for networks of electronic devices. Such packaging often
also aims to shrink large quantities of electronics into a small volume, with attendant
improvements in performance and reliability. The interface/package manufacturing part of this
thrust acknowledges that in many cases the electronics and interconnections need to be not only
small, but conform to, rather than dictate the system form factor. Examples are the skin of a
hypervelocity missile, an unattended sensor, or the knee joint of an exoskeleton. In addition to



providingappropriateisolationor protection from some of the environment, packages for
MEMS components and systems need to also allow controlled access to selected physical
parameters that are either being sensed or controlled. Examples include deformable gratings
that need access to light but need to operate in vacuum, integrated fluid systems (access to
samples for analytical instruments, distributed miniature flaps that need to be in the boundary
layer of an aerodynamic stream), and silicon carbide sensors that need to access pressure and
temperature inside combustion engines.

Design and simulation tools that combine process descriptors; material characteristic data bases;
finite-element packages for structural, electromagnetic fields, fluid interactions, electrostatic
fields and electronic device modeling are an integral and continuing part of the infrastructure.
Also being supported under this thrust area are CAD design and layout tools that incorporate
and allow free-form geometries, cell-design libraries (submission protocols, archiving and
recall), parameterized cell models, and dynamic visualization simulators. A rich and robust
design and simulation environment is necessary to provide an infrastructure for current and
future activity in the field.

Complementing and synchronized with the design and simulation tools developments are the
support and development of affordable, distributed fabrication services or users in industry,
academia and the government. A surface micromachining fabrication service has and is
providing hundreds of distributed users from diverse backgrounds affordable access to
micromachining processes at regular, scheduled intervals. This access is accelerating both
innovation and commercialization of MEMS products and is being used by other Federal and
service agencies for education and training programs in MEMS.

Defense and Technology Impact

MEMS components and systems are moving from being scientific curiosities to applications in
sensors, displays and data-storage. DoD has been slow to embrace these technologies because
of a lack of demonstrated manufacturability, designability and relevant systems concepts. This
program has visibly reduced the risk associate with MEMS devices by developing key
technologies and merging advances in MEMS with wireless communication and low-power
electronics to demonstrate that DoD-relevant devices can be designed and manufactured.
Examples include: high dynamic-range accelerometers for precision munitions; portable inertial
guidance systems for personal navigation and head-mounted display orientation sensing; on-
demand structural strength for lighter weight platforms; passive IFF systems, condition-based
maintenance with embedded MEMS devices; hazardous environment (vehicle engines) sensors,
multi-parameter unattended ground sensors for wide-area surveillance, and flow-control
deformable surfaces for advanced maneuverability of air/undersea vehicles and projectiles.

Because devices and systems that will be produced or enabled by this program can be expected
to be deployed in large numbers, affordability and manufacturing issues are key to DoD use.
The manufacturing processes resulting from this program would be capable of producing a
diversity of components and systems without retooling and to realize near-equivalent unit costs
form either prototype or full-scale production quantities. Procurement costs for new
components, systems and spare parts would decrease, inventory/storage costs would be
reduced and manufacturing capability/facilities could be consolidated. With many of the
proposed technologies' starting points based on proven, mature integrated circuit fabrication
techniques, the development, acceptance and sourcing of the devices and technologies will be
accelerated.

The ability of MEMS to gather and process information, decide on a course of action and
control the environment through actuators increases the affordability, functionality and the



numberof smart systems. Microdynamic devices and systems will be merged with
communication, control and processing components; three-dimensional
microf'dming/machining technologies; and embedded/flexible packaging techniques. The range
of current design and simulation tools for electronic devices will be extended with three-

dimensional mechanical and electric field modeling modules and process-related material
property modules to improve the design, integration and operation of microdynamic devices,
integrated wireless communication components and low-power electronic systems. The
enhanced capability enabled by MEMS will increasingly be the product differentiator of the
21st century, pacing the level of both defense and commercial competitiveness.
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CONSIDERATIONS FOR MICRO- AND NANO-SCALE SPACE PAYLOADS
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Abstract

This paper collects and summarizes many of the issues associated with the design, analysis, and flight of
space payloads. However, highly miniaturized experimental packages, in particular, are highly susceptible
to the deleterious effects of induced contamination and charged particles when they are directly exposed to
the space environment. These two problem areas are addressed and a general discussion of space
environments, applicable design and analysis practices (with extensive references to the open literature),
and programmatic considerations is presented.

Introduction

The use of advanced micro- or nano-technology in space payloads will increasingly provide a highly
visible avenue by which to advance the state-of-the-art in ultra-large-scale integrated systems. Just as the
aerospace industry fueled the development of integrated microelectronics over twenty-five years ago, the
unique requirements of space systems to minimize weight and maximize performance will undoubtedly
contribute to the extension of our engineering capabilities to the nano-scale. Since launch systems are not
expected to employ these new technologies initially, flight experiment payloads (and vehicle diagnostic
systems) will provide the first opportunities to demonstrate the practicality of these new technologies.

This paper collects and summarizes many of the issues associated with the design, analysis, and flight of
highly miniaturized space payloads. Space environments, applicable design and analysis practices, and
programmatic considerations will be discussed. Since many advanced micro- and nano-technology
development activities exist outside the mainstream aerospace community, the information related here may
serve as a useful introduction to potential payload designers and managers interested in flying space
payloads.

Because studies of space environments, design and analysis strategies, and launch vehicle program
requirement documents comprise a large body of literature, only a top-level overview of space flight in low
earth orbit (LEO) will be given here and extensive reference will be made to the detailed literature.

Space Environment

Radiation

Thermal radiation is the primary mechanism for heat transfer in space. As a result, exposed payloads may
be susceptible to very large temperature gradients. In predicting the operating temperatures of space
hardware, a detailed numerical analysis is usually performed taking into account material optical properties
and sun angles. The tailoring of surface properties for radiative heat transfer is an especially important
element of payload design. However, it should be noted that these surface properties may be susceptible
to changes due to contamination or interactions with photons, nuclear particles, or electrons, which will be
discussed later [ 1].

In calculating temperatures, an accepted value for the solar heat flux is 1371 W/m 2 with a variance of+10

W/m 2 [2]. As a result of this flux, spacecraft in LEO typically experience naturally-induced surface
temperatures ranging from -150 F to 250 F.

Some of the solar flux is reflected by a planet and is referred to as albedo. Albedo forms a secondary
contribution to the heat flux incident upon spacecratt and is highly dependent upon time of day and other
orbital parameters. Calculations of albedo can be made using specialized computer programs. References
3 and 4 are good resources for the thermal analysis of spaceflight systems and orbital thermal analysis
software is available through the COSMIC software repository located at the University of Georgia.



Other forms of radiation, such as ultraviolet (UV), nuclear, and cosmic radiation, may also drive important
considerations during design. For short duration micro- or nano-scale payloads, UV radiation, in
particular, plays a significant role in the degradation of spacecraft materials and has special implications for
thermal control. For example, the synergistic effects of UV radiation and induced contaminant films have
been known to cause the darkening of optical, electronic, and thermal control equipment [5,6]. For longer
duration missions, higher energy photons, such as x-rays, become more important and the fluence of
these quanta is such that physical damage to materials can occur.

Upper Atmosphere

Typically, vacuum levels in LEO lie generally between 10 -6 and 10"10 tort largely depending whether the
control surface of interest is towards the ram or wake direction of flight. A lesser source of variability is

due to fluctuations in solar activity. However, levels of vacuum as high as 10-14 tort" are possible with the
Wake Shield Facility (WSF), for example, which is a free-flying payload experiment carrier which has
been flown aboard the Shuttle. For the simulation of on-orbit conditions, MSIS-90, an upper atmospheric
database also available through COSMIC, has been widely employed in analyses of flight hardware with
the LEO environment.

For payloads mounted on launch or re-entry vehicle external surfaces (such as data acquisition, a standard
atmospheric model may be useful in approximating the ambient pressure and gas species to which
payloads will be subjected. For modeling re-entry conditions, the GRAM-90 atmospheric model has been
widely used and is available through COSMIC [7]. The Space Shuttle program also uses the Revised
Range Reference Standard Atmosphere and the 1963 Patrick Air Force Base Standard Atmosphere to
represent launch ascent conditions.

Induced Contamination

The contamination of payloads can be significant, especially for highly miniaturized payloads whose
operation are more likely to suffer from relatively small contaminant depositions. Optics, radiators,
sensors, and antennas are especially at risk since the accidental deposition of foreign materials on their
surfaces may impair the successful operation of these devices (see refs. 8 and 9). Material surface
properties may also be affected by contamination which has implications for thermal control [10]. Gases
evolved (i.e., outgassed) from spacecraft materials are often the source of contamination for which the
judicious selection of materials during design is the best prevention.

Material selection should be based on experimentally measured outgassing levels of the candidate materials
(see ref. 11). ASTM E 1559-93 is a particularly attractive method for the testing of spacecraft materials
[12]. However, it can be said that anodized aluminum and quartz are routinely employed for exposed
spacecraft surfaces and may represent convenient materials for the packaging of micro- and nano-scale
payloads. In contrast, silicones are problematic from the standpoint of contamination and should be
avoided. In many cases, material outgassing may be minimized by conditioning the hardware to vacuum
or a purging flow of inert gas prior to assembly (see ref. 13).

An appropriate design analysis may also involve the accounting of the outgassing species based on
experimentally measured mass fluxes and a simulation of their interactions with the natural environment
and spacecraft surfaces. MOLFLUX (available through COSMIC) is a software package that has been
especially useful to this end [14]. However, several detailed assessments of contamination environments
are already available for the Shuttle, International Space Station Alpha (ISSA), and Spacelab platforms
(e.g., refs. 15, 16, and 17).

Plasmas and Charged Particles

While traveling through the ionosphere which begins approximately 50 to 70 km above the Earth's
surface, a spacecraft will encounter effects due to plasma [2], This plasma is created by the photo
ionization of the ambient neutral atmosphere. Charged particles are present in the form of positively
charged ions and free electrons that may contain enough energy to penetrate several centimeters of metal.
However, charged particles with such high energies are not dominant at LEO altitudes. Nonetheless, the
number of charged particles at LEO may be enough to confuse or blind certain sensors.



Thecharacteristicsof plasmasaredependent upon plasma density which is expressed as the electron
number density. This density is defined by altitude, local time, season, and amount of solar activity.
Some variations in plasma density are shown in Figure 1.
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Figure 1. LEO Plasma Density at Solar Maximum [19].

Plasma can result in spacecraft charging, electromagnetic interference (such as radio frequency signals), as
weU as the erosion of spacecraft surfaces [18]. These phenomena may drive special considerations for the
design of micro- and nano-scale payloads even in LEO (see ref. 20). However, through the careful
selection of materials, the effects of charging and material erosion can be mitigated. The electrical biasing
or shielding of electronic equipment, too, can be of significant help for this area of concern.

Another significant photo ionization effect at LEO altitudes (130 to 190 kin) is the splitting of diatomic
oxygen into monatomic oxygen. Monatomic oxygen is highly reactive and is responsible for the
degradation of many nonmetallic spacecraft materials. To minimize these effects, it is preferable to locate
payloads on the wake side of the host spacecraft where the exposure to the monatomic oxygen flux is less
[5]. Reference 21 provides an assessment of atomic oxygen and ultraviolet exposures aboard the Shuttle
(STS-46) and reference 22 presents an overview of the measured material reactivities for that flight.

Magnetic Fields

The Earth's magnetic field traps charged particles and deflects low-energy cosmic rays. The magnetic field
consists of dipoles that result in a field strength at Earth's surface of 0.3 gauss at the equator and 0.6 gauss
at the poles [2]. Currents from the magnetosphere cause deviations from the near-Earth field at altitudes
greater than 2000 kilometers. Geomagnetic storms caused by solar activity result in fluctuations in the
magnetic field strength. However, magnetic fields can be determined for orbital spacecraft by using a
spherical harmonic expansion model :

=-VO

for which various expressions for U, the magnetic potential, are available in the literature [e.g., ref. 2].



Microgravity

Gravitational forces upon spacecraft can be approximated to within 0.1 percent using the central-force
model:

where,

]'/E

rtl

r

= Earth's gravitational constant = 3.986012 x 1014 N m2/kg
= Mass of spacecraft
= Distance from center of Earth

However, gravitational models are available that offer accuracies of a few parts in a million (e.g., ref. 23).

Usually, high frequency accelerations induced by the host spacecraft are of more serious concern for the
design of highly miniature payloads. Fortunately, the primary vibrational modes of most spacecraft
structures lie in the range of 5 to 200 Hz and are too low to affect the operation of most micromechanical
devices. However, more significant vibrations in the range of 200 to 2000 Hz may arise as a result of
acoustic noise in the payload compartment [24,25]. Unfortunately, detailed vibroacoustic data is usually
not comprehensive for most commercial payload environments and, oftentimes, only a few data points are
available from the commercial launch vehicle operator in order to characterize a launch vehicle's vibrational
environment. However, microgravity assessments are available for the Shuttle (e.g., refs. 26 and 27).

Orbital Debris

Meteroids pose a threat to orbiting spacecraft especially at geosynchronous altitudes (800 to 1000 km) and
higher orbital inclinations [19]. In many cases, the concern over orbital impact damage from natural
sources will be negligible especially if shielding is employed in some way. However, artificial sources of
particle impacts, such as waste water dumps for example, may be of larger concern (see ref. 28).
However, the probability of particle impacts is inversely proportional to the size of the particle and,
therefore, degradation of micro- and nano-scale payloads is more likely to occur due to impacts of very
small (i.e., less than 100 lain) particles. The size of these small payloads offers an additional advantage in
that the probability of an impact is further reduced due to their low visibility as a target.

For payloads for which orbital impacts remain a consideration, numerous models are available for
predicting the vulnerability of such a threat. Reference 29 is a well-accepted model that characterizes the
population of orbital debris. A caveat that has been noted, however, in that this model may underestimate
particles larger than 2 cm [30].

Space Shuttle

Shuttle payloads may be either in the mid-deck or in the payload bay depending on whether access to open
space is required. For payload bay payloads, the period between 1998 and 2002 will be marked by Space
Shuttle missions dedicated to the delivery of space station elements. These missions will maximize the
capacity of the payload bay thereby displacing the smaller packages traditionally used for scientific
experimentation in the open space environment. However, by designing ultra small payloads that do not

re_.uire Shuttle utilities and are largely unobtrusive, the micro- and nano-scale payload designer will have a
unique opportunity to couple space science experimentation in the payload bay with the technological
advancement of highly miniaturized integrated systems in spite of the hardships that conventional payloads
will face.

International Space Station Alpha

At this time, payload manifesting for the International Space Station Alpha (ISSA) has not yet begun.
However, the idea of micro- and nano-payloads is being promoted at NASA and, at this time, remains
largely conceptual with a significant degree of enthusiasm.



Expendable Launch Vehicles

An important consideration when developing highly miniaturized payloads, especially for flight on
commercial launch vehicles, is to employ a high degree of autonomy that minimizes (or eliminates
altogether) the need for utilities supplied by the launch vehicle (i.e., power, thermal control, data
acquisition and telemetry). It is also important to make sure that payloads do not adversely affect other
payload customers by inducing excessive contamination or electromagnetic interference.

Summary_

An overview of the LEO space environment and its effects upon spacecraft and space payloads has been
given. Also, selected design and analysis guidelines have been referenced and the importance of designing
small, unobtrusive micro- and nano-scale payloads has been emphasized. In conclusion, Table I outlines
some possible space environmental effects and influences that should be considered during the
development of highly miniaturized space systems.

Table I. Possible Space Environment Effects and Influences on Micro- and Nano-Scale Pa_cloads.
Micromechanical Micro- Electronics Microfluidic

Radiation

Upper Atmosphere

Induced Contamination

Plasma and Charged
Particles

Microgravit_,
Orbital Debris

S_,stems
fatigue;cross-
linking/brittle

transitions; thermally-
induced vibrations;

solid diffusion

pressure equalization;
outgassinl_

mass changes; changes
in dynamic response;

changes in surface
properties

static charging

i

minor effects

structural damage
(minor concern)

and Photonics

semiconductor
transitions; dielectric

properties; solid
diffusion

pressure equalization;

outgassing
changes in surface

properties

static charging;
electromagnetic

interference

ne_lil_ible effects
structural damage
(minor concern)

S_,stems
fluid viscosity;
surface tension;

Brownian motion;
Marangoni flow

pressure equalization;
outgassing

changes in surface
properties

static charging

minor effects

structural damage
(minor concern)
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Sprint: The first flight demonstration
of the external work system robots

Charles R. Price and Keith Grimm

NASA Johnson Space Center
Houston, "IX
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The External Work Systems "X Program" is a new initiative by NASA's Code XS,
Spacecraft Systems Division of the Office of Spacecraft and Technologies that will, in the next ten
years, develop a new generation of space robotics for active and participative support of zero g
external operations. The EWS robotics development will center on three areas of emphasis: The
Assistant Robot, the Associate Robot, and the Surrogate Robot that will support EVA (External
Vehicular Activities) prior to and after, during, and instead of spacesuited human external activi-
ties, respectively. The EWS robotics program will be a combination of technology developments
and flight demonstrations for operational proof of concept. The first EWS flight will be a flying
camera called "Sprint" that will seek to demonstrate operationally flexible, remote viewing
capability for EVA Operations, Inspections, and Contingencies for the Space Shuttle and Space
Station. This paper will describe the need for Sprint and its characteristics.

Text of full paper not available at time of publication.



Silicon Satellites: Picosats, Nanosats, and Microsats
Siegfried W. Janson, Mechanics and Materials Technology Center
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Abstract

Silicon, the most abundant solid element in the Earth's lithosphere, is a useful material for

spacecraft construction. Silicon is stronger than stainless steel, has a thermal conductivity about half that

of aluminum, is transparent to much of the infrared radiation spectrum, and can form a stable oxide.

These unique properties enable silicon to become most of the mass of a satellite; it can simultaneously

function as structure, heat transfer system, radiation shield, optic, and semiconductor substrate.

Semi-conductor batch-fabrication techniques can produce low-power digital circuits, low-power

analog circuits, silicon-based radio-frequency circuits, and micro-electromechanical systems (MEMS)

such as thrusters and acceleration sensors on silicon substrates. By exploiting these fabrication

techniques, it is possible to produce highly-integrated satellites for a number of applications. This paper

analyzes the limitations of silicon satellites due to size. Picosatellites (- 1 gram mass), nanosatellites (-1

kg mass) and highly-capable microsatellites (_10 kg mass) can perform various missions with lifetimes

of a few days to greater than a decade.

I. Why Silicon?

i.A. Silicon as a Structural Material

Mechanical properties of silicon, aluminum, stainless steel, titanium, and diamond are given in

table 1. Silicon is already used as the structural material for microelectromechanical systems (MEMS)

due to it's high strength I and should be considered for spacecraft structure as well. Single crystal silicon

is stronger than aluminum, stainless steel, or titanium, yet it is less dense. Materials with intrinsically

high strength-to-density ratios are particularly valuable for spacecraft due to launch costs of _$I0,000

per kg to Low Earth Orbit (LEO) and -$50,000 per kg to geosynchronous Earth orbit (GEO). Note that

titanium has a higher strength-to-density ratio than aluminum or stainless steel, yet it is still more than an

order-of-magnitude less than what silicon provides. Single crystal diamond has the best strength-to-

density ratio, but the material cost (~$10,000 for a man-made 2 gram crystal) is many orders-of-

magnitude higher than the launch cost. Single crystal silicon carbide (see ref. 1) has a strength-to-

density ratio between silicon and diamond, and should also be considered for some spacecraft

applications.

Table 1. Mechanical properties of silicon compared to other structural materials.

(Data from references 1, 2, 3, 4, and 5)

Density Yield Strength Strength/Density
(g cm-3) (MPa) (MN-mlkg)

Young's
Modulus

(GPa)
Silicon (single crystal)
Aluminum (2024-T3)
Stainless Steel (304)
Titanium (Ti-6AI-4V)
Diamond (single crystal)

2.3 7,000 3.0
2.8 350 0.13
8.0 1,000 (cold worked) 0.13
4,4 900 0.20
3.5 50,000 14.3

-170
73

200
115

-1,000



While metals are available in a variety of shapes and sizes, single crystal silicon is available in

10, 12.5, 15, and 20 cm diameter cylinders up to 2 meters long. Present manufacturing costs are about

$185 per kg which could drop to -$50 per kg by adopting new refinement techniques. 6 Even though the

material cost (per kg) of single crystal silicon is much more expensive than typical spacecraft structural

materials, it is still more than an order-of-magnitude less than the launch cost. Silicon is a viable

structural material, especially for small satellites.

Thermal properties of silicon, aluminum, stainless steel, titanium, and diamond are given in table

2. Silicon has a high specific heat and a much higher melting point than aluminum. Silicon is a very

good heat conductor; it has a higher thermal conductivity than stainless steel and titanium, and about

50% that of aluminum. Silicon also has a thermal expansion coefficient that is -4 times lower than

titanium and about an order-of-magnitude lower than aluminum and stainless steel. Once again,

diamond has superior properties, but it must be used sparingly due to its high cost.

Table 2. Thermal properties of silicon compared to other structural materials. Specific heat, thermal

conductivity, and thermal expansion coefficient at 300 K.

Thermal Thermal Expansion Melting
Conductivity Coefficient Temperature

(W/m OK) (cm/cm OK) (K)
Silicon (single crys.) 150 2.5 x 10.6 1700
Aluminum (2024-T3) 240 22 x 10-5 ~850
Stainless Steel (304) 16 1.7 x 10-5 ~1700
Titanium (Ti-6AI-4V) 8 9 x 10-6 -2100
Diamond (single crys.) 2,100 10 x 10.6 4200

I.B. Silicon as an Optical Material

Silicon can be used as an optical material throughout most of the infrared spectrum. As shown

in figure 1, it is transparent between 1.4 and 7 microns (wavelength) and from 25 to beyond I00 microns.

The maximum transmission of 54% results from the index-of-refraction of-3.5 over this wavelength

range. Index-matching coatings or surface texturing can be used to bring transmission efficiencies close

to 100% over selected ranges of interest.
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Figure 1. Optical transmission of silicon in the infrared.



I.C. Silicon as a Substrate for Electronics

Microprocessors, microcontrollers, memory, and other digital integrated circuits (ICs) are batch-

fabricated primarily on silicon wafers. These wafers are cut from larger single crystals which have been

ground into a cylindrical shape. Hundreds of identical devices are fabricated on a single side of a 0.5 to

1 mm thick, 10 to 20 cm diameter, silicon wafer which is cut apart to release the individual rectangular

silicon dice. These dice are then mounted in plastic or ceramic carriers which provide hermetic sealing

against the environment, mechanical rigidity, improved heat dissipation, and electrical connections

which can be soldered or plugged into a circuit board.

Almost the entire mass and volume of spacecraft electronic systems is determined by packaging;

i.e. enclosures ("boxes"), connectors, circuit boards, and chip carriers. Multi-chip modules (MCMs)

place multiple electrically-connected die in a single carrier to reduce wasted space and increase active

device area density. MCMs can achieve 10 to 15 times greater IC packaging densities on circuit boards

than conventional single-die packages with greater system performance and reliability at lower cost. 7

The next step in reducing packaging size and mass is to produce wafers with interconnected dice. This

wafer-scale integration eliminates unnecessary dicing, wiring, and packaging.

How much silicon "real estate" (area) is required for typical functions? Silicon die areas

currently range from -0.2 cm 2 for microcontrollers to -2 cm 2 for high end microprocessors. A
PIC16C71 microcontroiler dice is 0.4 cm x 0.5 cm in size s while a PowerPC 604 dice is 1.24 cmx 1.58

cm. 9 Dynamic random access memory (DRAM) die, suitable for use with microcontrollers and

microprocessors, require -0.03 cm 2 of silicon per million bits of storage capacity. Feature sizes are

steadily decreasing with time and high-end integrated circuits are becoming more complex. Projections

of dice size for DRAMs and high-end microprocessors over the next 15 years, given in table 3, show the

interesting result that dice size for these products is expected to increase with time. By the year 2010,

high-end microprocessor and DRAM dice could be several cm on a side. To support efficient packing of

rectangular dice on circular silicon wafers during fabrication, 30 cm diameter and larger silicon wafers
will become common.

Table 3. Roadmap projections for semiconductor technology. (From reference 10)

, • , . ,

Smallest Dynamic RAM: Dynamic RAM: Microprocessors:
Feature Dice Size Billions of Bits Dice Size

Year (_tm) (cm2) per Dice (cm 2)

Microprocessors:
Millions of

Transistors per cm2

1995 0.35 1.9 0,064 2.5 4
1998 0.25 2.8 0.256 3.0 7
2001 0.18 4,2 1 3.6 13
2004 0.13 6.4 4 4.3 25
2007 0.10 9.6 16 5.2 50
2010 0.07 14.0 64 6.2 90

A single ~4 cm x 4cm DRAM dice in the year 2010 could hold 8 gigabytes of information; more

capacity than is currently available on CD-ROMs and most personal computer hard disk drives. A single

DRAM could bold an uncompressed I000 km x 400 km image with 10-meter spatial resolution and 16

bits of intensity resolution. The command and data handling (C&DH) system for a future satellite could
reside in 1 or 2 dice and fit on a 10 cm diameter wafer with extra silicon area for communications

systems, power controllers, etc.. If circuit complexity remains fixed, circa 2010 dice could be much

smaller than today's versions due to a factor of 5 reduction in feature size. A future microcontroller



equivalentto thePIC16C71,for example,wouldfit ona dicesmallerthan1mmona side. Thetotal
siliconarearequiredfor theC&DHsysteminacurrentgenerationmicrosatellitewouldshrinkfrom- 2
cm2to-0.1 cm2.

Microprocessorsandmicrocontrollershavebeensteadilyincreasingin performancedueto
increasesinoperatingspeed,partiallyenabledbysmallerfeaturesizes,andimprovementsin processing
architectures.MicroprocessorclockspeedswereafewMHzduringtheearly1970's,arein the low 100
MHzrangetoday,andareexpectedto reachtheGHzrangeby2010.TheINTEL 8086 microprocessor,

introduced in 1978, had a 0.33 million-instructions-per-second (MIPS) performance with a 5 MHz clock

speed while the INTEL Pentium, introduced in 1993, had a 112 MIPS performance with a 66 MHz clock

speed. 11 By extrapolating the exponential performance increases in microprocessors over the last 15

years (about a 1.5 times increase in performance per year), the predicted performance by 2010 is 100,000

MIPS. This is quite staggering when one realizes that NASA's Galileo probe uses a mere 0.5 MIPS

processor for C&DH.

While silicon has been the substrate of choice for commercial digital circuits, operating

frequencies of-1 GHz and higher will require special wafers or another substrate such as gallium-
arsenide. Currently, silicon offers lower cost and simplified power requirements while gallium arsenide

offers higher frequency operation and higher efficiency. A comparison of silicon and gailium-arsenide
transistor circuits is given in table 4. The gallium arsenide cost in table 4 is based on a total

manufacturing cost of $1500 per 10 cm diameter wafer with a 75% yield. 12

Table 4. Basic comparison between gallium-arsenide and silicon transistor integrated circuits. Data
from reference 12.

Parameter
Cost per mm2
C utoff freq uency
Breakdown Voltage
Substrate

Noise figure @ 5 GHz
Bias requirements
Power added efficiency

Gallium-Arsenide MESFET Silicon Bipolar
$0.25 (10 cm diameter wafer)
18 to 25 GHz
15 to 20 V

Insulating
1.5dB

positive and negative
6O%

$0.10 (20 cm diameter wafer)
12 to 18 GHz
5to9V
Conductive
6.0 dB

positive
4O%

While data processing circuits may not yet run at GHz clock speeds, satellite communications

circuits routinely operate from -100 MHz to greater than 20 GHz. Below -1 GHz, conventional CMOS

technologies on conventional silicon wafers can provide inexpensive radio-frequency integrated circuits.

One group at UCLA is investigating 2-chip and single-chip fully-integrated (rf, analog, and digital)

CMOS transceivers for operation in the 900 MHz industrial, scientific, and medical (ISM) band. 13 Their

goal is to produce a frequency-hopped spread-spectrum transceiver with up to 160 kilobit/sec data

transfer rates at 20 mW power output and 100 milliampere, 3 Volt DC input. 14

Above 1 GHz, gallium arsenide offers increased DC-to-RF conversion efficiency for power

amplifiers and decreased noise for preamplifiers (low noise amplifiers at the receive antenna) used in

communications systems. Standard silicon microwave monolithic integrated circuits (MMICs) usually

perform poorly above a few GHz because commercial wafers have a resistivity on the order of 10 f_-cm,



whichis too low to actasagooddielectric.15Betterperformancecanbeachievedusinghigh-resistivity
siliconsubstrates(10,000f2-cmandhigherfor up to 40 GHzoperation)or silicon-on-insulator(SOl)
construction.A more recent development is silicon-germanium (SiGe) technology that offers higher

than 70 GHz operation on silicon substrates. 16,17 Today's silicon technology can be used for satellite

communications bands from VHF (very high frequency; -140 MHz) to S-band (2.5 to 2.7 GHz). Future

advancements in silicon technology will push the operating frequency range higher.

I.D. Silicon as a Radiation Shield

The near-Earth space enviror_ment is much harder on electronics than the surface environment

due to the presence of high-energy electrons, protons, and heavier ions. Elastic scattering of high energy

protons and ions results in displacements of stationary target atoms while inelastic scattering results in

secondary particle "showers" of lower-energy target atoms or fission daughter products. High-energy

electrons, protons, and ions all leave ionizing tracks behind them. Anomalous effects in semiconductor

circuits due to these interactions range from a temporary change in logic state, due to the sudden

appearance of charge, to permanent substrate atom and charge dislocations which produce altered

current-voltage characteristics and possible device failure, t8 Single-event upsets (SEUs) are particle-

induced "bit-flips" while latchups are more serious high-current flow conditions generated by new low-

resistance paths created by particle-induced ionization trails. Both SEUs and latchups can be controlled

by appropriate choice of semiconductor technology, "watchdog" and error-correction circuits, and error-

correction software. Continual accumulation of radiation damage, however, ultimately results in device
failure.

Table 5, adapted from reference 19, gives rough radiation hardness levels for different types of

semiconductor devices. A rad is the amount of particle radiation that deposits 100 ergs of energy per

gram of target material and the radiation hardness level represents total dose required for device failure.

Typical low-power consumer electronic components (CMOS) are designed to operate in our low-

radiation biosphere (roughly 0.3 rad/year) but can tolerate 1 to 10 kiiorad integrated radiation doses.

Unfortunately, the radiation tolerance varies widely from design to design so radiation testing should be

performed on selected components. Transistor-transistor logic (TTL) and emitter-coupled logic (ECL)

circuits are inherently more radiation hard than CMOS, but they require more power. NMOS, PMOS,

I2L, and silicon-on-sapphire MOS circuits can be fully immune to latchup. Radiation hardening requires

a balance between power and circuit availability for choice of technology, mass requirements for

shielding, and circuit complexity for latchup and SEU control.

How much silicon radiation shielding is required for a given mission? Dose rates for a silicon

target are usually given as a function of grams/cm 2 or thickness of spherical aluminum shielding for a

given orbit and given solar conditions (i.e. minimum or maximum solar activity). Silicon and aluminum

are next to each other on the periodic table; their nuclei and average atomic masses differ by only one

proton, and they have similar densities. Both materials have similar ability to slow down incident

energetic electron and protons while silicon generates a slightly higher level of bremsstrahlung X-rays

because bremsstrahlung is proportional to the square of the atomic number (142 for Si vs. 132 for A1).

Aluminum and silicon shielding thicknesses in grams/cm 2 are equivalent within the uncertainties of
radiation environment estimates.



Table5.Radiationhardnesslevelsforsemiconductordevices

Technology Total Dose in rads (silicon)
CMOS (soft) 103 - 104
CMOS (hardened) 5 x 10 4 - 106

CMOS (silicon-on-sapphire: soft) 103 - 104
CMOS (silicon-on-sapphire: hardened) > 10 5
ECL 107

12L 10 5 - 4 x 106
Linear integrated circuits 5 x 10 3 - 10 7
MNOS 10 3 - 10 5

MNOS (hardened) 5 x 105 - 106
NMOS 7 x 102 - 7 x 103
PMOS 4 x 103 - 105
TTL/STI'L > 106

Figure 2 shows the yearly dose rate due as a function of aluminum shielding thickness (full

sphere shielding) for 700 km altitude orbits with inclinations of 28.5 ° and 98.2 °. CMOS circuits with an

assumed total radiation dose tolerance of-3000 rads will require at least 0.3 g/cm 2 aluminum (or 1.3 mm

of silicon thickness) shielding for a 1 year on-orbit lifetime in a 700 km, 28.5 ° inclination orbit. For the
more interesting sun-synchronous (98.2 ° inclination) orbit, about 0.8 g/cm 2 (or 4 mm silicon thickness)

is required for a 1 year lifetime and about 3 g/cm 2 (1.3 cm silicon) for a 10 year lifetime. At lower

altitudes, significantly less shielding is required, while at higher altitudes, significantly more shielding
may be required. Use of more radiation-resistant technologies is the only solution for some orbits.

Figure 3 shows the dose rate dependence as a function of circular equatorial orbit altitude inside
spherical aluminum shields with densities of 0.5 g/cm 2 (0.18 cm thick aluminum or 0.21 cm thick

silicon) and 3.0 g/cm 2 (1.1 cm thick aluminum or 1.3 cm thick silicon). Note the rapid rise in dose rate

with altitude below 1000 nmi (1850 km), the existence of a hard-to-shield proton belt at -2000 nmi

(3700 km), and the existence of an easier-to-shield electron belt at -10,000 nmi (18,500 km). At

geosynchronous Earth orbit (GEO; 35,786 km or 19,320 nmi altitude and 0° inclination) with a

maximum dose of 3,000 fads, 0.5 gm/cm 2 (0.22 cm silicon) and 3.0 gm/cm 2 (1.3 cm silicon) shielding

give lifetimes of roughly 11 days and 3 years, respectively.
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I.E. Silicon as a Substrate for Spacecraft Systems

Microelectro-mechanical systems (MEMS) such as micron-scale silicon diaphragm pressure

sensors, acceleration sensors, chemical sensors, and valves have already been demonstrated.21,22,23, 24

Concepts for silicon-based, batch-fabricated chemical and electric propulsion systems suitable for small

satellites have also been presented. 25 Integration of MEMS with microelectronics for data processing,

memory, signal conditioning, power conditioning, and communications results in a stand-alone

"application-specific integrated microinstrument" (ASIM). Examples of MEMS and ASIM applications

for spacecraft can be found in reference 26 and in other papers from this conference.

II. Silicon Satellites

II.A. Introduction

The silicon satellite, as introduced in references 27 and 28, presented a new paradigm for space

system design, construction, testing, architecture, and deployment. Integrated spacecraft complete with

some degree of attitude and orbit control can be designed for mass-production using batch-fabrication

techniques. Integrated circuits for C&DH, communications, power conversion and control, on-board

sensors, attitude sensors, and attitude control devices can be manufactured on thick silicon substrates that

provide structure, radiation shielding, and thermal control. Some conventional components such as

batteries and individual solar cells will still be required, but the total number of parts and assembly time

will be drastically reduced. The spacecraft, as shown in figure 4, is essentially a multi-ASIM module.

Attitude Determination
Solar Cell Wafer and Control Modules

Battery Housing
Wafer (non-silicon

Main Wafer:
Solar Cells Computer, Image

Sensor, Memory,

Primary Mirror Power Conditioning,

Wafer _ Internal Sensors,
Radio Modems,

Receivers,
& Transmitters

Antenna

Solar Cell Wafer

10 to 15 cm
.d lib

V

Figure 4. A hypothetical silicon satellite.

Silicon wafers are routinely produced with diameters up to 20 cm which will increase to 30 cm

within a decade. Low-volume (10 to 1000 wafers) production of custom circuits and MEMS uses wafers

with diameters less than 15 cm. Simple ASIM-based integrated satellites will have dimensions of 10 to



20 cm while more complex configurations using additional non-silicon mechanical structure (i.e. truss

beams, honeycomb panels and inflatable structures) will be much larger.

The benefits of batch-fabricated silicon satellites are:

1. Reduced parts count due to integrated electronics, sensors, and actuators on a single substrate,

2. The ability to add redundancy and integrated diagnostics without significantly impacting production

cost,

3. Decreased material variability and increased reliability due to rigid process control,

4. Rapid prototype production capability using electronic circuit, sensor, and MEMS design libraries

with existing (and future) CAD/CAM tools and semiconductor foundries,

5. Elimination of labor-intensive assembly steps (welding, wiring cable harnesses, etc.)

6. Automated testing of systems and subsystems, and

7. Paper less documentation of designs, fabrication processes, and testing.

Low cost per function is a direct result of the fabrication process; semiconductor batch

fabrication techniques evolved within the constraints of consumer-driven market economics. Low mass

and volume are simply byproducts of the fabrication process that can be exploited for space applications.

ll.B. Satellite Classification

The term "microsatellite" has traditionally been used for satellites with masses between about

100 kg and I0 kg. Recently, the terms "nanosatellite" and "picosatellite" have been used almost

interchangeably for 1 kg class vehicles. In an attempt to standardize these names and still keep within

the spirit of the prefixes "micro", "nano", etc., I propose a new classification scheme given in table 6.

Table 6. Satellite classification by mass

Classification Mass Range

Microsatellite 1 kg to 100 kg

Nanosatellite 1 gram to 1 kg

Picosatellite 1 milligram to 1 gram

Femtosatellite 1 microgram to 1 milligram

II.C. Power Considerations

How much solar power can small satellites produce? Assuming that all of the available surface

area is covered by solar cells, the extremes occur for a cubic satellite and for a satellite spread out into a

-10 micron-thick sheet; i.e. a flat all-solar-array satellite. Figure 5 shows the power extremes for 20%

solar conversion efficiency, random pointing for a cubic satellite, and optimum pointing for a thin sheet

satellite with average density equal to silicon. Picosatellites through microsatellites can produce power

levels in the 1 to 100 Watt range while femtosatellites are in the microwatt to milliwatt range.
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Figure 5. Solar power output ranges, in full on-orbit sunlight, for satellites with an average density equal

to silicon and 20% power conversion efficiency over all exterior surfaces.

ll.D. Thermal Considerations

The overall thermal balance of a spacecraft is determined by its orbit, its geometry, its surface
properties, and its internal design. Solar flux (-1370 W/m 2) has an effective blackbody temperature of

5800 K. The Earth reflects -30% of this incoming solar radiation back to space; the average reflectance

or albedo ranges from 23% at the equator to 74% over Antarctica. 29 Over 95% of direct and reflected

solar energy is carried by photons with wavelengths between 0.2 and 2.5 microns. Thermal radiation

from the Earth has an effective blackbody temperature of-300 K which has 98% of the energy carried

by photons with wavelengths greater than 5 microns. The primary energy input to a satellite, averaged

over an orbit, is direct and reflected solar radiation while the primary energy outflow is infrared emission

from the spacecraft at wavelengths greater than 5 microns. The average emissivity (or absorptivity) ct in

the visible and near infrared wavelength range (0.4 to 2 microns) controls the major heat input to

spacecraft surfaces while emissivity e in the medium to long infrared wavelength range (5 to 50 microns)

controls the heat rejection capability of spacecraft surfaces.

At thermal equilibrium, the heat radiated by a satellite to space is just the sum of the energy

absorbed plus heat generated internally:

aAsG s + aAeGr + eA, Ge + Q = coT 4Ar (])

where A s is the surface area for absorption of solar energy, A e is the surface area for absorption of solar

energy reflected by the Earth, G r is the local flux of sunlight reflected from the Earth, G e is the local flux

of thermal energy radiated by the Earth, Q is the internal heat generation rate, o is the Stefan-Boltzmann

constant (5.67 x 10"16 W/(m2*T4), T is temperature, and A r is the surface area for heat radiation. As

spacecraft shrink in size, surface-area-to-volume ratios and hence surface-area-to-mass ratios increase.

Small satellites with body-mounted solar arrays can have power-to-mass ratios equivalent to large

satellites with deployable solar arrays, yet still be power-limited. High fractional surface coverage for



solarcellsis generallytherule,whichresultsinspacecraftwhosethermalbalanceisdeterminedbysolar
cellabsorptivityandemissivity.Thisdoesnotallowmuchlatitudeincontrollingspacecrafttemperature
rangesfor smallsatellites.

Consider thermal control of a 10 cm diameter, 1.2-kg mass spherical silicon microsatellite at an

altitude of 700 kin. The IR flux from the Earth G e is -200 W/m 2 over the entire orbit and the reflected

solar flux G r is ~260 W/m 2 over about half the orbit. If we assume that the surface is completely

covered by 20% efficient solar cells, the orbit average electric power is -1.5 Watts. With an absorptivity

of 0.8 and an emissivity of 0.83, the maximum equilibrium temperature (full sunlight + reflected sunlight

+ Earth IR + internal heat generation) from eq. (1) is 306 K while the minimum equilibrium temperature

(Earth IR + internal heat generation) is 209 K. Conventional spacecraft electronics and batteries cannot

tolerate these temperature extremes. Fortunately, the satellite's thermal mass and appropriate insulation

techniques can be used to control temperature fluctuations for key spacecraft systems.

Figure 6 shows spacecraft temperature, as a function of time, for 4-cm-diameter, 10-cm-

diameter, and 20-cm-diameter solid silicon spheres (nanosatellites and microsatellites) fully covered by

solar cells. Their masses are 80 grams, 1.2 kg, and 9.8 kg, respectively. The orbit is a 700 km altitude

circular equatorial orbit (0 ° inclination) and the solar cells have the same efficiency, emissivity, and

absorptivity used in the previous equilibrium temperature calculations. The dynamic spacecraft

temperature is calculated in one-minute time intervals by numerically integrating a lumped-heat-capacity

energy equation:

aA, O, +aA, a, +sA,G, +Q-scrT4A,= d(m%T) (2)

where d/dt is the first time derivative, m is the spacecraft mass, and Cp is the constant-pressure heat
capacity of silicon (736 joules/kg*K). As diameter increases, mass and thermal capacity increase, which

results in reduced temperature swings over an orbit.
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Figure 6: Spacecraft temperature as a function of time for a solid spherical silicon spacecraft covered

completely by solar ceils with absorptivity of 0.8 and emissivity of 0.83. These temperatures were

calculated using a lumped heat-capacity model assuming a circular orbit at an altitude of 700 km.



Figure6 indicatesthatpassivethermalcontrolis possiblefor nearlysphericalnanosatellitesand
microsatellites.Whendimensionsdropbelow2cm,thetemperatureextremesexceedtypicalelectronics
andbatterylimits. Femtosatellites,withtheirextremelylowmass,canreachtheequilibriumsunlight(or
eclipse)temperaturewithinminutes.

II.E. Orbit Lifetime Considerations

The Earth's atmosphere effects spacecraft motion even at altitudes beyond 1000 km. The main effects

are atomic oxygen erosion and orbital decay due to atmospheric drag. The drag force F D on a satellite is given
by

Fo = lpV2SCo (3)

where 19 is the local atmospheric density, V is the satellite velocity, S is effective cross-sectional area of the

spacecraft, and C D is the satellite drag coefficient (CD-2 for most satellites). Orbit decay rates are often

parameterized by introducing the ballistic coefficient W, defined as the satellite mass M divided by the cross-
sectional area S times the drag coefficient Co. A spherical solid silicon satellite with a diameter of 10 cm would

have a ballistic coefficient of-150 kg/m 2. Figure 7 shows the maximum ballistic coefficient as a function of

mass for a cubical satellite and a 10-micron-thick sheet satellite. Note how the ballistic coefficient is constant
(and extremely small!) for the thin sheet satellite while it is a function of mass for a cubic satellite.
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Figure 7. Maximum ballistic coefficient as a function of mass for solid silicon satellites.

Figure 8 shows calculated orbital decay rates as a function of ballistic coefficient and altitude for worst-

case solar-maximum conditions (4 to 6 years from now). Currently, we are in solar-minimum conditions, which

produces decay rates about an order-of-magnitude lower at 300 km altitude and about 3 orders-of-magnitude

lower at 700 km altitude. For satellites with ballistic coefficients of_100 kg/m 2, note that at 700 km altitude the

solar-maximum orbit decay rate is only -10 km per year, while at 500 km altitude the decay rate is high enough
to produce an orbital lifetime of only _1 I/2 years. Roughly spherical (or cubical) picosatellites will have worst-

case orbit decay rates of 100 to 1000 km per year even at an altitude of 700 km. For a 500 km altitude, orbit
lifetimes would be from a few days to a few months. If orbit altitudes below 500 km and/or mission lifetimes of



greaterthana few yearsarerequired,dragmake-uppropulsionfor femtosatellitesandpicosatelliteswill be
mandatory.
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Fig. 8. Orbit decay rates as a function of ballistic coefficient and altitude for circular orbits under very active
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III. Conclusions

III.A. Femtosatellites and Picosatellites

Femtosateilites don't have enough radiation shielding or a high enough ballistic coefficient to

survive more than a week on-orbit. At altitudes below 500 km where radiation shielding (0.38 mm

maximum for a 1 milligram cubic femtosatellite) may be adequate for radiation-hardened electronics, the

high ballistic coefficient limits lifetimes to a few days. At higher altitudes, rapidly increasing radiation

levels also limit lifetime to a few days. Femtosatellites should be nearly spherical in shape to minimize

air drag and maximize radiation shielding. Maximum power generation levels will therefore be in the

sub-milliwatt range. Active femtosatellites are an extremely difficult challenge due to their low thermal

mass and wild temperature swings.

Picosatellites are the smallest useful satellites, but active thermal control will be required. A

thermally passive picosatellite will have temperature swings of 90 K between sunlight and eclipse in low

Earth orbit. Cubic picosatellites can have as much as 0.18 cm silicon radiation shielding and a ballistic

coefficient of-9 kg/m 2. Orbit lifetimes can be several years at 700 km altitude under solar-maximum

conditions and several years at 500 km under solar-minimum conditions. Nearly spherical satellites are

needed to provide radiation shielding, and if low-inclination orbits are used (below 700 km altitude),

radiation-soft CMOS electronics may be feasible. Power outputs will be in the 10's of milliwatts range.

Picosatellites may be good for disposable or short-duration (i.e. 1-week) missions.



III.B. Nanosatellites

Nanosatellites are the smallest satellites that don't require active thermal control. Silicon

radiation shielding thicknesses greater than 1 cm are possible with power outputs in the Watt range.

Nearly spherical nanosatellites can operate for several years at altitudes below 500 km in LEO due to

their modest ballistic coefficients, and in GEO due to increased radiation shielding. Flattened

nanosatellites, i.e. 2 cm thick disks, can produce several Watts of solar power and still retain good

thermal control, radiation shielding, and modest ballistic coefficient.

III.B. Microsatellites

Microsatellites have the best power, radiation shielding, orbit lifetime, and thermal

characteristics. Flattened silicon microsatellites offer mission lifetimes of years or decades with power

levels of 10 to 100 Watts.
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Abstract

Engineering and economic scaling factors for Gun Launch to Space (GLTS) systems are compared to conventional
rocket launch systems. It is argued that GLTS might reduce the cost of small satellite development and launch in
the mid to far term, thereby inducing a shift away from large centralized geosynchronous communications satellite
systems to small proliferated low earth orbit systems.

!NTRQDUg_TION

The present space launch industry is oriented toward large geosynchronous satellites due to favorable scaling of
rocket launch and satellite costs with size. The technical and economic factors behind this scaling will be explored
and contrasted to the potential scaling of GLTS systems. It will be shown that GLTS systems appear to yield a
maximum return on investment for 100-I000 kg satellite payloads.

The microprocessor induced a shift in the computer industry from mainframes to small computers by enabling
small computers to become cost effective. Because it enables small payloads to become cost effective, GLTS might
induce such a shift in communications satellite architectures.

ECONOMICS OF PRESENT LAUNCH SYSTEMS

The commercial space launch industry is oriented toward ever larger geosynchronous satellites (Agrawal 1986).
The reason for this is shown in the return on investment model data of Figure 1, which shows that economic payoffs
increase strongly with satellite size (Agrawal 1986). This trend derives from the fact that both launch and satellite
prices per kilogram decline steeply with satellite size. Since revenues are almost linear with satellite mass, the
return on investment increases strongly with satellite mass.

For Figure 1, launch costs are assumed as $550,000M "'45 per kg and satellite costs are assumed as $10 million for

design plus $840,000M -25 per kg. Revenues are assumed to be $ l 5,000 per kg of satellite per year excluding 50 kg

of satellite weight for parasitic mass. Revenues are calculated as a simple fraction of initial investment costs for the
satellite and launch. M is the satellite or payload mass in kg.

Historical launch prices per kg to LEO are plotted in Figure 2 versus payload size (Isakowitz 1991). Although
there is a great deal of scatter due to differences in accounting methods and government subsidies, there is clearly a
strong downward trend. Nonlinear regression analysis indicate that the best geometric fit to this data is for a launch
price per kg proportional to the -0.45 power of mass with a launch cost at one kilogram of $540,000.

Satellite prices show a similar behavior as illustrated in the data of Figure 3 derived from an Aerospace Corporation
cost model (Lenard, 1990). A major basis for both these trends is that many of the same functions are necessary
when designing, fabricating, launching, and operating launch vehicles and satellites, semi-independent of their size.
The larger the satellite or launch vehicle, the better these costs are amortized. Most of these costs are also better
amortized with higher launch rates.

Another factor which strongly influences launch prices is useful payload fraction. Larger vehicles such as the space
shuttle or a Titan-4 have larger payload fractions to orbit that small vehicles such as the Scout (Isakowitz 1991). A
vehicle which launches more payload for a given vehicle size should be able to deliver that payload at a lower price

since the vehicle cost component of the price would be lower.
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The effect of vehicle size on payload fraction is most easily seen in performance models for single stage to orbit

(SSTO) vehicles (Hampsten 1994). Figure 4 shows a predicted payload fraction for a SSTO as a function of vehicle

size. Even quite large SSTO vehicles (1000-2000 tons) have payload fractions well below the 3-5% typical tbr

large multistage vehicles (Isakowitz 1991). A SSTO vehicle must be quite large to be cost effective, since payload

fractions much below 1% would probably not be cost competitive in operation (Hampsten 1994).
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Development of such large vehicles is very expensive. Development costs for a I000 ton class SSTO have been
estimated at $6B-$37B (Aviation Week 1994) (Space News,1994). Such large investments are difficult to motivate
in either the government or commercial sectors.

Development of much smaller, less costly vehicles would be much easier to initiate, but cost ineffective and
technically difficult due to the vanishingly low payload fractions achievable with very small vehicles. Resorting to
a totally new technological approach such as gun launch to space has the potential to resolve this dilemma.
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Small launch vehicles have small payload fractions for two reason. First, the proportion of parasitic masses such
as valves, tanks, etc., grows as vehicle size diminishes. Second, aerodynamic losses and total velocity increment to
orbit grow rapidly with the vehicle surface area to volume ratio.



ECONOMICS OF GUN LAUNCH SYSTEMS

Gun launch systems largely avoid both these problems since the propulsion system parasitic mass and fuel are
mostly not accelerated with the payload, remaining in the rest frame of the launcher. Since the propulsion system

and fuel are not accelerated, the gun can achieve high effective payload fractions even for tiny payloads. Since bulky
fuel is not carried with the payload, the payload is physically much smaller, and aerodynamic losses are greatly
reduced.

A gun launched payload does have significant parasitic masses for sabot, armature, structural reinforcement, and

thermal shielding. These parasitic masses cannot be determined precisely without rigorous engineering, but
estimates of 10-40% have been made (Castle, 1990). If the gun provides almost the entire velocity increment
necessary to achieve orbit, this translates to payload fractions to orbit of 60-90%.

A good means of comparing the payload fraction achieved with guns with that of rockets is to calculate an effective
specific impulse for gun launch analogous to that for a rocket stage (1). This allows direct comparison of the
payload mass fraction obtainable from a gun to that obtainable from a rocket.

Gun effective specific impulse = Is_= -V/goLog¢ (My/ME) (i)

V = gun launch velocity
go = acceleration of gravity

Mr, = payload mass = M L - parasitic masses

ML = gun launch accelerated mass (does not include gun propellant)

X,= mass efficiency ratio = M_,,I L

Figure 5 shows effective specific impulse as a function of gun velocity for several ratios of payload to total launch
mass. Conventional military powder guns launching standard shells at 800-1800 m/sec attain mass efficiency
ratios, %, of 0.7-0.9. These guns demonstrate effective specific impulses in the 500-2000 second range, yielding
much higher mass efficiency ratios than could be obtained with rockets.
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Unfortunately, conventional powder guns cannot efficiently produce velocities over about 2000 m/sec. Launch to

orbit requires much higher velocities, at least 7900 m/sec orbital velocity, plus another 500-2000 m/sec for
aerodynamic losses, plus small gravity losses.



Researchanddevelopmenthasbeenconductedonmanyguntechnologiesovertheyears. Figure6 showsa
taxonomyof thevariousguntypeswhichhavebeenexplored(Palmer,1991).
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Thermal guns are relatively low in cost to develop, but have thus far had practical upper velocity limits of 2000-
4000 m/sec. Such a gun would require an additional 4500-8000 m/sec rocket boost to achieve orbit, and the booster
would have to be designed to withstand high accelerations. At the 4500 m/sec end of this range, such a rocket might

achieve orbit with a single stage less expensively than conventional small rockets, which require three or four stages.

Electromagnetic guns have been much less well developed due to the very high cost of the electrical power supplies
necessary to drive them. If the satellite payload mass is assumed to be 50% of the gun launched mass, and the
electromagnetic launcher is assumed to be 30% efficient at a launch velocity of 9000 m/sec, an electromagnetic
launcher to propel a 1000 kg payload into orbit might require a capacitor power supply costing over $12B.
Capacitor costs are assumed at a $0.63/Joule first unit cost with a learning curve cost factor exponent of 0.9.

Velocities over 7 km/sec have been achieved with electromagnetic railguns. However, these velocities have been
obtained for very small masses at impractically low efficiencies. Development of higher efficiency launchers and
lower cost power supplies will be necessary to achieve practical GLTS. Steady progress has been achieved in both
areas in the last several years,

Assuming that an electromagnetic launcher could be developed with 30% efficiency at 9000 m/sec, and that power
supply energy storage costs could be reduced to $0.00I per joule, a highly cost effective launch system would
result. Such a system could launch many payloads at low cost and, over time, eliminate present high cost satellite
design and construction practices.

Assuming that satellites would eventually be designed and constructed at prices similar to those for tactical
missiles, the economics of satellite communications would be revolutionized. Figure 7 shows model data for the
return on investment as a function of satellite size in such a scenario.

For Figure 7, a 100,000 kg total on orbit mass is assumed for the satellites. The number of satellites would then

equal 100,000 divided by the satellite mass. Satellite costs are assumed as $10M for design plus $840,000M -25 per
-.15

kg for the first satellite plus $10,000M for all additional satellites. Revenues are assumed as $15,000 per kg of

useful satellite mass per year with the useful mass fraction calculated as 0.3M 1. Launcher construction costs are

assumed as $8,000,000M "'3 per kg of launched mass. Launcher operations costs are estimated at 25% of launcher

construction cost plus $100,000 per launch. Revenues are calculated as a simple fraction of initial investment costs
of satellite and launcher. M is the satellite or payload mass in kg.



The returns on investment would be very high at current spaceborne communications prices, probably resulting in

a dramatic reduction in space communications prices world wide. At some point, space communications could

become lower in price than terrestrial wireless or even land line communications.

An important feature of Figure 7 is that return on investment is optimal for satellites in the range of 100-1000 kg.

This is due to the low functional mass fraction of very small satellites and the high cost of very large gun launch

systems. This feature of GLTS could greatly reduce initial investment costs and incentivize development of small

launchers capably of cheaply launching small, mass produced communication satellites.
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ABSTRACT

This paper describes a joint project by SpaceQuest Ltd. and National Semiconductor Corporation to
design, develop and deploy a satellite-based tracking system incorporating micro-nanotechnology
components. The system consists of a constellation of "Nanosats," a satellite command station and data
collection sites, and a large number of low-cost electronic "tags." Two prototype Nanosats are currently
under construction by SpaceQuest for launch on a Russian booster in July, 1996. The miniature tags are
being developed by National Semiconductor using advanced micro-nanoelectronic components.

Both government and commercial applications are envisioned for the satellite-based tracking system.
Government users are interested in keeping track of high value assets, including military hardware, trucks,
containers, and high-priority shipments. Commercial users are interested in tracking the location of trailers,
intermodal containers, fishing vessels, and high-value cargo. The projected low price for the tracking
services is made possible by the lightweight Nanosats and inexpensive tags which use high production volume
single chip transceivers and microprocessor devices.

The NanoSat structure consists of a five-inch aluminum cube with body-mounted solar panels on all

six faces. A UHF turnstile antenna and a simple, spring-release separation mechanism complete the external
configuration of the spacecraft. The Nanosat uses a passive, magnetic stabilization system without orbital
station-keeping. High efficiency, low power consumption electronics are used to conserve the one watts of
average orbital power generated by the Nanosat solar panels. Additional energy conservation features are
incorporated into the microprocessor electronics.

The GaAs solar cells will average 2.4 watts of power between sunlight and eclipse. Total power
consumption for all the spacecraft bus functions, including one fixed-frequency and one agile receiver, is
expected to be less than one watt, leaving 1.4 watts to operate the satellite transmitter. A single transmitter
with variable data rates up to 9,600 bps and adjustable levels up to 7 watts or RF power is used for polling the
tags, downloading collected data, and transmitting satellite telemetry.

A V-53A microprocessor with two megabytes of random access memory serves as the
communications control center and data storage device. The position information collected from the
"tagged" items are stored on board the Nanosat for later transmission to a data collection site.

At a projected selling price of less than $100, the low-cost tags being developed by National
Semiconductor can be considered disposable for many applications. The high-performance, frequency-
controlled, single-chip transceivers using BiCMOS technology have extremely low power consumption. High
levels of silicon integration are used to achieve a low manufacturing cost at high production volumes.

Computer-controlled circuits and functions keep the power consumption of the unit low so that a small,
integrated, lithium battery can be used effectively for many of the intended applications.

A prototype system consisting of two Nanosats and several hundred tags should achieve its initial
operational capability sometime during 1997.



1. INTRODUCTION

The idea of putting a softball-size satellite into orbit was suggested by a government client. Our

previous experience with small satellite designs was the construction and launch of a 10 kg, 9-inch cube

in September, 1993. This commercial Low Earth Orbit Satellite (LeoSat) has multiple receivers, modems

and transmitters. Its intended purpose was to validate the feasibility of using a small, inexpensive

microsatellite to communicate directly with an inexpensive tag having a low gain antenna. Several

satellites of this 10 kg class are currently in orbit performing useful data communications missions.

The advantages of a reduced spacecraft size are lower cost, lower launch weight (thus, launch

costs), lower power consumption, and a shorter integration and test time. Reducing the size of the

satellite electronics is a straight forward process using commercial grade microelectronic components.

However, the physical size of the satellite's surface area limits the amount of solar energy that can be

collected with body-mounted solar panels, thus restricting the number and types of missions that can be

performed by a Nanosat. Nevertheless, several specialized applications have been identified where a

miniature, low power Nanosat can provide useful space communications services.

2. NANOSAT CONCEPT

Rational

Nanosats smaller than a 6-inch cube are a

natural evolution to the generation of microsats that

have already proven their worth in space. Small

size does not necessarily translate into the

equivalent of reduced capability. Used in

combination for special-purpose applications,

Nanosat can provide benefits well beyond their

small size for specialized mission applications. Because of their relatively low cost, these space devices

can be manufactured in quantity and stored for immediate launch when needed. Their small size, rind

structure, simple separation device, and lack of deployable, explosives or fuels, simplifies the task of

fmding a compatible piggyback launch vehicle, provided that the required orbit is not critical to mission

success. Also, Nanosats can be launched in clusters of 24 or more spacecraft for a total system cost of

$10 million or less. Although Nanosats cannot do everything, they can be a cost-effective solution for

filling an important niche in future space requirements for both government and commercial users.

System Architecture

Because of the low cost of producing Nanosats in quantity, and the availability of piggyback

launches, it is economically feasible to tradeoff performance for quantity. For example, total system

communication capacity can be achieved by launching many Nanosats, rather than only a few larger

satellites. Proliferating a single orbital plane with 20 to 30 randomly-spaced Nanosats becomes a feasible

alternative to using 6 to 8 Microsats with station-keeping capabilities.



Simplicity of operation, highly-specialized functions, and self-monitoring features can
dramatically reducethe amount of ground commandand control required to operate a Nanosat.
Automatednetworkcontrolproceduresto downloadmissiondataanduploadrevisionsto the tagpolling
schedulekeep operatingcoststo a minimum,despitethe largenumberof Nanosatsthat may comprise
thespacesegmentof a satellite-basedvehicletrackingsystem.

A typical Nanosatcommtmicationssystem would consist of 2 to 100 spacecraftin orbit, a
Network OperationsCenterto coordinateall messagetraffic, severalregionaldata collectionsites to
serviceinternationaluserseffectively,andtensof thousandsof tagsdistributedworldwide. A real-time
datarelaymodecanbe implementedonaregion-by-regionbasiswhereboththesenderandreceiverarein
a commonNanosatfootprint (approximately5,000km diameter). For transferringmessagesglobally,a
store-and-forwardmodecanbeusedasillustratedin Figure1 below. In this case,amessageor datafile
is collectedby aNanosatandstoredin theflight computermemoryfor laterdistribution to the intended
receivingstation. Two megabytesof on-boarddatastorageis sufficient for mostNanosatapplications.
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Figure 1. Nanosat Store-And-Forward Concept

3. NANOSAT APPLICATIONS

Because of the limited power available for a Nanosat transmitter, the selection of potential

applications favors those that maximize the satellite's receiver operation and minimizes the satellite's

transmitter operation. Thus, those applications where the user desires to "pick up" data from many

small ground transmitters distributed worldwide, and to "deliver" that data to a few ground stations

equipped with a large tracking antenna, are best suited for the use of Nanosats. Only limited polling by

the satellite is needed to coordinate the tag transmission activities. Among the possible applications for

Nanosats are: (1) reporting the location of mobile vehicles or high-value assets, (2) transferring critical

environmental data from remote monitoring stations to a central location, and (3) reading hard-to-access

gas and electric meters.



Reporting Mobile Vehicle Location

On any given day aboard ships, trains, and trucks around the

world, some five million shipping containers are on the move, packed

with textiles, appliances, computer parts, and every other kind of

merchandise. Most shipments arrive safely, but some fall prey to the

hazards that lurk between factory and market. The goods show up

smashed, baked, soaking wet, or don't show up at all. Manufacturers

and insurance companies try to keep tabs on shipments and protect them from harm, but it is hard to

know precisely where a container is at any moment during its journey, let alone what is going on inside

that container.

No one knows exactly how much cargo is lost or stolen, but in the United States alone, nearly 10

percent of all cargo shipped is lost or delayed in transit due to misrouting. Losses due to theft and

vandalism account for an additional 6 to 8 percent. These problems are faced every day by transporters

of all varieties of cargo. A shipping order may indicate where the ship, truck, or train is supposed to be,

but how can it be certain that the container is where it should be? Was it shipped at the right time? Was

it sent to the right place? Using a Nanosat tracking system, these questions are much easier to answer,

by telling the user exactly where his cargo is, and what condition it is in.

By discreetly mounting a small GPS-equipped

transmitter tag, a vehicle can be tracked when stolen or reported

missing. Using an automatic activation scheme or satellite

polling, the tag can be initialized and begin transmitting its

position. It is then a simple matter to track down the missing

vehicle. This system can be used by rental companies to keep

track of large vehicle fleets, or by government agencies to

manage their mobile resources.

With a small electronic tag attached to each container of a shipping company's

fleet, the location and status of every container can be determined at nearly any time of

the day. A shipping manager can track the progress of an important shipment right on a

computer screen, showing not only where the shipment is, but what its condition is, and

whether it has been tampered with.

The problem of losing cargo becomes even more significant when one considers the number of

vehicles that contain hazardous cargo. The safety risk posed by the loss of a toxic or flammable chemical

container is much greater than the monetary loss. Tracking the location and status of hazardous

materials is essential for reducing the dangers that these cargoes present.

Using a GPS receiver integrated into a mobile transmitter tag, a Nanosat system can track cargo in

near-real time. If the hazardous cargo is lost, enters a

high-risk area, or has its schedule interrupted, the

operators know it immediately and may act to reduce the

risk of an environmental disaster. Additionally, with

increasing public and government concern for safer

transportation of hazardous cargo, a Nanosat system can

provide a solution for better risk management.



Transferring Remote En vironmental Data

This application focuses on the active monitoring of natural resources and man-made facilities

that affect the environment. In recent years, Federal, State, and local governments have strengthened

regulations requiring the monitoring of air and water quality and pollution levels. The location of many

facilities prohibits constant monitoring by traditional methods. The

use of remote transmitters and a Nanosat data relay system can

provide an effective and cost efficient means for monitoring these

facilities. For example, placing terminals along an oil or gas pipeline

to measure corrosion, pressure and flow rate, or at an unmanned

reservoir dam to measure water level, allows the status of the site to

be relayed to a control center several times each day, providing

advanced notice of impending problems.

The requirements are widespread for global environmental remote-sensing to support the

scientific community. Ground and sea surface-based environmental data can be of use in understanding

the nature of Earth's changing environment. The availability of distant sensing capability through the

use of remotely-located tags can enhance the effectiveness of research in this area, offering wide coverage

and timely data retrieval. Environmental applications suitable for a Nanosat system include monitoring

such variables as:

• air or ground temperature

• atmospheric pressure

• ocean conditions

• snow pack levels

• iceberg movement

• fiver or reservoir level

• air or water pollution conditions

• seismic or volcanic activity

• oil spill movement

Reading Gas And Electric Meters

Another application for a Nanosat system includes the gas and electric utility industry, with a

specific focus on the hard-to-access meter locations. As the world economies develop, the need for

accurate and timely data and information is becoming increasingly important. Industries require

communications systems which constrain cost while contributing to productivity gains.

There are approximately 120 million electric meter locations in the

United States. Of these 15-20% are considered remote and hard-to-access.

These meters represent the most costly metering sites for utility companies.

The meters provide no information regarding the quality of service being

provided to the customer, nor do they allow the utility company to detect

tampering or abnormal usage patterns associated with theft of energy. In

addition, the only way that traditional meters can be read or electrical service

connected or disconnected is through a personal visit by a meter reader or

customer service representative.



A Nanosatsystemcanprovide the meansto monitor and recorda largenumberof electrical
serviceparametersby providing the communicationsnetwork over which such informationcan be
retrievedandcommunicatedto any numberof customers.The estimatedsize of the addressableU.S.
meteringmarketisapproximately17million meters.

4. SYSTEM CONCEPT

The concept of operation for the

Nanosat system is that the user contracts to

receive cargo status and tracking information

services for his specific application. The user

is provided with a tag, which is installed at a

given site or on a mobile asset. Once

activated, the tags transmits information

(which may include GPS determined position,

local temperature, water or snow level, short messages, or any other applicable transducer output) during

specific periods each day. The information is received by one or more orbiting Nanosat, and re-

transmitted to one of the data collection sites for processing. The processed data is then made available

to the user through a variety of electronic channels.

The overall Nanosat system is comprised of four interrelated segments: (1) Space Segment

(Nanosat constellation), (2) User Segment (tags and user software), (3) Control Segment (command

stations and data collection sites), and (4) Launch Segment (Russian booster rocket).

5. SPACE SEGMENT

Nanosat Requirements

Due to its small physical size, a Nanosat has very little area for mounting solar panels.

Deployable arrays can increase the overall solar collection area, but comes at the expense of increased

complexity and risk. The use of GaAs solar cells with conversion efficiencies as high as 20% will

maximize the amount of power generated by the Nanosat with no loss in reliability. Because there will

be insufficient solar energy generated during sunlight to power the Nanosat transmitter, a large capacity

battery is needed. Only a limited amount of transmit power per day will be available and must be used

judicially to perform the required mission. A typical 800 km, circular, sun-synchronous orbit

experiences a 35% eclipse cycle on every 100 minute orbit.

The small size of the Nanosat body presents certain problems for the transmit and receive

antenna at lower frequencies. Operation in the UHF band or higher is desired to keep the size of the

antennas within reasonable dimensions. At least one of the Nanosat receivers should use a fixed crystal

frequency to insure that the satellite control center can gain access to it at all times. Power consumption

of the spacecraft bus must be keep to an absolute minimum, and the transmit power must be used

judiciously.



Nanosat Design Characteristics

The Nanosat is a very small "microsatellite" carefully designed and optimized for data relay with

low power consumption. Excluding antennas, the satellite is a mere 5 inch cube and weighs

approximately six pounds. It has an average power consumption of less than 1 watt, and uses high-

efficiency GaAs solar cells to recharge the battery subsystem. Despite its small size, the Nanosat

receiver is just as sensitive as satellites ten times its size. Each Nanosat has two receivers, power-agile

transmitter, and two megabytes of solid-state data storage. The radios used for communications are

tuned to the UHF band. A sketch of the Nanosat configuration is shown in Figure 2.
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Figure 2. Nanosat Configuration

Because weight is not a significant concern, the Nanosat uses an all aluminum structure to achieve

low manufacturing cost. Three F-size NiCd cells provide 6 amp-hours of battery capacity at 4.2 volts.

Six multi-layer printed circuit boards with surface-mount components on both sides contain all of the

essential Nanosat electronics. Board interconnection is accomplished using flexible Kapton ribbon

cables.

The six interchangeable solar panels each contain two serial strings of seven 4 cm x 2 cm GaAs

cells having an efficiency of 19%. Each panel produces 2.88 watts of power in sunlight. The six Nanosat

panels combined will generate 3.7 watt-hours of energy during its 100 minute orbit after charging and

regulation inefficiencies are considered. On a daily basis the Nanosat will collect approximately 54 watt-

hours of energy. Since the entire Nanosat bus draws less than one watt continuously, this leaves 30

watt-hours of energy to operate the transmitter in a push-to-talk mode. This is sufficient to operate the

Nanosat transmitter at 7 watts of RF power for at least two hours each day. Thus, a single Nanosat can

send more than 15,000 polls using one hour of transmit time each day. The polls can be distributed

throughout the world as needed to service mobile or fixed tags. In addition, each Nanosat can download

over two megabytes of stored data to any data collection site during the remaining one hour of daily

transmit time.



TheNanosatcommunicationsystemconsistsof two high-sensitivityreceivers,one agileandone
setat afixed frequency.Theagilereceiveralsofunctionsasa spectrumanalyzerto measurethe receive
signalstrengthacrossa 2 MHz band. A single,power-agiletransmitteroperatesfrom 1,200to 9,600
bps. Its DC to RF efficiencyis betterthan50%. Its output power is software adjustable from 0.5 watt

to a maximum of 7 watts. A 4-element, circularly-polarized, turnstile antenna serves for both the

received and transmit functions. Each element consists of a short length of piano wire. UHF frequencies

are used for both transmit and receive.

The modulation scheme is narrow-band FM, Gaussian-filtered Minimum Shift Keying (GMSK).

The two demodulators can be commanded from the ground to operate at 1,200 bps or at 9,600 bps for

uploading new flight software from the Network Operations Center in a single pass.

The Nanosat flight computer uses a V-53A 16-bit microprocessor which uses 3 volt logic. Two

megabytes of Error Detecting And Correcting static RAM are used for both program and data storage.

Additional memory can be included if required for a particular mission. The computer module also

contains remote reset circuitry, an analog-to-digital converter for collecting on-board telemetry, direct

memory access, and multiple serial communications controllers. The flight computer runs a real time

multi-tasking kernel with application programs for polling, telemetry, housekeeping, memory

management, subsystem power and functional control, and protocol implementation. A block diagram of

the Nanosat electronics is shown in Figure 3.

A completely passive system consisting of a permanent magnet and four soft metal damping rods

are used to stabilize the Nanosat. Using this approach, the Nanosat will align itself with the Earth's

magnetic field, tumbling two times each orbit. The omni-directional antenna allows commtmication link

closure for almost all orientations. A linear ground-based antenna accommodates both the right-hand and

left-hand circularly-polarized Nanosat signals. No station-keeping mechanism is provided, nor needed

for the intended applications.
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Figure 3. Block Diagram of Nanosat Electronics



6. USER SEGMENT

Tag Requirements

In order to be useful in commercial applications, the tag must be

available at very low cost. A high level of functional integration along

with large production quantities is necessary to drive the selling price

down to levels that are attractive to mariners, shippers, researchers and

environmentalists.

Besides its low cost, the tag must consume very little power so

that unattended operation for several months is possible using only an

internal battery. This requires extensive use of low power GaAs

components, an efficient power amplifier design, and an intelligent power switching of the tag's

subsystems. The smaller and lighter it is possible to manufacture the tag, the more varied applications it

will be possible to address. A small size will allow it to be placed inconspicuously on many objects to

be sensed or tracked. In some respects, the tag is as complex as the Nanosat itself.

Design Features

The tag under development by National Semiconductor is a self-contained device incorporating a

microprocessor, modem, transmitter, receiver, antenna, and internal battery. Its built-in software handles

all functions involved in collecting, processing, and transmitting the data it is programmed to relay. The

terminal receives and stores data for transmission to the orbiting Nanosats. Its compact design facilitates

easy mounting to a variety of objects, including cargo containers, buoys, pipelines, and boats. The case

is weatherproof and rugged, allowing it to survive in harsh environments.

Through its standard RS-232/422 interface, the terminal can be configured

to receive a signal from just about any source, and store that digital data. A

transducer measuring anything from barometric pressure to ultraviolet light-levels

may be incorporated into the terminal. The terminal may even be configured to

transmit short text messages from remote sites. The input options make the

terminal extremely flexible, because its fundamental design is independent of its

specific use.

Each terminal also has the ability to program its transmission cycle for a specific role. For

example, the terminal may be told to transmit data packets every time a Nanosat is in view (about 10

times per day for a two satellite constellation), just once a day, or once a month, depending on the time-

varying nature of its data. For terminals with both transmit and receive capabilities, data transmission

may be configured to take place only when the terminal is "polled" by the satellite. Limiting the tag's

transmission time permits efficient use of the tag's battery power. Computer-controlled circuits and

functions keep the power consumption of the unit low so that a small, integrated, lithium battery can be

used effectively for many of the intended applications.

At a projected selling price of less than $100, the low-cost tags being developed by National

Semiconductor can be considered disposable for some applications.



Low Cost Implementation

The high-performance, frequency-controlled, single-chip transceivers using BiCMOS technology

have extremely low power consumption. The complete RF components will be embedded into a single

multilayer ceramic module occupying an area of less than one square inch. Through the use of low

temperature cofired ceramic (LTTC) technology, National Semiconductor is able to create substrate

modules that integrate silicon, passive components and ceramic

technology. Hundreds of passive components, including filters,

are buried inside a multilayer ceramic substrate. This process

enables micro-miniaturization and low cost.

Using advanced lamination techniques and a single firing

at 900°C, layers of ceramic tapes imprinted with thick-film

materials are combined to form a monolithic structure. The

ceramic structure built using the LTCC process contains buried

conductors, vias, components such as capacitors, resistors, couplers and filters, and other RF devices to

produce a highly integrated module.

8. GROUND SEGMENT

The Nanosat ground segment consists of one or more Network Operations Centers and as many

data collection sites as may be required to download user data efficiently and give major users immediate

access to the data generated by their deployed tags.

Network Operations Center

The Network Operation Center is responsible for the

command and control of all of the Nanosats in the space

constellation. This includes making changes to on-board

software, monitoring the health status of each satellite via

telemetry analysis, and uploading new mission schedules as

may be required to satisfy user requirements. The primary

Nanosat Network Operations Center is located at

SpaceQuest's Headquarters in Fairfax, Virginia. A backup

Operations Center is located at National Semiconductor in

Santa Clara, California.

Data Collection Sites

A data collection sites consist of a state-of-the-art computer

running commercial and custom software packages integrated and

modified to meet unique mission requirements. These low-cost,

fully-automated data collection sites can be deployed at various

places around the world as may be needed by the user community.

Ground station equipment for communicating with the Nanosats

and downloading user data is located at each data collection site.

Moreover, depending on the requirements of a particular user, a

data collection site may be set up at the user's location, allowing

immediate retrieval of data from the Nanosats.



Operationof theadatacollectionsiteis automaticanddoesnot requirethe full-time presenceof
a system operator. It is ideally suitedfor applicationswhereclient personnelcannot be attendant.
Specifically,thedatacollectionsitewill downloadrelevanttagdataautomaticallyandallow the client to
retrievehis datawithouthavingto rely on anoperator. The datacollectionsitescanalsobecontrolled
remotelyfrom SpaceQuest'sNetworkOperationsCenter.

9. LAUNCH SEGMENT

The first two Nanosats will be launched into a low Earth orbit by a Russian Cosmos launch

vehicle. The Nanosats will be a secondary payload on the booster during a planned launch in July, 1996

from Plesetsk Cosmodrome, Kapustin Yar, Russia.

The Cosmos booster, whose primary purpose is to deploy medium-sized satellite payloads, has

completed more than 700 orbital missions with a cumulative operational reliability of 97.3%.

The current Nanosat development and launch schedule is shown in Table 1 below.

Nanosat Design & Prototypes June 95 to Jan 96

Flight Unit Construction Feb 96 to May 96

Integration and Testing May 96 to June 96

Launch July 96

System Checkout with Tags July 96 to Sept 96

System Operation Sept 96

Table l. Nanosat Development Schedule

10. SUMMARY

SpaceQuest Ltd. and National Semiconductor Corp. are using nanotechnology to develop a

space-based communications system that can perform several useful operational missions. The low cost

and short development time needed to product the Nanosats, combined with inexpensive, low-power

tags, will open up new applications which were not economically feasible with more expensive space

systems.

A prototype system consisting of two Nanosats and several hundred tags should achieve its

initial operational capability sometime in 1997. Vehicle tracking and monitoring will be the first

applications to be addressed by this new service.
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Abstract; Teledesic represents a new paradigm for distributed space systems' design,
production and operations. This paper will describe the T¢ledesic broadband services,
applications, global network design and unique features of the new Teledesic space infrastructure,
technologies and design approaches. The paper's introduction will discuss the wireless
information revolution and the current 'Little' and 'Big' communications LEO's. The current
technological and economic trends that drive us inevitably to higher frequency bands and much
larger constellations (>1000 satellites) will be briefly addressed. The Teledesic broadband
network, services and architectural features will be described. Then the capabilities of the
extremely high-performance and high-power Teledesic LEO satellites will be described (e.g.,
many kW's, 100's of MI'PS, 1000 raps, 100's of beams, etc.).

The Teledesic satellites are a new class of small satellites, which demonstrate the important
commercial benefits of using technologies developed for other purposes by U.S. National
Laboratories (e.g., Phillips, NRL, J'PL, LeRC, etc.). The Teledesic satellite architecffire,
subsystem design features and new technologies will be described. The new Teledesic satellite
manufacturing, integration and test approaches will also be addressed which use modem high
volume production techniques and result in surprisingly low space segment costs. The
constellation control and management features and attendant software architecture features will
be addressed. After briefly discussing the economic and technological impact on the USA
commercial space industries of the space communications revolution and such large commercial
constellation projects, the paper will conclude with observations on the trends towards future
systems architectures using networked groups of much smaller sateUites.
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Global informationInfrastructure(GII)

GII is a Vision of a Universally Accessible Web of Multiple Interconnected Networks
Permitting Access to Widely Distributed Private/Public Data Bases

Providing Ready Transmission of Information (Voice, FAX, Text, Images, Video, etc.)

- In Any Format - To Anyone - In Any Place - At Anytime

GII is an Entire GII System:

Human Users (and Developers)

User's information Appliances (Computing and Consumer Electronics)
Accessed Information, Data Bases and Computing Resources
Networks

The GII Network Will Be an Intricately Tangled Web of Multiple Overlaid Networks
Wired and Wireless

Terrestrial and Space

Physical and Virtual
Private, Commercial and Government

GII (and Large Evolving Commercial Market) Will Migrate to Efficient Web Elements:

Reliable, Ubiquitous, Seamless, Interconnected, Flexible, Cost effective

Successful Elements will be Interoperable:

- 'Open' Interfaces with Accepted Standards

- Wide Array of Competing Information Appliances and S/W Tools

Interoperabie and Interchangeable by Design

Standard User-Friendly (Easy) Interfaces for H/W and S/W.'
(e.g. Discovery/RecoveryApplications, Operating Systems, etc.)

- Many Interchangeable Competing Service Providers and Equipment Suppliers

A Current View of LEOs Role in the National Information Infrastructure (Nil)

Application Domains

Network Serv|cas to Maximally

Leverage Hunch Productivity

Source: Dr, Robert J. Bonom,ni (ARPA), Sepl. "93 J,R.Stuart 3/5/95 6



Low Earth Orbit (LEO) Wireless Communications Revolution

LEO Communications Services Will Be Available Globally and Economically:
Voice and Broadband Data, Fixed and Mobile Services, Personal Communications
FAX, E-mail, Messages, Monitoring, Alarms, Positioning, Tracking and Location

Personal Ground Terminal Business Is Enormously Larger Than LEO Space Segments

LEO Constellations Enable This Much Larger 'lnformalion Appliance' Business

Hot'test New Personal Electronic Products Since PC's and VCR's Will Be:
- Mobile Communicators, Wireless Modems, Pocket Videophones. etc.

Shift from Last 30 Years of Satellite Communications Evolution:

Bigger, More Powerful, Longer Lifed Satellites
Hierarchical Point-To-Point Communications Architectures

Biggest Advance In Satellite Communications In 30 Years:

Lightsats, Intersatellite Links, Distributed Networks, New Competitive Multiple-Choices
Interconnectivity, Interoperablity, Global Marketplace Determination of 'Best

Global LEO MSS Com. Services: 800M$ in 1992 to 10B$ in 2002 (1993, NASA/NSF)

Future Will Be Networks Of Hybrid Systems Connecting Everyone To Everyone

Overlaid Interconnecled and Interoperable Networks

- Terrestrial Wire, Cellular, Coaxial Cable, Fiber Optic Cable, etc.

- GSO Large Satellites, and the New LEO, MEO and GSO Lightsats

Large, Competitive, Open, Diverse Global Markets

Multiple Sen/Ice Approaches Will Become Available to All Customers
Continuous Evolution Of Most Effective Set of Communications Networks

- 'One Size Fits All' is Victim to More Convenient 2nd-to-Market Choices
- Bandwidth]Quality/Price/Convenience-On-Demand (Interoperable Choices)

J.R.Slu_n _J1_sq_

Wireless Satellite Services on the Horizon
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LEOSatelliteCommunications Systems Service Categories

Mobile (MSS)"Little" LEO's (UHF, VHF)

Noncontinuous Worldwide Coverage (Periodic to Near-Real Time AvailabliIy)
"Bent Pipe" and "Store-and-Forward"

Gateways, PSTN Connections
Modulations: FDMA/TDMA or CDMA

Non-RealTime and Near-Real Time Digital Mobile Services (2.4 kbps - 9.6 kbps)
Digital Messages, Alarms, Monitoring Data, Tracking, E-Mail, FAX, Paging, etc

Typical Delivery Delay Times
Within Footprint (-4000 km Diameter): <2-10 minutes

International (e,g., USA-Europe): 30 minutes - 8 hours

Typical Subscriber Costs
Terminals: $500-$100 (as low as $25 quoted for meier reading)

Data: 1.0¢ -0.001¢ per byte

Mobile (MSS)"Big" LEO's (L-Band)

Continuous Worldwide Coverage (~ Cellular Dial-tone Availability)
Either 'Bent Pipe' or via lntersatellite Links
Gateways, PSTN Connections
Modulations: TDMA or CDMA

Local Cellular Company Size (largest: -250,000 Subscribers at 0.1 Erlang)
Real Time Mobile Services (~ 4.8 kbps): Digital Voice, Narrowband Data (<Toll Qualityl

Typical Long Distance Delay Times: _Terrestrial Delays

Typical Subscriber Costs
Terminals: $1000 -$500 (and lower for RDSS only)

Voice/Data: $3.00 - $0.50 per minute

Typical Time and Cost to Send Daily NY Times (1 MB ): 3.47 hours, $60 to $600

J.R.Sluatl 6/21/95 -:

LEO Satellite Communications Systems Service Categories (Cont'd)

Fixed (FSS) and Mobile (MSS) 'Broadband' LEO's (Ka-Band)

Continuous Worldwide Coverage

Terrestrial Dial-tone Availability
Smatl, Earth-Fixed Cells

Regional Bell Operating Company Size

>20,000 simultanous T1 (1.5 Mbps) connections worldwide
lntersatellite Links

Gateways, PSTN Connections
Modulation: FDMA/TDMA

Real Time Interactive Services (16 kbps - 1.2 Gbps)
Bandwidth On Demand

Broadband Data, Video, Digital Voice, etc. (>Toll Quality, 10-10 BE R)
Typical Phone Company Services and Features

Typical Long Distance Delay Times: < Fiber

Typical Subscriber Costs

Interface Units: $10,000-$1,000 (falling sharply with volume ancI competition)
Data: Comparable to local PTT charges

Time and Cost to Send Daily NY Times (1 MB ): 5 sec., few cents (to -local Pl-r
charges)
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'Little LEO' Satellite Communications Systems on the Horizon

Mobile (MSS) "Little" LEO's (UHF, VHF)

FCC Construction License Granted

Orbital Communications Corp. (OrbOomm) 36 Satellites. 40 kg.

FCC Construction License Pendina (Experimental Licenses Granted)

Starsys Global Positioning, Inc. (Starnet) 24 Satellites, 125 kg,

Volunteers in Technical Assistance (VITA) 2 Satellites. 136 kg,

t=C(_ Construction License Pendina (2nd Round Applicants)

CTA Commercial Systems, Inc. (GEMnet) 38 Satellites, 45 kg,

E-Sat, inc. (E-Sat), USA 6 Satellites, 100 kg,

Final Analysis Comunication Services, Inc. (FAlsat) 26 Satellites, 100 kg,
(Rec'd experimental lic. for 1 satellite)

GE American Communications (Eyetel) 24 Satellites, 15 kg.

Leo One USA Corp. (LEO ONE USA) 48 Satellites, 124 kg,

Orbital Communications Corp. (OrbComm) 48 Satellites, 40 kg.
(Requesting 12 additional satellites)

Volunteers in Technical Assistance (VITA) 3 Satellites. 128 kg.
(Requesting 1 additional satellite)

International 'Little LEO's' (in development/planning), e.g:

Leo One Panamericana (Mexico), ECO-8 (Brazil) Gonetz, Courier, Elekon (Russia),
MiniSat(Spain), Safir (Germany), TAOS/SSOT (France), Artes (Belgium), Leostar
(ESA), KITCOM (Australia), etc.

4 year lifetime

5 year lifetime

5 year lifetime

5 year liletlme

t0 year litetime

7 year litetime

5 year lifettme

5 year lifetime

4 year life[_me

5 year liieum_

J.R.Stuafl 6J21_5

'Big LEO' Satellite Communications Systems on the Horizon

Mobile (MSS) "Big" LEO's (L-Band)

FCC Construction License Grante_

Gtobalstar Telecommunications Ltd. (Gobalstar), USA

48 Satellites (+ 8 spares), 426 kg, 7.5 year lifetime, 1.6 B$

Iridium Inc. (iridium), USA

66 Satellites (+ up to 12 spares), 700 kg, 5 year lifetime, 3.4 B$

Odyssey Worldwide Services, (Odyssey), USA

12 Satellites, 1952 kg, 12 year lifetime, 2.5 85

FCC License Decision Deferred (Financial qualiiications must be met by 1/96)

Constellation Communications, Inc. (ECCO), USA

46 Satellites (+ 8 spares), 500 kg. 6 year lifetime, 1.7 B$

Mobile Communications Holdings, Inc. (Ellipso), USA

16 Satellites, 500 kg, 5-7 year litetlme, 1.1 B$

American Mobile Satellite Corp., (AMSC), USA
12 Satellites, 3.1 BS

. International 'Bie LEO'_' (in development/planning), e.g:

.Inmarsat P, UK (10 Satellites, 2.6 B$, 1.4 B$ committed), Russia, France, China, etc.

J.R.Sluafl 6121_5 7



'Broadband LEO' Satellite Communications Systems on the Horizon

Fixed and Mobile (FSS/MSS) Broadband LEO's (Ka Band)

Teledesic Corporation (Teledesic), Kirkland, WA, USA

Partners: Craig O. McCaw, William H. Gates III, McCaw Cellular
Communications (AT&T)

Constellation:

Satellite Mass, Lifetime:

Primary Market:

Typical User:

Typ. Cost per Minute:

Initial Interface Unit Cost:

Total System Cost:

Communications:

FCC Status:

840 Satellites (21 polar orbits at 700 km altitude)
(+ 84 in-orbit spares)

800 kg, 10 year

Rural and remote parts of the world that would not be
economic to serve through traditional wireline
means

Educational institutions, government agencies, health-
care and industriaVcommerical organizations, and
people in remote areas

Comparable to local PTT charges
(includes PSN charges for local, long-distance, lnrl tails)

$10,000-$1,000 (falling sharply with volume/competition)
(Standard Terminals, 16 kbps to 2 Mbps)
('Gigalink' Terminals, 155 Mbps to 1.2 Gbps)

9 B$

Satellite switching (FDMAFFDMA)

FCC Filed 3/94 (FSS), Ammendment 12/94 (MSS)

J.R.Stuarl 6/2 lt95

Teledesic Corporation Background and Status

Teledesic Company Background
Founded in June, 1990
Concept Originally Developed (reduced to writing) in 1988
Headquaters: Kirkland, WA

Corporate Mission Statement:

i
I "Teledesic seeks toorganize a broad, cooperative effort to bring affordable access

i to advanced information services to rural and remote parts of the world thatwould not be economic to serve through traditional wireline means." -

Teledesic Shareholders

Craig O. McCaw (Founder- McCaw Cellular Communications) 32%

William H. Gates Ill (Founder - Microsoft) 32%
McCaw Cellular Communications (AT&T) 24%
Others 12%

Teledesic Status

Feasibility Study and Point Design (Phase A) Completed
> 5 Years by Extraordinary Team of Full-time Employees, Consultants, and Subcontractors

FCC Application Filed 3/94 (FSS) and Ammendment Filed 12/94 (MSS)

Currently in Pre-Phase B (Planning and Development)

- Regulatory Process Support
Program Planning and Organizational Development
System Requirements Update and Technologies Assessment
Key Supplier/Partner Candidates Identification and Selection

J.RSluan £..'2_-5 _c



Teledesic Network Overview

STANOAR0
TERM_AL

JR,$tuarl 6/'21/9.5 10

Teledesic Services and Applications

Provider (Wholesale) of Telecommunications Services to 'In-Country' Distributors

Interactive 'Network-Quality' Voice, Data, Video, Multimedia, etc.

Bandwidth-on-Demand

- 16 kbps to 2 Mbps (Standard Terminals)

- 155 Mbps to 1.2 Gbps ('Gigalink °Terminals)

Switched and Point-to-Point Connections

Connections Via Gateways to Terminals on O_er Networks

Teledesic Service Quality

Comparable to Modern Urban Network

'Fiber-Like' Delays

16 kbps Basic Channels (Support 'Network-Quality' Voice, Data, etc.)

1.5 Mbps Channels (Support 'Network-Quality' Data, 'VCR-Quality' Video, etc.)

1.2 Gbps Channels (Support 'Fibre-Quality' Broadband Applications)

Bit Error Rates <10 -10

High Link Availability (Comparable with Urban Terrestrial Networks)

J R Stuart 6"2'_G: ' '



Teledesic Capacity, Coverage and Spectrum Usage

Teledesic Network Capacity (_ote: Actual user capacity depends on average cnanne_ ra_e ano usagel

Standard Terminals (16 kbps to 2 Mbps)

>23 Mbps (standard terminal) capacity within Teledesic 53 km x 53 km Cell

>20,000 simultanous T1 (1.5 Mbps) connections worldwide

'Gigalink' Terminals (155 Mbps to 1.2 Gbps)

16 steerable 'Gigalink' spots within Teledesic 1400 km diam. Footprint

>8,000 simultanous 'Gigalink' connections worldwide

Teledesic Network Handles Wide Variation in Channel Rates and User Oensities

Teledesic Network Grows 'Gracefully' to Much Higher Capacity

Teledesic Spectrum Resource Bandwidth Requirements

Standard Terminal Uplink (Bandwidth): 500 MHz
Standard Terminal Downlink (Bandwidth): 500 MHz

Gigalink Terminal Uplink (Bandwidth): 800 MHz
Gigalink Terminal Downlink (Bandwidth): 800 MHz
Intersatellite Cross Links (Bandwidth): 2000 MHz

J R.Stuart 7/17/95 13

Teledesl¢ Footprint and Cell Features
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.F_(_ IN.QU._oof. Prqlposed Rulemaking (.NPRM), 13 July 1995

Proposed NGSO Allocation Can Accommodate Teledesic

500 Mhz: Primary for Broadband LEO Service (NGSO)
750 Mhz: Secondary for NGSO

Souro=: FCC (NPRM. 7/13/95)

J.R.Sluan 7/17/95 1.:

'Broadband GEO' Communications Systems on the Horizon

Broadband GEO Fixed (FSS) (Ka Band)

FCC License ADplic_r _

AT&T (Voicespan), USA

EchoStar (EchoStar), USA

GE Americom (xx), USA

Hughes (Spaceway/Galaxy), USA

KaStar (KaStar), USA

Lockheed (AstroLJnk), USA

Loral (CyberSlar), USA

Motorola (MiUenium}, USA

NetSat 28 (xx), USA

PanArnSat (PanAmSat),USA

12 Satellites

2 Satellites

9 Satellites

15 Satellites

1 Satellite

9 Satellites

3 Satellites

4 Satellites

1 Satellite

1 Satellite"



Teledesic Broadband LEO Network and System Features

LEO CONSTELLATION

ADAPTIVE ROUTINO

• :;'?,-.,.,,.,.

GEODESIC NETWORK FAST PACK_ SWITCHING
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OI__O00

i MULT1PLE ACCESS

; EARTH-FIXEO CELLS

I

Io • i •.... -F
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L...........................
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Teiedesic Satellite Configuration Features
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Teledesic Space Segment Key Features

Modern, High Performance, High Power, Mass-Producible Satellite System

Identical 3-Axis Stabilized Satellites for All Constellation Positions

High Performance, High Reliability, 10 year Lifetime Satellite System

- High Power

- High Computational Power

- High ttV Low.Thrust Propulsion

- Ughtweight

-Compact Launch Conliguration

(>6.6 kW EOL, >300AH, 15 kW surge capability)

(>300 MIPs, >2 Gbyles RAM)

(>1000 raps)

(795 kg )

(3.1-3.3 m diameter x 2 m height)

Design Features Tailored Specifically for Large Constellation

High Volume Production of Components

- Large Economies o( Scale

Automated Integration and Test of Satellite Systems

- On-Board Test SAN

- Autonomatic On-Orbit Health Monitoring and Constellation Control

Self-Stacked, Self-Deployed Group Launch by Variety of Launchers

- Multiple International Launchers and Launch Sites

- Assembly Facilities at Launch Sites

Automatic Orbit Transfer, Insertion and Gap-Filling

Active On-Orbit Spares with Routine Block Replenishments

Reliable End-of-Life Disposal/Deorbit Capability

J.R Sluan 6.,'21,"95 1.5

Teledesic Space Segment Key Technologies

Baseline Modem
Soace Technologies

CIS Thin Rim Solar Array (Copper Indium
Diseleinide, 6% EOL)

NH2 (CPV) Batteries (6x60 AH)

High Voltage Distribution System

Prooulsion

Pulse Plasma Electric Thrusters

(0.7 raN, 60 kN-s,1200 Isp)

Mechanisms

Shape Memory Solar Array Extension Booms

Paralfin (HOP) Latch/Deploy Mechanisms

Vibration Isolation (Passive)

Structures

Advanced Composite Structures

Technology

Crystal Si, Crystal GaAS
Multi-junction, Concentrators

NH2 (IPV) Batteries

NH2 Batteries

NiCad Batteries

28 VDC (DE'r)

Hall SPT Thrusters (80raN)

Arc-Jets

Bistem Booms

Cont. Longeron Booms

Motors, Spring/Dampers

Tuned Static Attachments

Standard Composites
Aluminum

Enhanced Technology
Alternatives

Thin Film CdTe (6% EOL)
Thin Film CIGS (8% EOL)

Poly-, Amorphous-Si

Sodium Sulphur Batteries
Lithium Ion Batteries

Thin Film Polymer Batteries
Flywheels (Lightweight. Long-life)

AC Distribution

Dellagration Thrusters
Zenon Thrusters

Inflatable Solar Array Booms

Shape Memor,/ Mechanisms

Embedded Active Piezo Electrics

Smart Structures

Integrated Cabling/Thermal

J.R.Sluatt 6/21/95 17



Teledesic Space Segment Key Technologies (cont'd)

Baseline Modern

Space Technologies

Attitude 0etermlnation and Control

Lightweight IFOG IMU's

Long-Ufe Reaction/Momentum Wheels

Data HandllnolElectronlcs

High Perf. Rad Hard Microprocessors (PC603)

Optical LAN Data Bus

SC-cut Crystal Oscillators

GaAs NO Converters

GaAs VLSI Digital Signal Processors

GaAs Fast Packet Switches

Multi-chip (MCM) Packaging

Software

Automated Prod., Ass'y, Test, On-orbit Ops S/W

Communications

PHEMT GaAs MMIC's: HPA's and LNA's

20/30 GHz Phased Array Antennas

60 GHz Inter,satellite Phased Arrays

Technology
Back-uos

RLG, QRS IMU's

Multiple Back-up Wheels

RS3000/6000, 68020

1773 I.AN Data Bus

AT-cut Crystal Oscillators

ECL A/D's

ECL DSP's

ECL FPS's

Advanced Hybrids

Partially Automated S/W

HBT MMICs

Gimballed ArrayslReflectors

Gimballed 60 GHz Reflectors

Enhanced Technology

Al_¢rnatives

DQI IMU's

Magnetic Suspension Wheels

PC604, Pentium, etc.

High Perf. Optical !_AN Bus

..

CMOS AJD's

CMOS DSP's

CHFET, Optical FPS's

UHDI, 3-D Packaging

Autonomous IA&T/COCC SAN

InP MMICs

Multi-Beam Lens

Optical Intersatellite Links

J R.Stuan 6/21_5 18

Teledesic Satellite Resource Budgets

SA'fT=LLEE SUBYSTEM

RESOURCE BUDGEB

Structure

Mechanisms

cau_g
C&DH/TT&C

Temperature Control

Attitude/Orbit Det. and Control

Propulsion

Power

Communications Payload

Contingency (20%)

Mass

Kg

87 kg

52 kg

22 kg

9 kg

37 kg

12 kg

60 kg

239 kg

144 kg

132 kg

Power

Average W

0W

0W

0W

8W

24 W

19W

0W

2288 W

3000 W

1068 W

SATELLITE SYSTEM: J 795 kg J J 6,407 W J J

Component Vobml Inside Salellite 8u$ (3): I

Bus RU Faclor: I

Volume Reliability

cm3 %

9,846 K cm3

1,139 K cm3

8 K cm3

11 K cm3

153 K cm3

51 K cm3

250 K cm3

85 K cm3

3,557 K cm3

3,020 K cm3

18.1 m3

0.553 m3 J

25% I

99.9986 %

95,3037 %

99,,9996 %

98.8493 %

99.9990 %

96.6997 %

99.9999 %

98.9488 %

80.0488 %

II 722=, ]
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Teledesic Satellite Propulsion z_V Budget

PROPULSION/_V BUDGET (10 yr)

Orbit Transfer and Insertion

Orbit Drag Maintenance

Sunsync. Orbit Maintenance

Gap-Filling Maintenance

Deorbit Retro Maneuver

Contingency (20%)

TOTAL AM REQUIREMENT:

Total _V Capability

TOTAL/tV MARGIN (68%):

Velocity
Increment

m/s

272 m/s

47 m/s

30 m/s

67 m/s

65 m/s

lOO m/s

601 m/s

1010 m/s

409 m/s
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Teledesic Constellation Deployment

Diverse Set of International Launchers (and Launch Sites) Baselined

Launch Site Throughput Capacity Assured
973 satellites Launched in 24 months
-1 Launch per Month from 4-6 International Launch Sites (-6 Pads)
Multiple Satellite Stacked Launches

Avoids Single-Point Interruptions (Launcher, Launch Site)
Launcher Production Problems
Launch Delays
Launch Failures

AssuresStable LauncherSupply(Capacity)

AssuresStable LauncherEconomics(Competition)

> 30 Viable InternationalCandidate LaunchersIdentified

ExpectedPhase B DesignResults:
Satellite Stowed Dimensions: 3.1-3.3 m diam x 2 m
Satellite Launch Mass: 800 kg
Stack Dispenser/Tug (1100 kg, 3.1-3.3 m diam x 2 m)

Initial Deployment and Replenishment

Initial Launch of 973 Satellites
840 Satellites Constellation On-Orbit

84 Satelltes On-Orbit Active Spare Satellites
49 Satellites Launch Failure Margin

RoutineReplenishmentof 195 Satellites

Autonomous Deployment, Orbit Raising and Positioning
Injection by Dispenser/Tug -600km, Near-Polar
Low Thrust Spiral to Final Orbit (700kin)
Drift to Adjacent Orbit Planes (12-16 weeks), as required

J.R.Stuarl 6/'21/95 26



Teledesic Debris Mitigation

• Teledesic Mangement is Committed to Debris Mitigation

Early Establishment as Top Level Design Requirement
Long Term Self Interest

• Teledesic Debris Mitigation Requirements

Risk of Teledesic generated debris on Teledesic constellation and other SpaceAssets must be small compared to risk from ambient debris environment.

Teledesic Debris Mitigation Actioins

Early Establishment Unique Government�Industry Debris Experts
for Debris Mitigation Analyses and Trades

Air Force Phillips Lab, The Aerospace Corp.
Lockheed-Martin, Orion Int'l, Teledesic

Completed Phase I of Two Phase Study

Phase 1 focus: establish environments and requirements
Phase 2 focus: tormulate design rules and validation methodology

Completed NASA/JSC Review of Phase 1 Study Results (29-30 Sept. 1994)

"Teledesic debris mitigation policy of limiting and managing the generation of debris
to less than background is achievable."

IAF paper (IAA-941AA.6.2.702 (12 Oct 1994)
Teledesic Debris Mitigation Phase 1 Study Report (Lockheed-Martin, Apt 1995)

J.R.Stusrl 6/21/95 28

Terminals

Teledesic Ground Segment Key Elements

Standard Terminals: 16 kbps to 2 Mbps

'Gigalink' Terminals: 155 Mbps to 1.2 Gbps

COCC, NOCC, SPAC Gateways 155 Mbps to 1.2 Gbps

Network Operations and Control Centers (NOCC)

Redundant Facilties, providing e.g.,
- Feature Processors
- Network Management
- Subscriber and Network Databases
- Global Administration and Billing Systems

Owned and Operated by Teledesic

Service Provider Administration Centers (SPAC)

Redundant Gateway Antennas

Regional Administration, Billing Systems and Regional Network Control

Owned and Operated by Service Provider

Constellation Operations and Control Centers (COCC)

Redundant Facilties for 4 Teams
- Health MonitodnglFailure DetectionTeam ('Front Room')
- Diagnostic/Failure Isolation Team ('Back Room')
- DisposaVDeorbit Team ('Back Room')
. Launch/Initialization/ReplacementTeam ('Back Room')

Owned and Operated by Teledesic

J.R.Stuan 6,'2_/95 27



Teledeslc COCC Display Example

J.RStuan 7/17/95 29

Large LEO Projects Will Stimulate the Commercial

Space Industry and Global Competitiveness

Global Information System Infrastructure
Wireless Bandwidth on Demand (16 kbps to 1.2 Gbps)

Space Communications Technology

20/30 GHz Phased Arrays, GaAs Receivers/Transmitters

60 GHz or Optical Gigabit lntersatellite Links (>1 Gbps)

Gigabit Modems and Multi-Gigabit Packet Routing

Low Cost, High Capacity User Terminals (rates up to 1.2 Gbps)

Volume Satellite Component Production, e.g.'

10 Million Watts of Solar Cells

300,000 Amp-hours of Batteries

24,000 Gigabits Modems

8,000 Electric Thrusters

8,000 Gigabits Crosslinks

3,000 Space Computers (with Peripherals)

Automatic Satellite Production, Assembly, Test and Constellation Operations

State-of-the-Art Software Engineering Techniques

Production, Assembly, Test and Operations S/W

- Standard Operating System with Applications (3rd Party)

Robust Launch Campaign

1 Million Kilograms to Low-Earth Orbit
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Wireless Revolution in New Service Providers
and New Equipment Suppliers

J.R.Sluan 6,'21/95 29

Emerging Applications for Smaller (Light-, Micro- and Nano-) Satellites

Current revolution in size and capabilities of space components and systems

Driving from Lightsats (100's-10 kg) to Microsats (10-1kg) to Nanosats (<1 kg)

Shrinking satellites' attributes (small, light, focussed, high performance, quick development,
producibility, distributed control, high-tech front-end investments, etc.) causing
fundamentaJ changes in choices:

New space systems capabilities, affordability and availability

New Industry structure and business approach
New technologies expand marketplace, applications, opportunities

New space applications within reach of unprecedented number of people, e.g_

Scientists, battlefield commanders, farmers, businessmen, researchers, etc.

Difficult to predict market by extrapolating from 'mainframe' satellite experience

e.g., Apple couldn't foresee spreadsheets willie developing Apple II

New unforeseeable powerful applications undoubtedly coming

5 early markets for increasingly smaller satellites apparent now:

Space science research

Environmental monitoring

Tactical military applications

Technology testbeds

Commercial space dominated by sat comm goods/services

Evolutionary sat comm improvements over past 30 years

1000 times more cost effective
100 times higher power
50 times higher fre.9uency use efficiency
10 times longer I=fet=mes

J.R.Stuart 10/29J95 35



USA Satellite Communications Technology 'Firsts'

Ftmt =satellite with broadcast transmission capability Item space
(SCOR£-3 - 1968

First taletype relay by =_liite (Courilr IB) -- 1958

FLIt passive cornmtmtc_lons saLeWte (ECHO) -. i 960

First acdYe conuuunJcatiorm =_Uite (TeLscaz) -. 1962

FU'sl commtudcatioru= satellite to transndt _ worldwide CRelay) -- 1962

R_t geo=y'nchronou.l commuzdcation.s =atel/Jte (Syucom [0 -- [963

Rrst operadona] mJU/tery commu,,'dcadons satellite 0.DSCS) -- 1965

Fi_t opemdona/commercial communications satellite ([NTELSAT 1,
"Early Bird') - 196S

First communications satellite capable of multiple access

¢rar=mL,=sions (I]qTELSAT _ - 1967

FL,'sf;satellite to provide UHF mobile communications (TACSAT) ..
1968

Firlt safe,re with a despun antenna (INTELSAT lII) -- 1968

Fu_t satellite wi_ high-power spot-beam amenna.s (INTELSAT/V_ --
1971

Flrllt commurdca_oms lat, elllte to achieve [requency reuse
(INTELSAT IqA) - 197,_

Fh'lt communications satellite Io provide commerciaJ mobile satellite

services _T) - 19"/6

First complex hybrid communications satellite capable of operaunu in

multiple h'ocp.mncy ba..tdl with multiple [requency reuse
_¢rELSATV)- lee0

Sowce: FrRI NASA/NSF Panel P,_oort on InFI Sa_e_e Communications, 7,93

J.R.Sluarl 7/27,'94 3

A Conservative Projection of the Annual
Communications Service Business for the Next Decade

SA_ _'ICE 1992 2002

Fixed Satellite Services

$4.5 billion $8.5 billiono m'T_SAT
o Regional and Other

InternationalSat Systems

o U.S./Canada Nat'lSystems

o Other NationalSystems

Fixed Satellite Service (Total)

1.8 billion
2.3 billion

1.4 billion

$10.0 billion
i

$0.8 billion

3.6 billion
4.5 billion

3.4 billion

$20.0 bilUon

Mobile/Low Orbit Services $10.0 billion

Broadcast Satellite Services $0.5 billion $8.0 billion

Military Satellite Services ....

Other (e.g., Data Relay, etc) $0.1 billion $0.3 bil]ion

Total Services $38.3 billion$11.4 b_ion

• T=ht"" does no_ _ ecDdpme_ e_l,= (0.0', utelllkm, launch wlde..km, g*oand stations,
etc.), which wine =d>o_ M ld]llon I= 19_2, and axe p.-ed_t_l Io do_bkD in the next decaae.

•" No accu, JraCeor'me4ud=gfuJ _g_z_ for ml_.sr7 servlcu 4ue readily available.

Soum=: Pelton, Edebon. Helm (ITRI NASA/NSF Panel Report on Inrl Salellite Communications) 7/93

J.R.S|uan 7/27/94 8



Space Communications Today

Space Communications is a Big Business

First and Still the Only Big Commercial Pay-off in Space

160 Countries and Territories Involved with GSO Systems
>100 Satellites in GSO

> 20 Operational International, Regional and National Systems

10 Countries have Significant Satellite Communications Industry Capabilities
> 10 B$/year in Revenues from Space Communications

> 5 B$/year Equipment Market (Satellites, ELV's, Terminals, etc.)

US has Dominated the Space Communications Business for Past 25 Years

R&D from NASA and DOD Played Key Role in USA Satellite Communications
Industry Development

USA Lead the World in Satellite Communications Technology Development

Satellite Communications Business is Changing Fast and about to Explode

Global Market will Expand Rapidly into Personal Communications

Large Economic and World Power Stakes are Involved for Dominant Nation(s)

USA Leadership (Technological and Economic) is Being Challenged
Over Past 2 Decades Many Other Nations have Invested Heavily Sat Corn R&D

Dominant Role Played by USA in Past 25 years is Clearly Now Over

Engaged in Global Competition for Dominance (Technological and Economic)

J.R.Stuart 7127/94 2

Trends to Mlcro/Nano-Satellite Networks

Commercial space dominated by sat Communications goods/services

Evolutionary GSO sat comm improvements over past 30 years

1000 times more cost effective

100 times higher power
50 times higher Trequency use efficiency
10 times longer lifetimes

LEO's and HALE's will be next revolution in communicaitons

Shrinking size and distance to user

Nano-satellites in clusters and constellations will be following wave
Distributed, networked/interlinked, virtual missions

Driven by comms (and remote sensing) applications

Bandwidth, Availability, Interoperability and Mobility will drive future comms

Small user terminals require high power or large apertures on satellite
Low power, distributed, large aperture, interlinked network of nano-sats

General Features of Ideal Mlcro/Nano-Satellite Networks

Low-Cost, Disposable, Low Power Highly Efficient Nodes
Large, Distributed Aperture, Small Steerable Beams

Capable Inter-satellite links with precision position determination

Reliable Distributed Control and High Autonomy

Shared Mu.ti-Network Operating Systems and Interoperable Control
etc., etc...

A Vision of Mlcro/Nano-Satellite Designs for Comm Networks

J.R.Stuart 10/29/95 36
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Abstract

A miniature gas chromatography (GC) system has been designed and fabricated using silicon microma-
chining and integrated circuit (IC) processing techniques. The silicon micromachined gas chromatog-

raphy system (SMGCS) is composed of a miniature sample injector that incorporates a 10 gl sample

loop; a 0.9-m long, rectangular-shaped (300 I-tm width and 10 gm height) capillary column coated with

a 0.2-1am thick copper phthalocyanine (CuPc) stationary-phase; and a dual-detector scheme based upon

a CuPc-coated chemiresistor and a commercially available, 125-gin diameter thermal conductivity

detector (TCD) bead. Silicon micromachining was employed to fabricate the interface between the
sample injector and the GC column, the column itself, and the dual-detector cavity. A novel IC thin-
film processing technique was developed to sublime the CuPc stationary-phase coating on the column
walls that were micromachined in the host silicon wafer substrate and Pyrex® cover plate, which were
then electrostatically bonded together. The SMGCS can separate binary gas mixtures composed of
parts-per-million (ppm) concentrations of ammonia (NH3) and nitrogen dioxide (NO2) when isother-

mally operated (55-80°C). With a helium carrier gas and nitrogen diluent, a 10 lal sample volume con-

taining ammonia and nitrogen dioxide injected at 40 psi (2.8 xl05 Pa) can be separated in less than 30
minutes.

Introduction

Gas chromatography (GC) is a popular analytical chemistry tool commonly employed in the laboratory
setting to analyze gas mixtures. With a GC system, the components of a gas mixture can be separated,
identified, and their concentrations quantified. In their most common configuration, GC systems tend
to be large, fragile, expensive, and bulky pieces of instrumentation. In consonance with the Environ-
mental Protection Agency (EPA) and National Institute of Occupational Safety and Health (NIOSH)
federal mandates for accomplishing on-site chemical analyses, several investigators have recently fo-

cused their attention toward realizing portable and robust GC systemsl-lO. Consistent with this motiva-
tion, this research realized a functional GC system by applying conventional integrated circuit (IC) pro-
cessing techniques in conjunction with the concept of micromachining the column and integrating the
key components on a single-crystal silicon wafer. The evolution of this technology will ultimately
afford the opportunity to realize a complete miniaturized GC system that is inherently smaller, less
massive, and highly portable compared to the presently available hardware (envisaged to be similar in
size to a pocket calculator).

As depicted in Figure 1, the silicon micromachined gas chromatography system (SMGCS), consistent
with conventional gas chromatography systems, consists of five fundamental components: (1) carrier
gas supply, (2) sample injection system, (3) separation column, (4) detector, and (5) data processing
element. In this research, the separation column and detector were microfabricated. To separate the
components of a gas sample, a precise and reproducible volume needs to be extracted from the environ-
ment of interest with the sample injection valve, where it is then injected into the capillary column via an
inert carrier gas. The stationary-phase thin-film which coats the surfaces of the capillary column
adsorbs and desorbs each component of the sample gas depending upon its unique activation energy.
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Figure 1. Functional block diagram of the micromachined gas chromatography (GC) system.

The differential propagation rate (velocity) of each gas component through the capillary column
depends upon several factors, including the sample injection pressure, carrier gas velocity, the tempera-
ture, and the affinity of the individual gas components relative to the column's thin-film stationary-
phase. As a consequence of this phenomenon, the gas components comprising the injected sample
pulse mixture emerge at the capillary column's output as a time-resolved series of peaks that are sepa-
rated from each other in the inert carrier gas. To detect the peaks associated with each separated gas
component, the capillary column's gas effluent is analyzed by one or more detectors, whose functions
are to measure a particular property of the gas components (for example, thermal conductivity, electrical
conductivity, etc.). The magnitude of a detector's response to a particular gas component can corre-
spondingly be related to its concentration in the injected sample.

SMGCS Design and Fabrication

In this research, a commercially available, electronically-actuated sample injector (Valco Instruments

Company, Inc., product E6N6W, Houston, TX) incorporating a sample loop with a 10 t.tl volume was

utilized to satisfy the critical requirement for injecting a reproducible pulse of the sample gas into the
GC column. The volume of the sample loop was established experimentally by analyzing the condi-
tions under which the capillary column would become saturated if it were to be filled with the highest
conceivable concentration of any of the analyte gas components.

As shown in Figure 1, the miniaturized portion of the SMGCS is composed of a micromachined, inter-
locking, spiral-shaped capillary column integrated with a dual-detector arrangement, which consists of
a separately batch fabricated copper phthalocyanine (CuPc) coated integrated circuit (IC) chemiresistor

and a commercially available, 125-_tm diameter thermal conductivity detector (TCD) bead
(Thermometrics, Inc., model B05, Edison, NJ). The lower portion of the micromachined GC column
is fabricated in a 3-inch diameter (100)-oriented silicon wafer (Polycore Electronics, n-type, Newberry
Park, CA), and the matching upper portion of the column is etched in a 4-inch square Pyrex® cover

plate (Schott America, Pyrex® 7740, Yonkers, NY). Before these two components are electrostatically

bonded together, the GC column wails are coated with an c_-phase CuPc thin-film I 1, and then the TCD

is mounted in the micromachined detector cavity. The independently batch fabricated IC chemiresistor
(MOSIS - Metal-Oxide-Semiconductor Implementation System, Marina del Rey, CA) is coupled with
the SMGCS along with the interface structure for the sample injector. The electrical response of the
SMGCS results from the fundamental gas chromatography process which occurs in the separating col-
umn, and the corresponding performance of the non-specific TCD and the highly-specific CuPc-coated
chemiresistor.



To quantifytheefficiencyof acandidateGCcolumndesign,a separation factor (SF) performance

parameter can be calculated based upon the following equationt2:

L (k)2SF= h(D, zo, vo, k) g _ (1)

where L is the column's length, k is the column's partition ratio, g is a pressure correction factor, and h

is the theoretical plate height. The theoretical plate height, h, is further defined byB:

h =2D÷ 4(1+9k +51k 2/2) VoZ_
Vo 105(l+k) z D

2k 3 VoZZo
(2)

3(1 + k) 2 F2c2DI

where D is the diffusivity of the sample gas in the mobile phase, vo is the effluent output velocity, Zo is
the column height, F is the ratio of the effective surface area of the stationary-phase relative to the actual
area, c is the partition coefficient, and D 1 is the diffusivity of the stationary-phase. The numerical val-
ues and relationships utilized in the design of the SMGCS are summarized in Tables 1 and 2.

Table 1. Fundamental Micromachined Gas Chromatograph Design Relationships.
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Table 2. Physical, Operational, and Experimental Parameters for the Silicon Micromachined Gas
Chromatograph Design.

Physical Parameters

Parameter S y mb o I Value

Boltzmann's Constant kb 1.38 x 10 -23 joules/Kelvin

Helium Viscosity _t 200 poise

Diffusion Coefficient D 10-6 mZ/sec

Mean Free Path _, 5 x 10-9 m

Average Molecular Velocity Vav 400 m/sec

Operational Parameters

Parameter Sy mb o l Value

Input Pressure

Output Pressure

Column Length

Column Width

Column Height

Temperature

Column Permeability

Pressure Correction Factor

Pi

eo

L

Y

2zo

T

g

40 psi (2.8x 105 Pa)

1 atmosphere (1 x 105 Pa)

0.9 m

300 gm

10 gm

80 °C

2.6 x 107 poise/m 2

1.08

Experimental Parameters

Parameter

Heat of Adsorption

Partition Ratio Constant

Adsorption Lifetime

CuPc Diffusion Coefficient

Partition Coefficient

Effective Surface Area
Ratio

Symbol

k o

Ol

F

Value

0.38 eV

4x 10-4

93 sec

6 x 10-19 m2/sec

2400

14

300 ACrystallite Radius ra.

Crystallite Height hcr 2000 ,_

The critical component in the SMGCS is the micromachined capillary gas separation column, which is

0.9-m long and has a rectangular-shaped cross-section (300 gm width and 10/am height). The aspect
ratio of the capillary column's cross-section was designed using the analytical model developed by

Golay 13 in conjunction with the limitations imposed by the IC photolithography and wet chemical
etching processes. As depicted in Figure 2, the silicon wafer portion of the column was fabricated
using conventional IC negative photoresist (Olin Hunt Specialty Products, Inc., Waycoat HR100
negative photoresist, West Patterson, N J), an SiO2 etch mask, and wet chemical isotropic etching



(a)

(b)

Figure2. Scanningelectronmicroscopy(SEM)micrographof theisotropicallyetchedportionof the
GCcapillary columnmicromachinedin the silicon wafer (300 _tm width and 9 _tm depth). (a) ex-

panded view. (b) detailed view.



(HF:HNO3:CH3COOH,2:15:5).Theheightof thecolumnpatternedin thesiliconwaferwas9 gm.
Thebalanceof thecolumn'sheight(1p.m)wascorrespondinglyetchedin thePyrex®coverplatewith
abufferedhydrofluoricacidsolution(HF:NH4F,1:4). Beforedepositingthecolumn'sCuPcstation-
aryphaseandelectrostaticallybondingthetwocomponentstogether,thesiliconwaferwasanisotropi-
callyetched(20%wt KOHat50°C)to realizetheinjectionportinterfacestructure(Figure3) andthe
dual-detectorcavity(Figure4), whichwasdesignedto maximizeits performanceby minimizingits
deadvolume(20nldeadvolumeaftertheTCDwaspositioned).

TheSMGCScolumn'sCuPc(FlukeChemicalCorporation,Ronkonkoma,NY) stationary-phase(0.2
pmthickness)wassublimed(3 ]Vsec deposition rate) under vacuum [He cryo-pumped, 10-6 Torr ( 1.3

x 10-4 Pa)] onto the surfaces of the etched silicon wafer and Pyrex® cover plate (Denton Vacuum, Inc.,
model DV-602, Cherry Hill, NJ). As shown in Figure 5, a commerciaUy available polishing medium

(PSI Testing Systems, Inc., 0.3 lain AI203 particle size, product number 16.3-6, Houston, TX), lubri-
cated only with deionized water (to minimize contaminating the CuPc thin film) and secured on a
marble plate, was used to selectively remove the CuPc thin film from the surfaces of the silicon wafer

and Pyrex® cover plate, while leaving behind the desired stationary-phase on the column walls. The

morphology of the resulting a-phase CuPc column coating was verified with scanning electron
microscopy (SEM), transmission electron microscopy (TEM), and transmission electron diffraction
(TED). Infrared (IR) spectroscopy was independently utilized to verify the chemical structure of the
deposited CuPc coating (after deposition and after it was mechanically polished) and to investigate the
selective adsorption of the ammonia (NH3) and nitrogen dioxide (NO2) analytes.

After the TCD was mounted in the dual-detector cavity, the silicon wafer and Pyrex® cover plate were

electrostatically bonded 14 together (1800 V, 150 °C, 24-hour duration). The CuPc-coated chemiresistor
was then aligned with its port on the dual-detector cavity. To complete the SMGCS fabrication, the
sample injector (Figure 3) was connected to the column's input port with a short length (20 cm) of

micro-capillary tubing (794 gm o.d., 254 p.m i.d.; Valco Instruments Company, Inc., product
T2 ON 10D).

Gas Inlet Tube

Gas Flow

c- ; I
0 ', Gas ,
¢J Feedthrou<_

bO ....... GC C_umn ' .......

I

300 _tm
Ancdicalty Bonded

Glass Plate

Epoxy

Silicon Wafer

Figure 3. Side view of the anisotropically etched injection port interface structure design.
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(a)

(b)

Figure5. SEMmicrographof theCuPc-coatedportionof theGCcolumnmicromachinedin thesilicon
wafer. (a)ColumnbeforetheCuPccoatingwasremovedfromtheflat surfaceregions(intra-column)
of thesiliconwafer. (b)ColumnaftertheCuPccoatingwasremovedfromtheflatsurfacesrequiredto
accomplishtheelectrostaticbondingprocesswith thePyrex®coverplate.(Similarresultsareachieved
with theportionof thecapillarycolumnetchedintothePyrex®coverplate).



SMGCSPerformanceEvaluation

To evaluatetheefficiencyandseparatingpowerof the SMGCS, helium was used as a carrier gas, and
binary mixtures of parts-per-million (ppm) concentrations of ammonia (NH 3) and nitrogen dioxide
(NO2) were realized using commercially available permeation tubes (GC Industries, Inc., models 23-

7014 and 23-7052, Fremont, CA) and nitrogen (N2) as the diluent. The 10 I.tl gas sample volumes

were injected into the column with a pressure of 40 psi (2.8 x l 05 Pa) to maximize its theoretical separa-

tion factor 13. To maintain the integrity of the electrostatic bond between the silicon wafer and the

Pyrex® cover plate, isothermal operation of the SMGCS was limited to temperatures spanning 55 °C to
80 °C. In operation, the TCD was used to capture the diluent nitrogen gas peak, and since the gas spe-
cific, CuPc-coated chemiresistor behaves as an integrating detector, its response was differentiated to
establish the peaks associated with NH 3 and NO 2. Since NH 3 is an electron-donor gas, and NO 2 is an
electron-acceptor species, their converse electrical interactions with the chemiresistor's p-type CuPc
semiconductor coating motivated generating chromatograms that depict the absolute value of the detec-
tor's differentiated response (to facilitate their interpretation consistent with the format of conventional
GC data).

Under isothermal operating conditions, Figures 6 and 7 illustrate the performance of the SMGCS to
separate and detect NH 3 and NO 2 when their concentrations are systematically varied. Isothermal oper-
ation at 80 °C requires less than 30 minutes to process a gas sample. Using the numerical data summa-
rized in Tables 1 and 2, along with equations (1) and (2), the theoretically calculated separation factor
(SF), as shown in Table 3, agrees reasonably well with the values extracted from the measured
chromatograms.

Table 3. Comparison of the SMGCS Theoretical and Experimental Values of the Separation Factor (SF).

Operating Temperature (°C) Theoretical SF Experimental SF

55 4.4 3.8

66 3.3 3.4

76 2.8 2.7

80 2.1 1.9

Conclusion

The results of this investigation demonstrate the viability of using single-crystal silicon micromachining
for implementing a GC system and using a CuPc thin-film stationary-phase which is capable of separat-
ing and detecting NH 3 and NO 2. The significant accomplishments ascertained from this research can
be summarized in two areas: micromachining and chemical sensing.

In the micromachining area, a novel TCD cell design was implemented. The critical features of this

design, compared to those previously reported 1-3, include: reduced dead volume (less than 20 nl), ease
of thermistor insertion, and the ability to pass the column effluent to another detector (e.g., the
chemiresistor). Also, a new technique was developed,oenabling, for the first time, the deposition of a
nearly-homogeneous thin-film stationary-phase (2000 A thick) within the micromachined GC column.
Finally, the ability to perform a low temperature (less than 300°C) anodic bond (1800 V for 24 hours)
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Figure 6. Chromatograms obtained with the micromachined GC system operated at 80 °C for two dif-
ferent NH 3 concentrations for a fixed NO 2 concentration (540 ppm). (a) 480 ppm NH 3. (b) 1620 ppm
NH 3.
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Figure 7. Chromatograms obtained with the micromachined GC system operated at 80 °C for two dif-
ferent NO 2 concentrations for a fixed NH 3 concentration (6300 ppm). (a) 75 ppm NO 2. (b) 560 ppm
NO 2.



wasdemonstrated,whichis inherentlyimportantbecauseit iscompatiblewith thethermally-sensitive
thinfilmsandotherbulkmaterials.

Theprimaryaccomplishmentwastheseparationanddetectionof NH3andNO2. TheSMGCSwas
capableof separatingNH3andNO2at parts-per-millionconcentrationlevelsin lessthan30minutes
whenoperatedat80°C. Furthermore,thisresearchservedasaproof-of-conceptfor usingaSMGCS
to investigatetheadsorptivepropertiesof otherthinfilms.

With respectto futureresearch,improvementsarebeingimplementedconcerningthecolumndesign
anddetectorconfiguration.ThemicromachinedGCcolumn'slengthcan readilybe increasedby
decreasingtheinter-columnspacingwithoutsignificantlysacrificingyield,resultingin a proportional
increasein theseparationfactor(SF). Also, incorporatingthechemiresistorIC directly within the
detectorcell,similartothecavityspecificallymicromachinedfor theTCD,shouldimprovethesensitiv-
ity of thechemiresistor(asmallerdeadvolumeimpliesahigherlocalizedanalyteconcentration).An
integralheater(withcontroller)andmicromachinedsampleinjectionvalvecouldalsobe incorporated
intotheSMGCSdesignusingstandardIC fabricationtechniques,furtherreducingtherequirementfor
externalequipment.Finally,investigationsconcerningtheadsorptivepropertiesof otherthin films(in
particular,othermetal-dopedphthalocyanines),usingtheSMGCSasatool,shouldbeof significant
valuetothosedevelopingchemicalsensorsbaseduponthesematerials.
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Abstract

An ultrafast 32-bit pipelined correlator has been implemented using resonant tunneling

diodes (RTDs) and hetero-junction bipolar transistors (HBTs). The negative differential resistance

(NDR) characteristics of RTDs is the basis of logic gates with the self-latching property that elim-

inate pipeline area and delay overheads which limit throughput in conventional technologies. The

circuit topology also allows threshold logic functions such as minority/majority to be imple-

mented in a compact manner resulting in reduction of the overall complexity and delay of arbi-

trary logic circuits. The parallel correlator is an essential component in CDMA transceivers used

for the continuous calculation of correlation between an incoming data stream and a PN sequence.

Simulation results show that a nano-pipelined correlator can provide an effective throughput of

one 32-bit correlation every 100 ps, using minimal hardware, with a power dissipation of 1.5

watts. RTD+HBT based logic gates have been fabricated and the RTD+HBT based correlator is

compared with state of the art CMOS implementations.

1. Introduction

Space based communication systems experience high signal-noise (S/N) ratio in the trans-

mission channel and have inherently low power budgets for communication. An added constraint

is the requirement of high reliability and security for space to earth transmissions due to their vital

nature in supporting military and civilian systems. Spread spectrum communication increases

transmission bandwidth by distributing the data signal energy over a large frequency band by use

of a pseudo-noise (PN) spreading sequence. The uniqueness of the PN sequence results in receiv-

ers being able to detect the transmitted signal even in the high noise environments due to low

cross correlation with extraneous transmissions. Thus, the required transmitter power is reduced

in spread spectrum systems. Spread spectrum signals have low probability of detection by unin-

tended receivers and hence provide good security. Similarly, the redundancy in the spread spec-

trum signal allows for reliable communication. Hence, spread spectrum modulation satisfies the

constraints imposed by space based communication systems.

The parallel correlator forms an essential component in a digital communication system.

Typically, in spread spectrum systems, a parallel correlator computes the correlation of the incom-

ing data stream with a pre-determined pseudo-noise (PN) sequence of a fixed length. This correla-

tion value is used to estimate the output data. For a binary input data stream, the result of such an

operation essentially determines whether the output should be 0, 1 or indeterminate. An indeter-

minate output is primarily caused due to the receiver PN sequence not being the same as the trans-

mitter sequence. Thus, communication between different transceivers can be regulated on the

This work was supported by the U.S. Army Research Office under URI program contract DAAL03-92-G-

0109 and by ARPA under contract DAAH04-93-G-0242



basis of PN sequence uniqueness. This provides the capability of rejecting interference from mul-

tiple transmission paths and jamming [ 1].

The correlator as described in this paper is particularly suited for direct sequence spread

spectrum systems that use binary phase shift keying as the digital modulation. Figure 1 shows the

essential function of the spread spectrum demodulator along with waveforms for desired signal

reception and jamming signal rejection. The serial input data stream is shifted with each clock

cycle and correlation is performed between the fixed PN sequence and as many stored bits of the

input data stream as the length of the PN sequence. The ability of the system to respond only to

the spreading code while rejecting others makes it useful in systems that experience jamming and

multipath interference. The same feature is the basis of code division multiple access (CDMA)

systems that allow multiple users to carry out independent messaging in a single spectrum band.

The correlation value between the incoming data stream and the PN sequence has to be generated

at each clock cycle. If a purely combinational circuit along with a shift register were chosen to

implement the correlator, for long PN sequences, it would result in extremely slow operation due

to many levels of logic required for computation of correlation. However, in a bit serial communi-

cations application as described in this paper, there is no data dependence and hence deep pipelin-

ing schemes can be effectively used to improve the throughput of the correlator.

2. Theoretical development

From a hardware viewpoint, correlation between the two binary streams can be repre-
sented as follows.

_('c) = E(f(t) @ g(t- x)) (1)
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Figure 1. Spread spectrum demodulator



Here,fit) and g(t) are binary data. streams which specifically represent the PN sequence

and the input data stream for discussion of the parallel correlator. The XOR operator correlates

two binary inputs i.e. it produces a logic 1 output only if the two signals are unlike. The summa-

tion of the XOR outputs over the length of the signals gives a measure of the likeness between the

two signals. The difference between the number of ls and the number of 0s in the correlation vec-

tor will result in a number that ranges from the negative of the PN sequence length, through 0, up

to the positive of the PN sequence length reflecting a 0, indeterminate and i output respectively.

Thresholds can be set for 0 and 1 detection to account for noise in the channel. The above number,

henceforth referred to as the correlation value, can also be written as follows.

Correlation Value = 2.(Y', of ls) - (PN sequence length) (2)

3. RTD-HBT logic family

The current-voltage characteristics of an RTD can be approximated by the piecewise lin-

ear form shown in Figure 2.

s!able, V 1 unstable stable, V2 _ j#'

Ip

_v
Region 1 _Vp Region 2 iVy Region 3

Figure 2. Piecewise approximation of RTD characteristics

As the voltage applied across the device terminals is increased from zero, the current

increases until the Vt,, the peak voltage of the RTD. The corresponding current is call the peak cur-

rent, If, of the RTD. As the voltage across the RTD is increased beyond Vp, the current through the

device drops abruptly due to tunneling until the voltage reaches V_, the valley voltage. The current

at this voltage is the valley current, I_. Beyond V_, the current starts increasing again. For a current

in [1v, Ip] there are two possible stable voltages; V 1 < Vp or V2 >__V_. The tunneling characteristic of
the RTD facilitates implementation of self latching circuits.

3.1 Bistable mode operation

A binary logic circuit is said to operate in bistable mode when its output is latched, and

any change in the input is reflected in the output only when a clock or other evaluation signal is

applied. The bistable mode has been used in several earlier technologies, notably in superconduct-

ing logic [2]. Superconducting logic typically uses a multi-phase AC power source to periodically



reset/evaluateeachgate.Similar logic usingresonanttunnelingdeviceshasbeenproposedby sev-
eral authors[3, 4, 5]. Thechief disadvantageof thesecircuits is therequirementof anAC power
sourcewhosefrequencydeterminesthemaximumswitching frequency.TheRTD+HBT logic cir-
cuitsdescribedbelowuseaDC powersupplyandmultiphaseclocksbut theclocksignalsarenot
requiredto supplylargeamountsof poweras in thecaseof theearliercircuits.

Theoperatingprincipleof thenewbistableelementmaybeunderstoodby consideringthe
circuit shownin Figure3. Therearern input transistors and one clock transistor driving a single

RTD load. The input transistors can be in either of two states - On, with a collector current of [H

or Off, with no collector current. The clock transistor can be in one of two states - High, with col-

lector current ICLKH, and Quiescent with collector current ICL Q. In addition, there is a global reset

state where all the collector currents are 0. When the clock transistor current is at ICLKQ, the load

lines in Fig. 1 show that the circuit has two possible stable operating points for every possible

input combination. When the clock current is ICLKH, there is exactly one stable operating point for

the circuit when n or more inputs are high and the sum of the collector currents is nl H + [CLKH"

This operating point corresponds to a logic 0 output voltage. Hence this circuit can be operated

sequentially to implement any non-weighted threshold logic function f(x 1, x2 .... , x,.,,;n), where

f(x I , x 2 ..... x,,) is 1 if and only if (x t + x 2 + ... + x m) < n, and x I, x 2, ..., x m take on values of either
0or 1.

DV+ CLK H, IN=,'n

f CLK H. IN=n

IPEAK

• y CLK H, IN=_-I

- -- ' , CLK H. IN=0

CLK Q, IN=n

_ !. " CLK Q, IN=n-1

O fn "

J [ -- CLK Q, IN=0

...... I - IVALLEY

.......................... 1 ...... _:_E_i_ i

reset Jlow I
O _Vhigh

Figure 3. RTD+HBT bistable logic gate operating principle

The operating sequence is as follows:

l. Inputs 11 through Im change.

2. The reset line goes high forcing all transistors into cut-off. The current through the

RTD falls below the valley current, and thefn node is pulled high.

3. The reset line goes back to 0. Thefn node remains high.

4. The clk signal goes high, causing the total current through the RTD to increase. If

more than n inputs are high, the current through the RTD exceeds the peak current

causing a jump to the second positive differential resistance (PDR) region of the RTD

characteristic corresponding to VRT D > VVALLEI4 where VRT o is the voltage across the

RTD and VVALLEy is the valley voltage of the RTD. This results in the fn node going

low. If less than n inputs are high the current through the RTD does not exceed the

peak current and the operating point remains in the first PDR region of the RTD,



whereVRT D < VpEaK, and VpEAK is the RTD peak voltage. Thus,fn remains high.

5. The clk signal goes to its quiescent state so that the current through the clock transis-

tor is ICLKQ. The output voltage at node fn reaches a stable level corresponding to
whether the RTD was in the first PDR region or the second PDR region in the previ-

ous step of the sequence.

For a three input circuit, three non-trivial threshold functions can be implemented for the

cases where n = 1, 2, 3. For n = 1,fl(x I, x2, x 3) = 0 if and only if 1 or more inputs are high. This

corresponds to a NOR function. For n = 3,f3(x l, x 2, x 3) = 0 if and only if all 3 inputs are high. This

corresponds to a NAND function. For n = 2, f2(x l, x 2, x 3) = 0 if and only if 2 or more inputs are

high. This corresponds to an inverted majority or inverted carry function.

Figure 4 shows the simulated traces obtained from NDR-SPICE [6] for an inverter, a three

input NOR, and a three input MINORITY gate designed using RTDs and HBTs. It can be seen

that the outputs change only on arrival of the clock pulse and hence the circuits are operating in

bistable mode. Input and output voltage swings are matched to enable cascaded circuits to func-

tion correctly. The signal levels are 1V for logic zero and 2V for logic one.
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Figure 4. RTD+HBT basic gates simulation



3.2Designconstraints

We now present the design equations for a k input threshold gate with a threshold value of

n. Let m be the are of the RTD used and let Jr' and Jv represent the peak and valley current densi-

ties of the RTD, respectively. IH, [CLKH and ICLKQ are defined as in section 3.1. The design con-

straints for the aforementioned gate can be written as:

h = rnJp - (IcQ + klH) > 0

l = ICQ - rnJ!/> 0

hh = mJp- (IcH + (n-I)IH) > 0

(3)

(4)

(5)

hl = ICH + nI H - mJp > 0 (6)

ICH > ICQ > 0 (7)

where,

h = quiescent clock, logic high switching margin

l = quiescent clock, logic low switching margin

hh = high clock, logic high switching margin

hl = high clock, logic low switching margin

The design process begins by choosing the input high and low voltages. The input high

and low voltages must respectively turn the input transistors on or off. To maintain good noise

margins, signal voltage swings should be maximized. However, for cascaded logic stages to oper-

ate correctly without resorting to use of level shifters, it is necessary to match the input and output

voltage swings. An optimum match resulted in the signal voltage levels being set to 1V for logic 0

and 2V for logic 1. The input transistor size determines the value ofl H. IH should be small to min-

imize power consumption and area, but should be large enough to have good switching margins

hh and hl. The value of ICLKQ and the area of the RTD are determined from the equations involv-

ing ICLKQ. The peak and valley current densities (Jp and Jv) are determined by the growth pro-
cess, and the RTD area factor m determines the actual currents. The simulations in this paper use

an RTD with peak current of 100 gA and a valley current of 25 p.A for m = 1. Setting ICLKQ =

(m(Jp + Jr) - klH)/2 satisfies both equations (3) and (4), when m is chosen such that m > 3IH/(J P -

Jr). This also results in the equalization of the switching margins h and 1. Choosing ICLKH = mJp -

(n - 0.5)I H satisfies the remaining design equations and also equalizes the switching margins hh

and hl. The clock line voltages and the clock transistor sizes are determined from the values of

ICLKQ and ICLKH. The switching margins for the circuits are 0.5I H or a 50% variation is allowable
in the drain current of any one input transistor. When all transistors are systematically larger or

smaller, the allowable variation before the circuit malfunctions is 0.5IH/n. For a NOR gate, n - 1

and the allowable variation is 50%. For a 3-input inverted majority gate the allowable variation is

25% and for a 3-input NAND gate it is 16%. Thus, the switching margin of a NOR gate remains

constant with increase in the number of inputs whereas, the switching margin of a NAND gate

degrades rapidly with increase in the number of inputs. Thus, the best design margins are pro-

vided by the NOR function and the NAND function should be avoided in so far as possible.

3.3 Co-integration of RTDs and HBTs

RTDs and HBTs were integrated on the same wafer to build a 3-input threshold gate with



the sametopology asthe circuit shownin Figure 3. Figure 5 showsa photomicrographof the
integratedcircuit. Thefunctionalityof thecircuit is determinedby theinput andclock voltagesas
discussedin section3.2. By adjustingthe valuesof the supply voltage,input high voltageand
clock voltagesNAND, NOR and MINORITY functions weretestedand the oscilloscopetraces
areshownin Figure6. It shouldbenotedthatin thecorrelatordesign,thesignalvoltagesarefixed
andhencefunctionality of thegatesis determinedby thedevicesizes.

ClockGroun
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A Vout

HBT
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Reset Vcc

Figure 5. Photomicrograph of RTD+HBT bistable gate

3.4 Pipelined computation

Pipelining is a well studied means of speeding up any computation. An existing combina-

tional block is divided into several sequential stages such that each stage performs a different

operation during a particular clock cycle. The drawback of pipelining is that each computation

takes the same or more time as nanopipelining [7] but there is an added penalty in the area

devoted to the pipeline latches in the circuit.

Consider a combinational block that is composed of n stages with each stage having a

delay of tc. This results in a total delay of n.t c. We could partition the combinational block into k

stages from I to n, where each stage output is latched. If we assume a latch delay of t1, the maxi-

mum delay of the circuit is now (n'tc/k + tl). The throughput of the circuit increases from ll(n'tc)

to 1/(n'tc/k + tl) but the latency increases from n.t c to n.(t c + q). Also, ifa c is the area of the com-

binational block; after pipelining, the area of the circuit increases to a c + k.m.a l, where a I is the

area of a latch and m is the number latches at each stage. The best possible theoretical throughput

would be l/t c when we have latches at the output of each combinational stage. However, if all

combinational stages don't have the same delay, then the maximum achievable throughput with

the use of separate pipeline latches is I/(b.t c + q) where b.t c is the longest combinational stage
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Figure 6. Oscilloscope traces for fabricated RTD+HBT primitive gates

delay. If the latch delay t I is much larger than the longest combinational delay b.t c, it places an

upper bound on the maximum achievable throughput of the pipelined circuit. Thus, we see that

pipelining using conventional logic results in direct trade-offs between the area of the pipeline

latch and the achievable throughput• The use of bistable NDR devices in designing circuits

improves the performance of nanopipelined circuits over conventional pipelined circuits because

the latch delay, tl=0. Also, if latency is not of concern, each logic gate can operate in the bistable

mode resulting in maximum possible throughput.

3.5 Nanopipelined full adder implementation

The basic bistable logic gates mentioned previously are used to build a nanopipelined full

adder that best illustrates the advantages of the NDR logic family• For the parallel correlator, we

prefer an adder with complementary sum and carry outputs in order to reduce the number of pipe-

line stages and hence the latency of the circuit. The complementary sum and carry functions for a
l-bit full adder are written as follows.

= a (9 b _ Cin (g)

= a.b+b.cin+ci, ,'.a (9)

The S function is implemented as a three level nanopipelined circuit whereas the C func-



lion is implementedusinga singleminority gate.The circuit for the I-bit full adderis shownin
Figure7. It is apparentthattheS and C outputs are not synchronized with each other• For a single

stage of addition, we would need to add two bistable buffers at the _ output to synchronize the

and C outputs. However, in the correlator we perform several successive stages of addition and

synchronization at each adder will result in increased latency. Hence, synchronization is per-

formed after all stages of addition are complete. For correct operation of the true-bistable logic

gates a reset and evaluate pulse is required as mentioned previously. However, when multiple

gates are cascaded, as in the implementation of the full adder, a gate must be evaluated only after

all its inputs have been correctly evaluated. This requires a two-phase evaluation scheme in which

each gate is evaluated in a different phase than its fan-ins and fan-outs. An example timing rela-

tionship between phases of consecutive logic blocks for the parallel correlator is illustrated in

Figure 8.

A

STAGE1

(RES1, CLK1)

v

[ _',,

I

I

I ! " !

i
i

I

I

i

C

_RES1 '_ CLK1

III

(
STAGE2

A (RES2, CLK2) ABC

COU-I A+B+C)

SUM

COUT

0

A+B+C

_inational

0 0

Parasitics

10 fF across each RTD

10 fF at output of each

inverter and 2-input gate

15 fF at output of each 3-

input gate

Distributed RC of a

500gmx2#m line (9£2,

30fF) is represented by:

'_ RES2 ,e_ CLK2

Figure 7. 1-bit nanopipelined full adder with complementary outputs

The resl and clkl signals form phase l of the clock whereas res2 and clk2 form phase2 of

the clock• The two phases of the clock must be non-overlapping. However, the reset and clock sig-

nals of a phase may partially overlap as shown in Figure 8. A large overlap period between the

aforementioned signals is not desirable since the circuit output is not valid during this time. The



simulated output for the 1-bit nanopipelined adder is shown in Figure 9. To project realistic per-

formance, load capacitances and parasitics have been added to the RTDs and HBTs used in the

circuit. Also, clock and reset lines are assumed to be global lines with a distributed RC parasitic

elements as shown in Figure 7. The circuit outputs are assumed to drive global bus lines across

the chip. The two phase clock consisting of resetl-clockl and reset2-clock2 operates at 10 GHz.
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CLK2

_J- [-
-1

Figure 8. Multiphase timing scheme

4. Correlator implementation

The block diagram of the pipelined correlator is illustrated in Figure 10. A 32-bit latch

holds the PN sequence. The input is a serial bit stream which is fed to a 32-bit shift register. The

32-bit latch and 32-bit shift register are each composed of 64 bistable inverters. A pair of cascaded

bistable inverters each operating on single, separate phases of the two-phase clock form the basic

1-bit latch. The 32-bit raw correlation vector is generated by performing a bitwise XOR operation

on the PN sequence latch output and the most recent 32 bits of the sampled signal available at the

shift register output. The raw correlation vector is registered and this forms the input to the pipe-
lined adder network that determines the difference between the number of Is and 0s in the raw

correlation vector. This is the correlation value between the incoming signal and the resident PN

sequence and is determined for the 32 most recent data bits at every clock cycle. This value ranges

from -32 to +32. The functional description of the correlator is illustrated in the equations (10)

through (14).

data[31 e-O] = tD32(din),D31(din ) ..... Dl(din) t (10)

code[31 6---0] = tDI(PN31),DI(PN30 ) .... ,DI(PNo) t (11)

corr[31 e--O] = code[31 _---0] Gdata[31 e--O] (12)
31

sum[5_--O] = _ corr[i] (13)

i=0
diff[6 _ 0] = 32 d - 2 • sum[5 6-- O] (14)

Here, D i (s) represents the value of signal s, i clock cycles prior to the current input.
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4.1 Pipelined Adder Network

The adder network consisting of 26 nanopipelined full adders, 11 nanopipelined half



adders, and 36 bistable inverters is illustrated in Figure 11. The adders used in the design have

complemented sum and carry outputs in order to reduce pipeline latency. The input to the adder

network is the raw correlation vector generated by the 32-bit bistable XOR network. The circuit

performs eighteen stages of addition to generate a 7-bit result which is the difference between the

number of 1s and number of 0s in the correlation vector. Since each stage is nano-pipelined due to

use of self latching gates in the bistable adders, the throughput of the circuit is one 32-bit correla-

tion every cycle. However, since the seven bits of the adder network output are not simultaneously

generated, bistable inverters are required to synchronize the bits such that all seven bits of a corre-

lation appear in order at the output of the correlator. The least significant bit of the correlation

value is always 0 since the difference between the number of ls and number of 0s in a 32-bit vec-

tor is always even. The pipelined adder network essentially sums up the number of I s in the corre-

lation vector. Bits 0, 1, 2, 3 and 4 of the sum of ls directly translate to bits 1, 2, 3, 4 and 5 of the

difference between number of ls and number of 0s. Bit 6 of the correlation value is computed

while bit 5 of the sum of Is is being generated by connecting the carry input of the final full adder

to Vaa. This achieves the 2s complement subtraction required for computing the difference

between the number of Is and number of 0s in the correlation vector. No additional pipe stages are
required for this conversion.

The functional simulation of the 32-bit parallel correlator is shown in Figure 12. The PN

sequence for this simulation is chosen to be AAAAAAAA Hex. Note, that this is not an optimum

PN sequence but rather is chosen for the ease of illustration of the functionality of the correlator.

The input is a pattern of alternating ls and 0s which results in the 32-bit shift register output tog-

gling between AAAAAAAA Hex and 55555555 Hex at each cycle. This causes the raw correla-

tion vector to alternate between all l s (FFFFFFFF Hex) and all 0s (00000000 Hex) with each

cycle. Thus, the desired correlation difference should be +32 decimal and -32 decimal respec-

tively for the two cases mentioned above. This is seen to be the case in the simulation output. It

should be noted that the simulation output reflects changes in the input 10 cycles prior to the out-

put due to pipeline latency. However, the same input pattern has been maintained and is shown in

the current plot for the purpose of illustration.

4.2 Comparison with CMOS technology

The correlator designed using RTDs and HBTs is compared with a CMOS implementation

using 0.5 micron process technology. The results of the comparison for three circuits - the basic

bistable majority gate, the bistable full adder and the 32-bit parallel correlator - are presented in
Table 1.

Table I' Comparison of RTD+HBT circuits with CMOS im _lementations

Parameter

Bistable Majority Bistable full adder

CMOS
RTD+HBT RTD+HBT

CMOS

32-bit Parallel Correlator

CMOS

1.2 pJ

(0.5bt) (0.5bt) (0.5_)

Device count 20 5 68 34 6000 2060

Power dissipation 0.7 mW 2 mW 2.3 mW 12 mW 600 mW 1.5 W

Speed 400 MHz 20 GHz 400 MHz 10 GHz 400 MHz 10 GHz

Power-Delay product 1.75 pJ 0.1 pJ 5.75 pJ 1.5 nJ 0.15 nJ

RTD+HBT
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The RTD+HBT based correlator offers a tenfold improvemen t in power-delay product

even though it consumes greater absolute power. The fewer number of devices used in the cotrela-

tot also imply a reduction in wiring lengths and hence parasitics and delays associated with inter-
connects are much smaller in the RTD+HBT correlator.

Conclusions

The synchronous, sequential nature of true-bistable gates using RTDs and HBTs has been

exploited to build a very high speed and compact parallel correlator. Design equations and con-

straints have been studied and a design methodology for RTD+HBT bistable logic gates is pro-

posed. The bistable nature of the logic gates has demonstrated advantages over conventional logic

families by eliminating pipeline area and delay overheads in deep pipelined logic systems result-

ing in improved throughput and smaller circuit size. The compact implementation of threshold

functions allows a single gate carry function which facilitates design of high speed arithmetic and

logic functions used in the correlator. Reduction in device count has led to shorter interconnec-

tions resulting in reduced parasitic delays. The nanopipelined correlator offers a tenfold lower

power-delay product as compared to a state of the art CMOS implementation. The proposed

design style has applications in the development of high speed digital communication system

architectures to achieve several Gb/s data throughput. In particular, for space based communica-

tion systems, nanopipelined RTD+HBT based logic designs offer compact solutions with very

low power-delay products.
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Abstract

In this paper, we describe work carried out as part of the ARPA ULTRA program, in which we are

evaluating how the evolving properties ofnano-electronic devices could best be utilized in highly parallel

computing structures. Because of their combination of high performance, low power and extreme

compactness, such structures would have obvious applications in spaceborne environments, both for

general mission control and for on-board data analysis. However, the anticipated properties of nano-

devices mean that the optimum architecture for such systems is by no means certain. Candidates include

SIMD arrays, neural networks and MIMD assemblies.

We explain that, because the propagation of signals through large arrays ofnano-devices is almost certain

to be a source of difficulty, our initial investigations center on the most regularly structured locally-

connected architecture, the SIMD mesh-connected processor array. This structure offers the additional

advantages of minimum external interfacing, conceptually simple redundancy schemes for fault-tolerance,

and moderate memory requirements.

We describe the current phase of our program, in which we are simulating structures based on both

resonant tunnelling devices and quantum cellular automata. In addition, we describe a novel architecture

(the propagated instruction processor) which removes the requirement for other than near-neighbour
connections for both data and control lines.

We calculate that the minimum anticipated device dimensions (in the order of a few tens of nanometres)

would allow an array of 1000x 1000 processors to be constructed on a few square rams of semiconductor.

This would be equivalent in general performance to a system of at least 1000 DEC Alpha devices but

would be optimally suited to the on-board analysis of sensor data, particularly in the form of images.

Such a structure would offer ample computing power for the autonomous control of robotic systems.

We report initial results from the performance evaluation of our simulated structures using a

comprehensive suite of algorithms. Our future program involves completing this evaluation for all of the

SIMD-based systems and then, hopefully, extending our investigations to include the two other promising

architectural configurations - neural networks and MIMD systems.

1. Introduction

In the next decade we are likely to see the emergence of several families of semiconductor devices with

characteristic dimensions of the order 10"9m. These so-called nanoelectronic devices will provide circuit

elements which are several orders of magnitude smaller and several orders of magnitude faster than are

currently available and will therefore present new challenges to computer architects. The potential use of

these nanoelectronic devices to construct highly-parallel, highly-compact computing structures is being

studied as part of the ARPA Ultra program [1,2].



The extremely small size of the devices will make it possible to incorporate millions of logic gates in a

single chip and, whilst this offers enormous potential for high-speed, low-power computing, it does at the

same time present major difficulties of organisation and control which will need to be studied with
extreme care.

For ease of fabrication and in order to provide a comprehensible computer architecture which can be both

tested and programmed intelligibly, a regular structure is to be preferred. Fortunately, a natural candidate

architecture is available and has been studied in depth for the last twenty-five years: the Single _Instruction

stream, Multiple Data stream (SIMD) mesh-connected processor array [3].

SIMD arrays consist of assemblies of identical, simple processor elements (PEs), usually connected each

to its nearest neighbours in a square array and each capable of only simple logic operations on single-bit

data. Instructions are fed in a parallel stream to every PE and each instruction is executed simultaneously

by every PE. Currently, arrays are in operation with between 322 and 2562 PEs. Memory is distributed

uniformly across the array so that each PE has access to, typically, several kilobytes of local data storage.

Memory in this form is clearly well suited to image data structures (each pixel residing in the local

memory of one PE) and both this and the parallel processing strategy which can easily be implemented in

arrays have led to SIMI) mesh-connected arrays being applied particularly successfully to image
processing tasks [4,5].
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Figure 1 General architecture of S[MD systems

The large number of PEs in even the smaller arrays leads to a high degree of parallelism and hence to

potentially large computing speed gains over single processors. However, the PEs are inherently simple

and individually much less powerful than the processors found in, for example, workstations, so the gains

from parallelism are offset against the losses due to simplicity of the PEs. Further losses are the result of

underlying lack of parallelism in many of the tasks to be executed which make it difficult to make

effective use of a major fraction of the PEs at any one time. The successful use of arrays in image

processing stems from the fact that many image processing tasks are basically parallel in nature, especially

considering those derived from convolution, which can be decomposed into local neighbourhood

operations (i.e. operations in which the result value, at any address (id) in the array is a function of the



originalvaluesat all addressesin the immediate neighbourhood of (id), typically for all points (x,y) in

which i-1 _<x _<i+ ] and j-1 Sy _<j+ l).

One disadvantage of SIMI) arrays is the comparatively inefficient manner in which data has to be

transported across the array when the algorithm so requires it. A good example of this problem is image

rotation in which, ultimately, it might be necessary to move pixels from one side of the array to the other.

If the only connections available are those between neighbouring PEs, then this process has to be

executed in a sequence of steps from PE to PE along the required path and may therefore involve a very

large number of system clock cycles. A similar problem occurs in relation to inputting data to and

outputting data from the array, although in conventional arrays, this is usually achieved by providing

additional data paths along the principal arra.y directions.

2. Nanoelectronic Arrays

Arrays constructed _om nanoelectronic devices will have, in general, all the benefits and disadvantages of

the arrays constructed using present day technology. The expected additional benefits are larger array

dimensions (permitting, for example, the processing of larger images and other data sets) [6], higher

speeds (leading to increasingly complex programs which will run in real time) and lower power

consumption and weight (resulting in higher system portability). As the technology matures, it can be

expected that the benefits will be obtained with no significant increase in cost.

On the other hand, k can also be anticipated that larger array sizes and the nanoelectronic technology will

introduce additional operational difficulties illustrated in Figure 2. The current indications are that it will

not be possible to incorporate many (if any) 'wire-like' connections to and between PEs over distances

much greater than those between PEs; the dimensions of the active elements are so small that loss-free

metal links between them would occupy too great a fraction of the substrate space. Reducing the

dimensions of the wire connections to the nanometre range would introduce unacceptable losses. This

implies that the SIMD instruction stream could not be carried on a word parallel bus running to every PE.

6000 nmeters L _ "

_....!
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--7
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Figure 2 A conceptual floor plan illustrating the relative areas occupied by PEs, memory and
control bus



In the same way, data transport liom outside the array into the local memory in the array would also have

to be serialised. Under these circumstances, in which the PEs are used as the instruction or data paths,

then PE control would no longer be simultaneous and O(N) clock cycles (for an N x N array) would be
needed for each step of a parallel operation [6].

A further problem which might be expected to arise in large arrays is that material and process defects

could make it almost impossible to construct an array with all its PEs fully operational. Test techniques

will have to be devised to pinpoint the defective PEs and circuit redundancy (with error correction)
incorporated into the design.

Finally, preliminary design calculations have indicated that for an array with conventional computing

capability, the area occupied by the local memory completely dwarfs that taken up by the PEs. Unless

between-chip optical interconnect can be achieved, it will not be feasible to remove local memory from
the array chip and array sizes will not be as large as had been hoped.

3. Circuit Design and Simulation

Nanoelectronic technology is in a very early stage of development and k is by no means clear which of

the various proposed types of device will be the first to become available for practical use in computing

circuits. The current indications are that both resonant tunnelling devices (RTDs) and quantum cellular

automata (QCAs) are worth serious consideration, although the former are likely to become available
rather sooner than the latter [7].
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Figure 3 Nanoelectronic devices: (a) A resonant tunelling threshold logic element, (b) a quantum
cellular automaton

3.1 .RTD-based circuits

Devices based on resonant tunnelling effects can be scaled down to very small dimensions since their

operation depends on the ability of current to tunnel through potential barriers; it is this same tunnelling

effect which causes ordinary transistor operation to break down (through current leakage) when attempts



aremadeto scalethemto comparablysmall dimensions, l, the present programme, an element has been

devised by placing two RTDs in series, one of which acts as a driver and the other as a load. By suitably

adjusting bias currents on the two devices, the elementary circuit can be switched between two stable

states. A further extension of this proposal is to provide the biasing by means of multiple contacts to

both KTDs so that the circuit produced behaves as a general purpose threshold gate shown in Figure

3(a). Tiffs can then be tuned to implement thresholding functions which, in turn, can be used as the basis

for producing a comprehensive selection of Boolean logic functions. The universal nature of these

implementations leads to the possibility of the fabrication of complex circuits with a high degree of

regularity, whilst the reduction in number of devices (from the hundred or so required in a conventional

implementation) to two offers further benefits of compactness.

3.2 QCA arrays

An alternative nanoelectronic structure is based on single electrons occupying quantum wells. These also

scale to extremely small dimensions, an element being a small as 10"Sm square. Two state logic elements

can be envisaged which comprise five quantum wells in a configuration shown in Figure 3(b).These

elements can be assembled into processor circuits such as that shown in Figure 4, which will execute all

the computational functions required in a general purpose array processor.
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Figure 4 An EXCEL simulation of the CLIP4 processing element

In the case of QCA arrays, the technology is less well advanced than that for R.TI)s and, at this stage, it is

only possible to explore potential circuit designs without attempting to obtain hard information as to



expectedperformanceor device size. A simulation based on an EXCEL spreadsheet is being used for

this purpose and yields some performance information in terms of clock cycles [8]. The simulation also

gives some idea as to the probable complexity of the proposed circuits (i.e. the number of devices

required) and indicates the type of layout that might be involved.

3.3 Array simulation

Enough is known about the expected properties of RTDs to make it worthwhile simulating RTD arrays

both in hardware (employing large scale RTDs and heterojunction bipolar transistors) and in software in

order to evaluate candidate array architectures. A versatile, semiconductor technology independent,

software array simulator has been written as part of this project and is being used in conjunction with a

Assembler 1
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I
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Figure 5 The array simulator software

specially selected suite of image processing algorithms [9]. This allows an assessment to be made of the

performance to be expected for appropriate combinations of technology, PE circuit design, array

architecture and detailed algorithmic implementation, noting here that efficient algorithms defined at the

task level (e.g a Fourier Transform) can be expected to require a detailed design which takes into account

the computer structure on which the computation is to be performed. At the very least, full account must

be taken of the parallelism to be encountered. The structure of this simulator is illustrated in Figure 5.

As a first step, simulations are being based on the CLI:P3 array processor which was developed by some

of the authors in 1973. This array was constructed and, in a slightly modified form (CLIP4), used for

image processing continuously over a ten year period [10]. It is therefore well understood and a good



vehiclefor thestudiesnow beingmade.Experiencein programmingsucharraysis invaluablein orderto
maximisethe probability that the best possiblearrayperformanceis being achievedfor a given
algorithmictask.

4. The Propagated Instruction Processor
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Figure 6 An illustration of propagated instruction processing

If the difficulty of distributing PE instructions (due to the non-availability of wide instruction busses) is as

severe as has been feared, it might be necessary to consider a very different way of controlling the

processor arrays. Since it will be argued that data (and therefore instruction) paths will have to be

stepped from PE to PE via the nearest neighbour connections, then it is important to investigate whether

this process can be carried out without losing large numbers of clock cycles. One solution is suggested:

the instructions are clocked into the array from left to right along each row. As each PE receives an

instruction (or as each group of columns of PEs receive an instruction), the instruction is executed and

the results stored in local memory. A sequence of instructions is therefore executed in a travelling wave

across the array and the array behaves as a type of pipeline in the manner illustrated in Figure 6 [6]. With

careful design of the instruction stream, it has been shown that apart from some latency in the pipeline,

programs can be executed in a time which is not significantly longer than that achieved in a conventional

SIM:D array. An exception to this occurs when the operations being performed are not confined to local

neighbourhoods and involve propagating data in various directions across the array. Strategies for

dealing with this situation are being evolved in simulation and will be evaluated later in the project. At

the worst, instructions involving propagation of data can be executed by first propagating the instruction

across the entire array and then allowing time for global propagation as the processed data steps through

PEs to all parts of the array. Once again, O(N) time is involved but it is considered that this type of

operation forms only a small fraction of the total in typical programs.



5. Applications for Nanoelectronic Computing Arrays

The minimum anticipated device dimensions (in the order of a few tens of nanometres) would allow an

array of 1000 x 1000 PEs to be constructed on a few square mm of semiconductor. Although it is too

early to state with certainty what will be the switching frequency of any particular device, a target figure

of around 100 GHz (for both RTDs and QCAs operating at room temperature) would seem to be feasible

[11,12]. The functionality obtainable with the more complex nanoelectronlc devices can be compared

with simple circuits constructed in present day technology and requiring possibly 10 clock cycles at

switching frequencies of 100MHz. This would indicate a speed gain of at least 10 4.

If these preliminary figures are considered in relation to the use ofnanoelectronic SIMD arrays for image

processing, the potentially large array size would allow high resolution images to be processed at
television frame rates at which the complexity of the processes being performed could be increased from

the currently attainable simple level such as skeletonizing binary images, to the complex vision level

involving the detection and recognition of objects in an uncontrolled environment. A more precise

evaluation of the performance to be expected from such systems is now being carried out, using the

simulator and the test suite of image processing algorithms discussed above.

It is clear that the use ofnanoelectronic based vision systems in conjunction with robotic systems would

lead to the possibility of autonomous navigation of exploratory vehicles under conditions in which

response rates are of importance and where the transmission delay for signals sent back to a control

station would prevent the possibility of real-time steering and vehicle control. More generally, in any

circumstances in which the conditions are hazardous to human life, one of the main reasons for requiring

human operators to be present can be eliminated by equipping robotic systems with a vision capability.

Current research in this area [13,14] illustrates that neither presently available on-board systems nor

remote control by powerful off-line computers offers sufficient intelligence for this task.

Although the main emphasis of this discussion has been on the use of nanoelectronic SIMD arrays for

image analysis, conventional technology SIMD arrays have already been applied to a wide range of non-

image problems. However, in general, SIMD arrays do not perform optimally on high-level tasks in

vision systems and in more general control applications where many varying data types from a range of

sensors may be involved. In this type of application and as part of the Ultra programme, the authors are

also considering the use of nanoelectronic devices in other computer architectures, especially Multiple
_Instruction stream, Multiple --Datastream (MIMD) systems and neural networks.

M3MD systems can be envisaged as small arrays (typically 32 - 128 PEs) of relatively complex PEs,

sometimes assembled on a high speed bus to which is also connected memory, some of it being local to

each PE and some accessible by all the PEs. Alternative connection structures are also employed in

which direct paths are supplied between selected subsets of PEs (thus enabling especially high
performance over a chosen range of commonly occurring algorithms). Systems of this type do not

assume data to have an intrinsic two-dimensional structure (as is ideally the case with SIM:D array

processors) and each PE will usually operate with relatively little direct communication with other PEs

(compared with mesh-connected arrays). SIMD arrays obtain their parallelism by operating in parallel on

different parts of the data whereas M2MD arrays can also obtain parallelism by splitting the program into

parallel sections. Provided the task to be performed is not essentially serial in its structure, MIMD

systems can achieve O(P) performance gains (compared with single processors), where P is the number
of PEs in the system The lack of dependence of MIMD systems on the data structure makes them most

suitable for processes in which many different data types are involved.



The compact nature of nanoelectronic systems gives the opportunity, in principle, of constructing, and

employing in a space environment, hybrid systems combining both SIMD and M3MD subsystems, thereby

acquiring the special capabilities of both subsystems with negligible increase in loading on the spacecraft

power supplies or payload weight. The problems encountered in operating hybrid systems are being

studied by the authors and their collaborators in another research programme [15].

The use of nanoelectronic devices to construct neural networks is also being investigated by the authors.

Neural networks have been shown to provide powerful solutions to a broad spectrum of problems

ranging from natural speech recognition to financial forecasting. These computing circuits are trained by

example, rather than explicitly programmed. On the negative side, whereas the networks exhibit the

capability of generalisation (e.g. by classifying objects similar to ones in the training set but not included

in the training set), each network is designed to work on a specific problem or, at the most, a specific

class of problems. However, in a situation in which autonomous behaviour in a previously unexplored

environment is wanted, it could be that a neural network solution might be the most likely to succeed.

Two akernative approaches are being considered. In the first, neural network algorithms can be

embedded in mesh-connected SIMI) arrays [16] so the array is programmed to act as a neural network

(which then has to be trained for its specific function). In the second approach, nanoelectronic devices

directly implementing the thresholding function employed in neural networks are connected together in a

network structure. This architecture may well prove difficult to construct as many neural networks which

are currently being investigated require large numbers of interconnections within the assembly of neural

elements. The difficulties already described in attempting to provide long-distance connections between

nanoelectronic components of a circuit may well render this approach unworkable. Nevertheless, the well

publicised successes of neural networks in some areas of application make it worthwhile not to discard

these studies too readily.

6. Conclusion

The potential offered by nanoelectronic devices for the construction of highly-compact computing

structures with extremely high clock frequencies, coupled with lower power consumption and low

weight, makes them ideal candidates for space-borne computing systems in which communication times

back to the control centre are too long to permit effective real-time control.

Circuits are envisaged in which millions of nanoelectronic devices will be combined on one

semiconductor substrate and it is realised that the control and programming of such circuits will present

new challenges to software engineers and programme designers. The experience gained over the past

two decades in working with SMD arrays is expected to be invaluable in the studies which must now be

made and is influencing the design ofnanoelectronic circuits in the direction of array architectures.

Although no fully scaled nanoelectronic devices operating at room temperature have yet been fabricated,

the progress in that direction is sufficiently encouraging to stimulate plans for employing the devices

which will emerge in the next decade and to consider them as excellent candidates for space applications.
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Abstract

As sampling rates continue to increase, current analog-to-digital converter (ADC) device technologies will

soon reach a practical resolution limit. This limit will most profoundly effect satellite and military systems

used for e.g. electronic countermeasure, electronic and signal intelligence, and phased-array radar. New

device and circuit concepts will be essential for continued progress. We will describe a novel, folded

architecture ADC which could enable a technological discontinuity in ADC performance. The converter

technology is based on the integration of multiple resonant tunneling diodes (RTD) and heterojunction

transistors on an indium phosphide substrate. The RTD consists of a layered semiconductor

heterostructure A1As/InGaAs/A1As (2/4/2 nm) clad on either side by heavily-doped InGaAs contact layers.

Compact quantizers based around the RTD offer a reduction in the number of components and a reduction

in the input capacitance. Because the component count and capacitance scale with the number of bits N,

rather than by 2N as in the flash ADC, speed can be significantly increased. A 4-bit, 2-GSps quantizer

circuit is now under development to evaluate the performance potential. Circuit designs for ADC

conversion with a resolution of 6-bits at 25 GSps may be enabled by the resonant tunneling approach.

Introduction

Since the initial investigations of resonant tunneling by Chang, Esaki, and Tsu [1] and the measurements

of terahertz response in resonant-tunneling diodes (RTDs) by Soliner et al. [2], the physics and

applications of resonant tunneling devices have received increasing attention [3,4]. Today, a wide range of

applications are being explored including high speed and multistate memory [5-7], shift

registers/correlators [8], and logic [9-13], where the number of interconnects and transistor delays are

reduced by the use of the multi-state tunneling device. Other applications for tunneling devices include

analog-to-digital convertors [ 14-16], optical receivers [17], samplers [18], and triggering circuits [I 9], all

with microwave to millimeter wave bandwidths. In addition tunneling device architectures based on

universal logic gates [20,21] could provide solutions to the interconnect bottleneck of post ULSI ICs.
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Figure 1. Current-voltage characteristic of ,an AlAs /

In0.53Ga0.47As / InAs resonant-tunneling diode. The curve

shown is the result of a SPICE simulation with close agreement

to measured data at room temperature. In the insets, energy band

diagrams indicate the relative alignments of electrons and

quantum well states at selected bias conditions.

The RTD, in its simplest form, is a trilayer

heterojunction device consisting of two wide

bandgap electronic barriers cladding an interior

quantum well region as depicted in the inset of

Fig. 1. The total thickness of the structure is

typically 10 nm or less. A peak in the current-

voltage characteristic occurs when electrons in the

emitter are energetically aligned with the lowest

quasi-bound well state, while the valley

(minimum) occurs when the lowest quantum-well

state is energetically below the conduction band

minimum (see again Fig. 1).

Multi01e-Peak Resonant-Tunneling Diodes and Transistor Integration

Beyond the single peak I-V characteristic of Fig. 1, the RTD can be combined epitaxially in series to create

multiple current peaks. Shown in Fig. 2 is a SPICE simulation illustrating the I-V characteristics of a 4-

diode stack. In combination with a transistor, the multiple current peaks of the series RTD combination
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Figure 2. Formation of multi-peak current-voltage characteristics by series combination of resonant tunneling diodes; SPICE

simulation based on a fit to experimental data.

can be translated into a multi-state transfer characteristic as illustrated in Fig. 3. In this configuration using

a 3-RTD stack in the source of a heterojunction field-effect transistor (HFET), a binary output

characteristic can be obtained for a multi-valued input characteristic. As we will show this characteristic is

naturally suited to analog-to-digital convertor applications. The combination of RTD and transistor

occupies less space than the two devices fabricated separately since the epitaxy for the two devices, one

above the other, allows vertical integration with only a single additional metallization.
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Figure 3. SPICE simulated transfer characteristic of a 3-peak AIAs/lnGaAs resonant tunneling diode and an InAIAs/InGaAs

heterostructure field-effect transistor circuit to yield multistate output.

Resonant Tunneling Quantizer

A simplified schematic diagram of a novel 4-bit quantizer that uses RTDs, HFETs, and resistors is shown

in Fig. 4. Four identical multilevel folding amplifiers, each consisting of an HFET with a four-peak RTD
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Figure 4. Four bit folding quantizer using 4-peak resonant-tunneling diodes (4RTD) and field effect transistors.

in series with the source and a load resistor, are connected by a binary-weighted resistor ladder. The gate

current to the HFETs is at all times much less than the current through the resistor chain; the sum of the

resistances, 8R, can be 50 f2. Four-peak RTDs are used here for a four-bit quantizer (however, only two-

peak RTDs are needed for a 3-bit quantizer). The ftrst multilevel folding amplifier generates the LSB as

follows. As the gate voltage of the HFETs, VIN, is swept upward from the off-state, the output voltage,

Vol, starts high and goes low as VIN exceeds the threshold voltage of the HFET, Vt. As the gate voltage

continues to increase, the RTD switches from its peak current to its first valley current thereby restricting

the HFET current and forcing Vol high again. For further increases in VIN, this cycle repeats and the

input/output relation is as shown in the top trace of Fig. 5.
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Figure 5. Output voltages of a folded four-
bit resonant-tunneling quantizer for the
circuit shown in Figure 4.

The more significant bits, Wo2, Vo3, and Vo4, are generated in a

similar fashion; however, the binary-weighted resistor ladder

divides VIN so that 2, 4, and 8 times the LSB are required to

generate the first switching transition, respectively. The four

outputs in Fig. 5 are an inverted Gray code representation of the

analog input. This novel circuit topology fully folds the analog

input directly to a digital output. Since both the number of

components and the input capacitance scale as the number of bits

N, rather than as 2 N for the conventional 4-bit quantizer, the speed

and component count can be significantly reduced. We estimate that

the full 4-bit ADC operating at 2 GHz can be constructed with

fewer than 100 components and with power dissipation less than 500 mW. Both number of components

and power are reduced by an order of magnitude over conventional approaches.

Resonant Tunneling Memory

In addition this resonant tunneling technology

can also be used for memory [4-8]. Shown in

Fig. 6 are two cells which can be used to latch

and store data at speeds as high as 25 GHz. In

combination with the necessary drive circuitry

these enable the direct storage of digitized data

at the full sampling rate of the ADC. The cell

shown in Fig. 6 (a) is used for latch/registers

and shift-registers whereas the cell shown in

Fig. 6 (b) is typically used in SRAM type

arrays.

CLK

VDD

- CLK

" r- o

_ RTD

Bit

VDo
Word

__L__ -_RTD

Z RTD

VSS Vss

(a) (b)

Figure 6. Resonant tunneling diode memory cells: (a) latch and (b)

SRAM.

Conclusions

We have outlined the critical elements of a resonant tunneling analog-to-digital converter technology which

can provide 4 bits resolution at 2 GHz with potential for 6 bits resolution at 25 GHz. In addition, memory

based on RTDs can also provide data storage at frequencies as high as 25 GHz.
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1.0 Introduction

As user demand for higher capacity and flexibility in
Communications Satellites /ncreases, new ways to

cope with the inherent limitations posed by the

prohibitive mass and power consumption, needed to
satisfy those requirements, are under investigation

[1]. Recent studies suggest that while new satellite

architectures are necesary to enable multi-user, multi-

data rate, multi-location satellite links [2], these new

architectures will inevitably increase power

consumption and in turn, spacecraft mass, to such an
extent, that their successful implementation will

demand novel lightweight/low power hardware

approaches.

In this paper, following a brief introduction to the
fundamentals of Communications Satellites, we

address the impact of MicroElectroMechanical

Systems (MEMS) technology, in particular, MEM

switches, to mitigate the above mentioned problems
and show that low-loss/wide bandwidth MEM

switches will go a long way towards enabling higher

capacity and flexibility space-based communications
systems.

2.0 Fundamentals of Communications

Satellites

The fundamental function of a communications

satellite is that of providing a communications link

between two distant locations on the Earth, namely, a

transmitting station and a receiving station [11. The

transmitting station launches a carrier signal, of a

certain frequency fz, up into space in the direction of

the satellite. The receiving station, on the other hand,

is equipped to receive a carrier signal of another

frequency f,., from the direction where the satellite

floats in space. In the simplest case, the satellite

receives the carrier signal at the uplink frequency ft,

translates it to the downlink frequency f_., and

transmits it down to the receiving station. In general,
the more uplink and downlink frequencies, and the

more transmitting and receiving stations the satellite

can link, the greater is its capacity and usefulness, but

unfortunately, also the bigger is its required physical

size (mass) and power consumption. Since mass is

the primary driver of satellite costs [1], it becomes

tightly coupled to the satellite's performance,

ultimately playing a limiting role on it.

The Communications Satellite could be viewed as

composed of two main parts [3], namely, a platform

and a payload. The platform includes the following
subsystems:

1-The physical structure

2-The Electric Power Supply

3-Temperature Control
4-Attitude and Orbit Control

5-Propulsion Equipment

6-Telemetry, Tracking and Command Equipment.

The payload, on the other hand, includes:

1-The receiving antenna

2-The transmitting antenna

3-All electronic equipment supporting transmission
of carriers.

An examination of the mass and power distribution

in a conventional geosynchronous satellite [2],

reveals that the communications payload accounts for

roughly one quarter of the spacecraft's dry mass, and

that it consumes the most power of any single

subsystem. Furthermore, within the payload, the



transmittersandantennasaccountforthebutkof the
massandthepowerconsumption.Thesefractionsare
boundto increaseevenmorewhenwe consider
satellitearchitectureswhicharenowemergingas
solutionsto increasinguserdemandsfor satellite
capacityandflexibility[1].

3.0 Satellite Architectures

An examination of the evolution of satellite

architectures [1] shows a steady increase in

sophistication, from the conventional single data rate

relay satellite, consisting of a simple downconverter,
to regenerative satellites with on-board si_al

processing and routing capabilities. This increased
capacity and flexibility comes at the expense of

increased hardware, hence, power, mass, and cost.

We believe that MEMS, through their impact on the

Antenna System, will be an enabling technology for

the realization of the wireless future paradigm, Figure

1, in which space-based systems will become part of

a global communications grid. In this grid the
satellite will link airborne users, naval/maritime

users, home users, remote office users, public phone

booths, VSAT terminals, digital cellular, personal
communications network microcells, mobile users,

etc, as well as be a node for intersatellite

communications. The key to this future versatility

lies on agile multi-beam, multi-frequency,

lightweight antennas. The key antenna technology

that will permeate the space-based wireless future is

the phased-array antenna. In the next section we

discuss how MEMS will impact such an antenna.

4.0 MEMS-Based Phased-Array Antenna

In simple terms, a phased-array antenna consists of a

set of phase shifters or true time delay units that

control the amplitude and phase of the excitation to

an array of antenna elements in order to set the beam

phase front in a desired direction. In a typical Ku-

band 5-bit state-of-the-art phasor downlink module,

Figure 2, each channel consists of a phase shifter, an

attenuator, and a solid state power amplifier (SSPA),

implemented in Microwave and Millineter Wave

Integrated Circuit (MMIC) technology, driving an

array of antenna patches.

An examination of the measured performance of the

individual blocks making up a channel reveals a

number of technology-related limitations, the most

prominent of which has to do with the huge insertion

loss, e.g. 10.SdB @14.SGHz introduced by a 5-bit

phase shifter. The phase shifter, a state-of-the-art

FET-based MMIC chip, despite offering wideband

performance and small size, dominates the loss of the

chain, thus placing an undue burden on the SSPA by

demanding a higher gain and power consumption.

These, in turn, drive the unit's power supply
capability, heat sinking, and weight requirements.

When one considers that typical full-scale phased-
array antennas contain thousands of channels, it

becomes obvious that such losses as exhibited by

FET-based phase shifters are prohibitive. The
fundamental reason for the high insertion loss

associated with FET-based phase shifters lies on the
inevitable device channel resistances: both the

"open" charme[ resistance for the case of the low-

impedance state, and the residual series resistance in

the pinch-off channel, for the high-impedance case

[4].

We believe what is needed are switches with ultralow

insertion loss to minimize the use of SSPAs; which

are capable of broadband operation to achieve

versatility for diverse and simultaneous tasks; that

possess high electrical isolation to minimize crosstalk

effects; that possess ultralight weight (mass) to effect

a lower cost per payload; and whose manufacturing

is inexpensive. A realization of such a switch is the
Deformable Microwave Micromachined Switched

[5], Figure 3. The structure consists of a cantilever

beam which, with no voltage applied to it, interrupts

the path along a transmission line, and that when
deflected, closes it. Preliminary results show that, in

the DC-45GHz frequency range, the switch possesses

an isolation geater than 25dB in the open mode,

while keeping the insertion loss below 0.5 dB in the

closed mode, Figure 4. Furthermore, a comparison of

the performance of MEM and PIN-diode switches

shows that MEM switches are far superior both in
terms of insertion loss and isolation, as well as

bandwidth, Figure 5. Therefore, it appears clear that

brought to maturity, MEM switches, of the type

shown here, are posed to become a dominant

technology, in the not too distant future.

5.0 Conclusion

An example of the impact that MEMS technology

can exert on space-based systems, in particular,

Communications Satellites, has been presented. One



area where such impact has been illustrated is that of

phased-array antennas. The low-insertion loss, high-

isolation, and broadband properties of cantilever

beam-type deformable microwave micromachined

switches will have a tremendous impact on reducing

the power consumption, mass, and indeed on the

feasibility of future phased-array systems, thus

enabling the realization of the wireless future

paradigm.
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Figure3.Deformablemicrowavemicromachinedswitch.
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Texas Instruments has developed membrane and micromirror devices since the late 1970s. _n eggcrate-

spacer membrane was used as the spatial light modulator in the early years. Discrete micromirrors supported

by cantilever beams created a new era for micromirror devices. Torsional micromirror and flexure-beam

micromirror devices were promising for mass production because of their stable supports. TI's digital

torsional micromirror device is an amplitude modulator (known as the digital micromirror device or DMD)

and is in production development, discussed elsewhere. We also used a torsional device for a 4 x 4 fiber-

optic crossbar switch in a 2 cm x 2 cm package. The flexure-beam micromirror device is an analog phase

modulator and is considered more efficient than amplitude modulators for use in optical processing sys-

tems. TI also developed millimeter-sized membranes for integrated optical switches for telecommunication

and network applications. Using a membrane in RF switch applications is a rapidly growing area because

of the micromechanical device performance in microsecond-switching characteristics. Our preliminary

membrane RF switch test structure results indicate promising speed and RF switching performance. TI

collaborated with MIT for modeling of metal-based micromachining.

This talk will provide an overview of developments in metal-based micromechanical devices for RF

and photonic applications at Texas Instruments.

I. INTRODUCTION

In the 1970s, TI start using a microelectronic process to develop micromachining structures for spatial

light modulators (SLMs). The concept of micromachining was just beginning, 1 and researchers hoped its

application to spatial light modulators would help implement optical systems that would provide a break-

through for information processing. 2'3 In a 10-year period, TI successfully demonstrated several versions

of spatial light modulator based on microelectronics/micromirror technology. In the early 1990s, TI in-

vested heavily in production display and printing systems. Meanwhile, other micromirrors and structures

were studied within TI to adapt to a wide variety of applications. Larger torsional mirrors were used in

fiber-optic switches. 4 Millimeter-sized membranes were used in integrated optic switches. 5'6 Flexure-beam

micromirror devices were developed for highly efficient optical correlators. 7 Also, broader aspects of mi-

cromachining technology were revisited and prospered in the late 1980s. 8'9 Applications for micromachining

in sensors and actuators were introduced at explosive speed. The concept of creating a three-dimensional

structure enable by microelectronic batch production brought enormous opportunity to replace existing

macrostructures or to develop a new device for new system solutions. TI is also looking into using the same

material system for non-optical applications such as an RF switch. During development of the membrane-

based RF switches, our test structures gave encouraging results. Micromachine modeling is an important

link to transition our research into production. TI established a partnership with MIT to model the devices
we fabricated.

DMD applications in projection displays and hard copy systems are described in other publications.10'll

Torsion micromirror devices have a similar structure to DMDs, and can be used in fiber-optics switches,

which are described in Section II. The flexure-beam micromirror device is another promising micromirror

structure for production because of its symmetrical support architecture. 12This device can be used in many



optical information processing applications, as elaborated in Section III. The millimeter-sized flexure-

beam membrane can be used in modulating cladding layers of waveguides and changing the propagation

properties of integrated optics, as explained in Section IV. Section V provides information about RF switch

applications for drumhead devices. Section VI describes the newly established MEMCAD system im-

ported from MIT.

II. TORSIONAL MICROMIRROR IN FIBER-OPTIC APPLICATIONS

T[ has developed several versions of fiber-optic crossbar switches using micromirror devices. 4 The

first version was set up on an optical table and demonstrated video conferencing. The 4 × 4 crossbar fiber-

optic switches consist of 16 switching nodes. Each node uses a pair of fibers, microlenses, and one torsional

micromirror (Figure 1). The beam from the incoming fiber focuses on the torsional mirror. The mirror is

operated at a binary position: the "on" position reflects the beam into the outgoing fiber through microlenses,

and the "off" position deflects the light away. The first version took too much space and was not portable.

In the second version, we moved toward manufacturability and portability. The incoming and outgoing

fibers are aligned through lithography and orientation-dependent etch that form "V"-grooves for fiber

positioning and reflection facets for optical beams (Figure 2). The micromirror becomes the only non-

integrated part. The substrate is 2 cm × 2 cm silicon material. The third version is under Advanced Research

Projects Agency (ARPA) contract to integrate micromirrors on the substrate. In the "off" state, we use a

large asymmetrical micromirror to block the beam path that is parallel to the surface (Figure 3).
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Figure 1. Optical table version of micromirror-based fiber-optic crossbar switch.
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Figure 3. Fully integrated fiber-optic crossbar switches
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HI. FLEXURE.BEAM MICROMIRROR DEVICES AND APPLICATIONS

The basic structure of the flexure-beam micromechanical element that we implement in this research

is shown in Figure 4. The mirror element consists of a square reflecting plate attached at four points to L-

shaped flexure hinges. The hinges are attached to four posts that provide the main mechanical support and

electrical contact for the element. Each post also mechanically supports four hinges that attach to four

different mirrors. The pixel is attracted downward by electrostatic force when it is addressed. The vertical

motion of the mirror changes the length of the optical path at the pixel and hence the phase information.

A long list of applications has been waiting for this device. The best known application for the flex-

ure-beam micromirror device is optical correlation. 13,14 Figure 515 illustrates a joint transform correlator

using two micromirror devices, one as input and one as filter plan, and fold the optical path to use one set

of Fourier lenses.

Another application that uses Fourier transform is the spectrum analyzer.16 Figure 6 shows a spec-

trum analyzer. A receiver converts a serial incoming signal containing a mixture of different frequencies. A

peripheral electronic sample-and-hold circuit maintains the signal at a high enough rate to recognize the

waveform. The discretized analog signal is then loaded on the 2-D micromirror SLM. A Fourier lens

reveals spots at locations associated with the frequencies.

ImageSensor

Figure 4. Perspective view of the flexure-beam DMD element.

Output Correlation Map

Figure 5. DMD optical correlator.
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Optical interconnects using micromirrors and computer-generated holograms (CGHs) 17 will provide

a solution to the bottleneck of massively parallel computing. Figure 7 illustrates the basic concept of the

micromirror/CGH interconnect system. The proposed scheme uses the interference property of coherent

light. Figure 7 shows the basic interconnecron scheme with an example of two processing elements (PEs).

The laser in PE 1 sends a beam to spot "a" on the CGH. The CGH diffracts this beam into three beams that

impinge on the IC plane: one is sent to the SLM and reflected to spot "b" in the CGH plane; two others, al

and a2, are sent to detectors 1 and 2, respectively. The CGH is constructed so that there is no phase change

in al, a2, and bl and a 180-degree phase change in b2. If the SLM does not modulate the phase of the beam

reflected to "b", the beams interfere constructively at detector 1 and destructively at detector 2. If the SLM

modulates the phase on the beam reflected to "b" by 180 degrees, destructive interference occurs now at

detector 1, and detector 2 receives the signal associated with constructive interference. If we expand com-

munication to a network of four PEs, we need two SLMs in each PE. There are a total of four different

combinations to select the optical paths with two modulators. The number of SLMs, M, needed for inter-

connecting N PEs is:

M = 2- (-_/-N - 1)

For 64 processors, each PE needs 14 SLMs.

a b

Laser SLM Detector Detector
1 2

5209P

Figure 7. A basic concept of interconnection between two Pes.

Using phase modulators in beam forming and beam steering is an emerging field that is garnering

attention. 18 Figure 8 demonstrates a method using phase modulated micromirrors to produce necessary

beam shape and direction. Also, the phase modulator can be used in a holographic data storage system as a

phase-encoded reference beam. 19

Figure 9 illustrates the scheme of writing to and reading from a photorefractive medium. The input

data beam interferes with the phase-encoded beam and is recorded at one plane of the photorefractive

material. By adjusting the optics, another array of data can be stored at another plane. Using an array of the

photorefractive fibers, we can expect a storage density up to 1013 bit cm -3.
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IV. MEMBRANE DEVICES FOR INTEGRATED OPTIC APPLICATIONS

Photonic ON/OFF and routing switches can be made using alterations of the modal effective index

caused by changing the cladding on a dielectric waveguide. Drumhead-like aluminum membranes are

formed suspended over passive waveguides. The membranes are electrostatically pulled into contact with

the waveguides, with operating times of tens to hundreds of microseconds. A routing switch can be made

using the change in the real part of the modal index, as shown schematically in Figure 10. A directional

coupler is fabricated in the waveguide layer to have a coupling ratio of unity; i.e., all the light is coupled

from the input to the "cross" channel when the membrane is undeflected. Another way of saying this is that

the air-clad directional coupler is made exactly one coupling length long. When a membrane is pulled into

contact with the cross-channel waveguide, the effective index of that channel changes so as to destroy the

synchronism of the coupler. If the index change is sufficiently large, negligible cross-coupling occurs, and

all the light remains in the "bar" output channel. Although the synchronism could be altered sufficiently to

cause switching by deflecting a membrane over either of the coupled guides, it is preferable to pull the

cross-channel membrane down so that any losses caused by the absorption of the metal film will occur in



the cross channel, thus enhancing the crosstalk performance in the bar state. A simple 2-D beam propaga-

tion method (BPM) model has shown that complete switching is obtained for the index changes available

in this system, even with an air gap of 0.1 prn under the membrane.

Figure 11 shows the membrane Mach-Zehnder interferometer optical switch. It consists of two 3 dB

couplers connected by two equal-length straight waveguides. An aluminum membrane suspended a few

micrometers above one of the two interferometer arms acts as a phase shifter. The input optical light is

divided into two equal components by the first 3 dB coupler. One of the two components is then modulated

in phase by the effect of an aluminum membrane. With the membrane up, the two wave components

experience an identical phase shift; the optical power crosses over and leaves through the "cross" output

channel. As the metal membrane is electrostatically pulled into contact with one of the two arms of the

interferometer, the effective refractive index of the guided mode in that arm changes. If the index change is

sufficiently large to introduce a _: phase shift difference between the two wave components, all the optical

power will go straight across, emerging from the "bar" output channel.
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Figure 10. Routing switch based on a directional coupler. (a) Membrane undeflected: output directed

to cross channel by the directional coupler; (b) Membrane deflected to touch cross channel:

coupler unbalanced, light remains in the bar channel.
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Figure 11. Metal membrane optical switch based on a Mach-Zehnder interferometer: (a) membrane up,

(b) membrane down. Membrane may be placed over either channel in the center region of the switch.



V. DRUMHEAD DEVICE FOR RFAPPLICATIONS

The first micromechanical switch was introduced in 1979. 20 However, micromechanical switches

were not intensively considered for system applications until the early 1990s. 21-24 Surface micromachin-

ing and batch process technology became more mature and cost-effective, which made the device more

attractive. TI investigated intensively in the early 1990s also, and obtained encouraging results. 24 Our

switching elements are all based on the same metal membrane material as TI's micromirrors. The mem-

branes are actuated by dc potentials to make or break the path of RF or microwave signals. By selecting

proper materials and dimensions for the membrane and electrodes, the switches can be used to switch the

signals at reasonable switching voltages.

From a functional point of view, the micromachined switches can be divided into resistive and capaci-

tive switches (Figure 12). Our resistive switch yielded 1.5 to 2.5 ohms of dc resistance. For our long-term

goals, capacitive switches are simpler and use lower voltage and power for switching because they do not

need to recess the actuating electrodes, and a larger percentage of voltage and power for electrostatic

actuation. The first capacitive switch (Figure 13) shows switching action in capacitive RF reflection mea-

surement.

The compatibility of membrane switch construction with silicon CMOS processing makes this RF

switch an attractive candidate for microwave integration with other passive RF devices. Low-cost micro-

wave phase shifters can be fabricated using this technology and incorporated on the same substrate with

other active or passive components.

Resistive Switch Capacitive Switch
(a) (b)

Figure 12. Cross-sectional view of (a) resistive RF switch and (b) capacitive RF switch.
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Figure 13. (a) Drumhead capacitive switch at down ("on") state and up ("off") state.

(b) Result of the capacitance change versus actuation voltages.



VI. COMPUTER-AIDED DESIGN

Fabrication equipment and processes are very expensive. To minimize trial-and-error or major mis-

takes, computer-aided design (CAD) tools have been widely used in many industries (e.g., SPICE and

SUPREM for semiconductors and ABAQUS for mechanical design). Micromachining is in its infancy, but

demands for understanding of electromechanical and magnetomechanical micromechanisms are growing

rapidly. Simulation tools were developed at different institutes based on specialized needs. For general-

purpose micromachining, MIT's MEMCAD 25 and the University of Michigan's CAEMEMS 26 are the best

known CAD tools. TI became one of the first two industrial beta sites 27 for MIT's MEMCAD. TI also

worked closely with MIT to design test structures to characterize and monitor material properties such as

Young's modulus, stress, and Poisson ratio. These parameters can then be used in both micromechanical

simulation and process control monitoring. (We have obtained some preliminary results but they are incon-

clusive.) Design and process revision are under development. Figure 14 shows the MEMCAD is capable of

taking a layout directly and converting it into a mechanical structure through process description file.

MEMCAD can then mesh the structure and use finite element methods to simulate mechanical behavior of

the device.

i_ ;__ ii�,,

_\ /l'l

(a) (b)

Figure 14. (a) 3-D graphical structure of a flexure-beam micromirror converted from layout and process description
file. (b) Finite element method and electromechanical simulation of the micromirror in MEMCAD.

VII. SUMMARY

T[ has developed IC process compatible micromechanical devices for more than 15 years. Some

devices were successfully transferred to productization, while many opportunities remain to be explored.

We covered in this paper: (1) the development of high-performance fiber-optic crossbar switches from

optical table version to integrated packaging version; (2) new flexure-beam micromirror phase modulators

and applications for image processing, optical interconnect, beam forming, and holographic data storage;

(3) membrane devices for integrated-optic application by using the contact of membrane to the waveguide

to change the effective refractive index; (4) RF switch as the only electrical application that can impact the

telecommunication technology through its favorable performance and cost effectiveness; and (5) collabo-

ration with MIT to boost our simulation capability using MEMCAD. We expect the micromirror/membrane

technology to be an important technology in the 21st century. Opportunity and applications are waiting for

development.
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In the near future, software systems will be more reconfigurable than hardware. This

will be possible through the advent of software component technologies, which have

been prototyped in universities and research labs. In this paper, we outline the founda-

tions for these technologies and suggest how they might impact software for space

applications.

1 Introduction

Software component technologies will fundamentally change the way complex and customized soft-

ware systems will be designed, developed, and maintained. Well-understood domains of software (e.g.,

avionics software, communication networks, operating systems, etc.) will be standardized as libraries

of plug-compatible and interoperable components. A software system in these domains (e.g., a particu-

lar avionics system, a particular operating system, etc.) will be specified as a composition of compo-

nents. High-performance source code that implements these systems will be generated automatically.

Application developers will purchase component libraries for the domains of interest, and will config-

ure components to build the target systems/platforms that their applications need. The evolution of soft-

ware, once a formidable problem, is radically simplified: an updated version of a system is defined as a

composition of components and its software is generated automatically. It is in this manner that future

software engineers will leverage off of existing componentry to "mass produce" complex and custom-

ized software quickly and cheaply.

For this vision to become a reality requires basic changes in the way we understand and write software.

First and foremost, a software component technology requires us to address the following:

• encapsulation - what should a building block (i.e., component) of software systems encapsulate?

• composition - what does composition mean?

• paradigm - what model of programming supports software component technologies?

• scalability - how can large families of systems be expressed by a small number of components?

• verification - how can one verify that a composition of components is consistent and implements

the specifications of the target system?

Answers to these questions lie at the confluence of a number of independent research areas: transforma-

tion systems, object-oriented programming, parameterizing programming, domain-specific compiler

optimizations, and domain modeling and the design of reusable software. Research on software system

generators lies at the heart of this intersection, where specific and practical answers to these questions
have been found.



2 A Paradigm Shift

The evolution of customized software is the bane of most projects: it is difficult to achieve and is hor-

rendously costly. There is always the need to develop new variants of existing systems, each variant/

version offers new features that are specific to the class of applications that are to be supported. But

often the effort needed to make even minor changes to a system is far out of proportion to the changes

themselves [Par79].

The problem is that source code is the most detailed and concrete realization of a software design. The

most critical changes (and hence the most important evolutionary changes) to a software system are

modifications to its design. Minimal design changes often require major software rewrites. Rather than

maintaining and evolving source code, an alternative is to maintain and evolve the design and to gener-

ate the corresponding source code automatically. This is the concept of design maintenance [Bax92].

Design maintenance asserts that the designs of software systems are quantized; there are primitive com-

ponents of software design in every domain. A component encapsulates a domain-specific capability

that software systems of that domain can exhibit. The design of a software system is therefore

expressed as a composition of components, where a composition defines the set of capabilities that a

target system is to have. Furthermore, the evolution of a system's design occurs in quantum steps and

these steps correspond to the addition or removal of domain-specific capabilities (i.e., components)

from the target system.

Design maintenance has two important implications. First, conventional methods of software design

must change because they view software systems as one-of-a-kind products. Reusing previous designs

or source code is largely an ad hoc and fortuitous activity. Design maintenance, in contrast, requires the

identification of primitive components of design for a large family (or domain) of software. A primitive

component, by definition, is reusable because it is used in the design of many family members. Domain

modeling is the name given to software design methodologies that identify primitive components of

software designs for a specific domain [Pri91, Gom94, Bat95a].

A second implication is that a primitive component of software design need not correspond to a primi-

tive code module or package in a generated system. In general, the introduction of a component to a

system's design might require incremental modifications to many parts (e.g., object-oriented classes) of

a system's software. Furthermore, the modifications that a component makes to the source code of one

system might be different than that made to another; such differences arise because certain domain-spe-

cific optimizations could be applied to one system, but not in the other. Thus a component must encap-

sulate more than just algorithms: it must also encapsulate reflective computations, i.e., domain-specific

decisions about when to use a particular algorithm and/or when to apply a domain-specific optimiza-

tion. For most domains, reflective computations are critical for generating efficient code [Bat93].

What programming paradigm supports such componentry? The rallying cry of object-orientation is that

"everything is an object". Object-oriented design methodologies and programming languages are

indeed powerful, but they are insufficient for software components. A programming paradigm that has

been found to encompass object-orientation, in addition to providing the generality needed, is that of

program transformation systems. The rallying cry of transformation systems is "everything is a trans-

formation", or more specifically a forward refinement program transformation (FRPT). The connection

between components and FRPTs is direct: an FRPT elaborates a high-level program by introducing

details (e.g., source code) that efficiently implement a domain-specific capability. Such elaborations can

occur in many parts (e.g., classes) of a system's software. Moreover, an inherent part of an FRPT is the

ability to perform reflective computations, so that only the most efficient algorithms are generated.

Composing components is equivalent to composing transformations [Bax92, Bat92].



Thekey ingredientthat enablescomponentsto be composed is due to a disciplined design that stan-

dardizes the abstractions (and their programming language interfaces) of a domain. Simply put, domain

modeling ensures that components are designed to be interoperable, interchangeable, and plug-compat-

ible and thus can be used as software building blocks; components with ad hoc interfaces that are not

interoperable, interchangeable, and plug-compatible are not building blocks.

Among the benefits of software componentry is that few components are actually needed to assemble

large families of systems. We expect most domain-specific libraries to have a few hundred components,

where domain experts can easily identify components to be used (without requiring elaborate library

classification and searching methods). Another benefit of software componentry is that there are simple

algorithms to determine automatically if a composition of components is consistent and that it imple-

ments the specifications of a target system. While demonstrating consistency falls short of formal veri-

fication, it is an major step forward in making software system generation practical [Per89, Bat95b].

Software component technologies and generator technologies have been developed for the domains of

avionics, database systems, file systems, network protocols, and data structures. Related composition/

encapsulation technologies in software architectures are [Gor91, Per92, Gar93]. Readers who are inter-

ested in the technical details of these discussions are urged to consult the cited references.

3 Relevance to Software Development for Space Applications

In the following, I address the community of software developers for space applications. However, I

admit that there is very little in my comments that are specific to space applications; the problems that I

address and the benefits that can be reaped are applicable to software in general.

The main obstacles I foresee in the promulgation of software component technologies and software

system generators are not technical in nature. To be sure, there are plenty of difficult technical problems

ahead, but I am confident that these problems are solvable. My intuition for this not-very-bold state-

ment is that domain modeling takes a retrospective view of software systems that have been built. Thus,

solutions to thorny design problems have already been devised in a multiplicity of contexts. The activi-

ties of domain modeling - the basis of software component technologies - are to show how these spe-

cific solutions fit into a more general (i.e., building blocks) context. It is not the case that entirely new

solutions to domain-specific problems (e.g., space applications) must be invented for software compo-

nent technologies to work. Very little "invention" of new algorithms, etc. is needed. Hence my opti-
mism.

The real challenge will be the acceptance of software component technologies by the space application

community. The primary obstacle is that programmers and system designers are reluctant to change the

way they understand and view problems in software. More specifically, this is the "not-invented-here"

syndrome. If software componentry for space applications were invented in-house, it would have a

much greater chance of being used. But even in-house development would be a major step from con-

ventional approaches.

The reluctance to change has its consequences: researchers will be encouraged to seek a "silver bullet"

that will miraculously solve intractable problems that have been brought on by traditional and estab-

lished methods of software production. The difficulties of software evolution; the infeasibility of imple-

menting competing, possibly radically different, designs for evaluation; the inexpensive development

of product families are examples. Experience has shown that enough (minimal) progress and enough

clever ideas will be demonstrated by researchers to keep the "silver bullet" hopes of software managers

alive for years to come. However, I am skeptical that incremental progress will ever lead to a satisfac-



tory andeconomicalsolution.To addressthemajorproblemsof softwaredevelopmenttodaywill ulti-
matelyrequireaparadigmshift.

Paradigmshiftsoccurwhenthereis ageneralperceptionthatmajor benefitswill ensue.Theshift from
structuredprogrammingandC-likeprogramminglanguagesto object-orienteddesignmethodsandpro-
gramminglanguagesis beingpavedby a wide spectrumof realizedbenefitsandgoodsalesmanshipof
object-orientation.Thesamewill beneededfor softwarecomponenttechnologies.Thebenefitsof com-
ponentryarereal andsubstantial,butarenot yet that well understoodor appreciated.Not surprisingly,
numberof advocatesfor softwarecomponentryneedsto beenlarged.

Despitemy enthusiasmfor softwarecomponentry,I don'tbelievesoftwarecomponenttechnologiesare
silver bullets.Thesetechnologiesdonotsolveproblems,butonly simplify someproblems(e.g.,evolu-
tion). For example,thereare thereare many performance-relatedparametersin avionicssoftware
whosevaluesmustbedeterminedthroughextensivetestingandsimulation.Avionicssourcecodewith
suchperformance-relatedparametersis typically easyto generate.However,how onedeterminesthe
valuesto beassignedto theseparameters(e.g.,aircraft-specificparameters)doesnot seemto befully
automatable,andthetried-and-trueprocessesof testingandsimulationstill needto beperformed.Thus,
manyof theexistingactivitiesof softwaredevelopmentwill still remain.

Anotherpoint to bemadeis thatmost"new" systemsalwaysincludenewandunprecedentedfunction-
ality. It hasbeenestimatedthatupwardsof 80%of a "new" systemcanbebuilt from availablecompo-
nents.Thismeansthat20%of the"new" systemwill needto beadded.While a factorof fivereduction
in theamountof softwaretobewritten is asubstantialsavings,softwaredevelopmentwill certainlynot
cease.

But therewill alsobeuniqueopportunitiesthat softwarecomponenttechnologiesprovide that would
otherwisebe difficult or impractical.For example,synthesisfrom specificationsmakesit feasibleto
evaluateradically different softwaredesigns.As anotherexample,self-tuningandself-reorganizing
softwareis possible:componentscanbeaddedto systemsto monitortheir performance.Periodically,
thesystemcanreconfigureitself automatically,basedonknown usagepatterns,to enhanceits perfor-
mance.

In conclusion,if softwareevolution,thecost-effectivecreationof productfamilies,theneedto experi-
mentandretrofitsystemdesigns,andimprovingprogrammerproductivityarecritical to futuresoftware
for spaceapplications,thenthedesignandusesoftwarecomponenttechnologiesshouldbemadea top
priority.
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INTRODUCTION

Recent years have seen important advances in our software engineering capabilities.

As a result we are now in a more stable environment than in the recent past. De facto hard-

ware and software standards are emerging. Work on software architectures and design pat-

terns [GS95,GHJV95] signals a consensus on the importance of early system-level design

decisions, and agreement on the uses of certain paradigmatic software structures. We rec-

ognize the non-existence of simple solutions to complex software development problems.

We now routinely build systems that would have been risky or infeasible a few years ago,

Unfortunately, technological developments threaten to destabilize software design

again. Systems designed around novel computing and peripheral devices will spark ambi-

tious new projects that will stress current software design and engineering capabilities.

Micro-electro mechanical systems (MEMS) and related technologies provide the physical

basis for new systems with the potential to produce this kind of destabilizing effect. Soft-

ware will, with high probability; be the "pacing," high-risk item for many such systems.

One important response to anticipated software engineering and design difficulties is

carefully directed engineering-scientific research. Although no single advance in software

engineering will suffice for fast cycle time production of dependable software for future

systems, the coordinated application of results from several lines of research should be of

substantial value. Recent research has identified promising lines of attack on key prob-

lems. Two specific problems meriting substantial research attention are the following:

• We still lack sufficient means to build software systems by generating, extending,

specializing, and integrating large-scale reusable components.

• We lack adequate computational and analytic tools to extend and aid engineers in

maintaining intellectual control over complex software designs.
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DISCLAIMER

In this paper I elaborate on the claim that advances in MEMS and related technologies

will destabilize software design. I offer practical advice on how to deal with the problem.

And I discuss research at the University of Virginia that is relevant to the above problem

formulations.

My research does not address MEMS per se. I am not expert in the area. The positions

in this paper are informed opinion. It is impossible even for experts to predict the future

impacts of given technological developments, and it is far too easy to be way too optimis-

tic or pessimistic. This position paper is thus an exploration of ideas, not a wager on future
outcomes.

While not an expert, I do work in a context in which MEMS is an emerging issue. My

research falls within, the scope of an end-to-end systems research program joint between

the electrical engineering and computer science departments. In the next phase of this pro-

gram, we will target MEMS applications. Work to date has been at the device level: We

are designing a sensor to detect chlorine ions to help address the problem of corrosion of

the rebar in concrete bridges. The devices will be placed in the concrete. When readings

exceed a threshold, electricity will be applied to drive off the chlorine.

RESEARCH OVERVIEW

As this simple device and related devices begin to mature, design and implementation

of software to manage them will become a more important issue. As I discuss below, rapid

advances in devices will require new work in software engineering. At present, proposed

devices are quite limited. The devices we are proposing have a sensor, simple CPU, small

memory, and small antenna: hardly a challenge to the best software engineers. These sim-

ple devices will be good for initial, small-scale software engineering research for MEMS.

As we scale up the complexity of systems based on new technologies, it will be critical

to address the difficult software engineering issues already holding us back in the most

demanding current efforts (e.g., advanced, space-based telecommunications systems). We

will shortly require major improvements in both software development throughput (pro-

ductivity), latency (cycle time in response to new requirements), and dependability.

My current work comprises a number of promising attacks on these problems. My pri-

mary focus has been on the integration of independent components into systems

[Su192,Su194]. Recent variants focus on integration of large-scale components, including,

commercial off-the-shelf components [Su195a]. Productivity and dependability demand the

reuse of certified, large-scale components;dependability and flexibility demand advanced

integration techniques. In the tools area, I focus on the need for rapid development of cus-

tom, high-confidence computational and analytic tools. Such tools are needed to aid engi-

neers in obtaining and maintaining intellectual control over complex software systems

[Su195b]. Advances in the two broad areas of component-based development and tools

promise to significantly benefit future system development projects.
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TECHNOLOGICAL DISCONTINUITIES DEMAND RESEARCH

Technological discontinuities demand engineering research. If the technological situa-

tion changes by an order of magnitude, you have a whole new set of research problems

[Wulf95]. Old solutions to known problems have to be rethought. New problems emerge.

Yet, while order-of-magnitude change is costly, it also presents enormous opportunities.

Petroski presents the pencil as a paradigm of technological discontinuity [P89). In

1793, unavailability of English graphite due to the onset of war forced Continental pencil

manufacturers to engage in engineering research and development to find alternative ways

of making pencil leads [P89]. The French Minister of War, Carnot, commissioned Nico-

las-Jacques Conte to develop alternatives. Taking a "deliberately innovative" approach

that united "the scientific method.., with experience and with the tools and products of

craftsmen," Conte developed the modern ceramic method for making pencil leads.

Two hundred years later, the computer revolution--a six-orders-of-magnitude

improvement in computing machines over thirty years, produced in large part by "the

transformation of computer manufacture from an assembly industry into a process indus-

try [B95]"--drove the need for a significant new engineering research program. As Dijk-

stra noted, "as long as there were no machines, programming was no problem at all; when

we had a few weak computers, programming became a mild problem, and now we have

gigantic computers, programming has become an equally gigantic problem [D72]." Soft-

ware design ambitions scale with device capabilities; but software design abilities do not!

The resulting "software crisis," was characterized by many costly engineering failures.

As in 1793, so in 1968 the need was countered by an aggressive engineering research pro-

gram: The NATO Science committee established software engineering as a discipline.

Problems with large systems are still a serious concern [G94], but research has produced

made much progress toward understanding software system design in the small and large.

Do MEMS BETOKEN A NEW DISCONTINUITY?

The question I ponder in which paper is this: Do MEMS devices betoken a similar

technological discontinuity--one that will destabilize software design? Will ambitious

future systems based on MEMS and related technologies exceed our software engineering

capabilities? If so, what is the proper response?

A case for an affirmative answer includes several points. First, MEMS interact with

the physical world, requiring complex real-time behaviors; should MEMS become com-

mon, they will raise the average complexity of programs to be designed, increasing

demands for scarce good software designers. Second, MEMS do seem destined to become

both more common and much more complex, for the same reasons that computers became

common and complex: transformation of manufacture from an assembly industry to a pro-

cess industry. Third, the ability to produce MEMS at low price and in high volumes will

encourage the design of systems incorporating many complex devices. This--in the area

of large, distributed systems--is where real software engineering difficulties will begin.
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The title of this position paper suggests "Denver Airports on a Chip" as a metaphor for

the difficulty of programming advanced future systems. As a paradigm of failure owing to

software difficulties, one can do little better than the Denver Airport baggage system. That

system provides a complexity baseline for assessing potential future software difficulties.

The key problem at Denver was the difficulty of programming a "central nervous sys-

tem of some 100 computers networked to one another and to 5,000 electric eyes, 400 radio

receivers and 56 bar code scanners [G94]." Theambitiousness of the concept outstripped

the software engineering capabilities of the developers. My point is not to criticize the

developers but to pose the question, how do applications now being envisioned compare

to Denver; can we use a comparison of physical characteristics (numbers and kinds of

devices and interconnects) as a rough way to gauge potential difficulties?

At least some of the applications now being discussed appear to match or surpass

"Denver" in complexity. A great deal of the complexity of ambitious future systems will

be in the software; and if miniaturization succeeds, we're going to have many more such

systems. As a case study in failure due to software engineering difficulties, Denver Airport

is invaluable to future system designers: The key is to avert software engineering failures.

SOFTWARE ENGINEERING RESEARCH FOR MEMS

How can the risk of software engineering failure be managed? The most important

point is to recognize that software engineering difficulties are a top risk, and probably the

top risk, facing advanced technology projects. These risks must be managed aggressively.

A two-pronged approach is needed. First, use best current practices. Take an iterative

approach to risk management in which you continually reevaluate risks and address the

most serious ones first [Boehm76]. Understand that good management is essential. Hire

great software designers [B95]. Recognize there is no silver bullet: No single technique or

advance will radically simplify the software problem. Second, understand that we still

haven't resolved certain key foundational software engineering research issues (e.g., how

to build systems from large-scale reusable components). Progress in these research areas

(properly employed) will contribute significantly to success.

Fortunately, in my view, past software engineering research has laid the foundations

for new syntheses that will help us to meet the demands for software for future systems with

increasing confidence. In the rest of this paper, I discuss my research in two areas. The first

attack--building software systems by integrating independent, large-scale components--

targets the problem of throughput, latency, cost in development, and dependability in the

resulting product. The second attack--rapid development of high-confidence analytic and

computational software engineering tools--targets the need to help engineers to extend and

maintain intellectual control over complex software designs.

Component-based software development

Building software by integrating independent components is critical for at least three

reasons. First, it achieves a separation of concerns essential for both intellectual and

managerial control of complex systems. Second, it amortizes development costs to the
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extentthatcomponentsarereused.Third, in somesenseit permitsonetomeettheneedfor
exponentialdemandsfor softwareby combiningasmallnumberof partsin differentways.

Manycomponent-basedapproacheshavebeendevisedandused,e.g.,procedures,
pipesandfilters, andobjects.Structuredprogrammingdoesnot support composition of

large-scale components---e.g., commercial off-the-shelf (COTS) application-sized parts.

Unix Pipes-and-filters are inadequate for interactive systems. Classical object-oriented

approaches do not support very well the integration of visible, stand-alone objects [Sul94].

I explore relevant engineering issues in the context of a specific design approach,

called the mediator method [Su194]. In this method, requirements are mapped to an

architecture called a behavioral entity-relationship (ER) model. The nodes in such a model

represent independent, visible behaviors; the edges represent behavioral relationships--

potentially complex ways in which the behavioral components are required to interact. The

next step is to map the behavioral ER model onto a set of components--such as C++ objects

or COTS applications--in a way that preserves the structure of the model. Components that

implement behaviors are independent and visible; while separate components (called

mediators) implement the behavioral relationships.

This approach embodies a view of both the static structure of an integrated system

and the way that it evolves. In particular, this design approach is intended to provide an

unusual degree of flexibility in composing and evolving integrated systems, overcoming a

serious problem with common design methods: that they throw integration and evolution

into conflict. The architectural model accommodates evolution by the addition, change and

deletion of behaviors and behavioral relationships: one adds, changes, or deletes nodes and

edges in the behavioral ER model, with corresponding changes to the implementation. One

integrates a new component into a system, for example, by adding the component as an

independent part, then adding new mediators to make it work with the existing parts. The

existing parts don't have to change to work with the new one. The mediators take care of

integration separately from the parts being integrated.

Results to date are encouraging. We have used the approach to develope a radiation

treatment planning system for cancer patients [Su195c] now in clinical use at several large

research hospitals. The components--Common Lisp objects--model anatomy, radiation

fields, graphical views, etc. The mediators integrate the component so that, for example, a

change to a view results in a corresponding change the anatomical model. The approach

was key to producing Prism on a modest budget--about eight person years [Su195c].

I am now exploring the mediator integration of COTS components in a case study

involving the design of a commercial-grade fault-tree analysis tool supporting a novel

analysis techniques developed by my colleague Joanne Dugan. Components include Visio

for drawing, Microsoft Access for storing and generating reports on fault trees, and other

large-scale components. The mediators are in Visual Basic. I developed a prototype in

about a week, and am now building a complete system. Delegating the interface and

bookkeeping functions to volume-priced components will permit us to deliver, for a cost of

under $1000, a serious new computational tool in a rich package comprising multiple

millions of lines of code. This work is shedding much light on component integration

issues.
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While the applicability of the detailed mediator work to MEMS applications is not

clear, the basic insights and component-integration structures will certainly be valuable. I

am continuing research on component integration, pursuing topics including the following:

• identification of useful components and component types,

• techniques for specifying and implementing large-scale reusable components, and

for specifying and implementing interconnection structures to integrate them [2,3],

a discipline of programming with large-scale components, i.e., techniques for map-

pings application concepts onto integrated sets of components [5], and for charac-

terizing the engineering tradeoffs involved in making the mapping decisions often

required by shortcomings in components and integration mechanisms, and

• techniques for integrating components in the context of the heterogenous hardware

environments of future systems, at the applications and operating systems levels.

Computational and analytic software engineering tools

Intellectual control is the cornerstone of dependability. This was true in Denver, and

it will be true for future systems. Engineers have for centuries used computational and

analytic tools to extend their understanding of complex structures. In the absence of such

tools, the best choice may be not to build at all. Stephenson decided to employ a tubular

bridge instead of a suspension bridge to span the Menai straights because he lacked the

tools needed to understand why suspension bridges had failed in the past. His tubular

design was an environmental, economic, and aesthetic failure; but he showed excellent

engineering judgement by not trying to build a critical system beyond his intellectual reach

[Sul195b].

In the future we will increasingly be asked to handle systems that stretch or exceed

our intellectual abilities. The need is acute for tools to extend the intellect to help us assure

the dependability of future systems.

Current tools exhibit at least two problems. First, it is too difficult to develop custom

tools to answer specific but often fairly simple questions about software. Secood, it is hard

to validly interpret the outputs of many analysis tools. The latter fact is not as appreciated

as it ought to be.

In a recent empirical study [MNL95], Murphy, Notkin and Lan report on significant

divergences in the outputs of tools that compute static call graphs from C programs. Not

only are the outputs different, but there is little or no indication that they should be; the

input-output specifications are not clearly spelled out; and it is hard to infer or deduce what

the specifications are. In the absence of such information, it is hard for the engineer to have

much confidence in decisions made on the basis of tool results. That is, the tools give an

impression of intellectual control, but they don't give real intellectual control---dangerous.
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Figure1depictsasimple,prototypeframeworkfor therapiddevelopmentof custom
programanalysistools.The"probe"is acommercialcompilerfront endplusanabstract
"visitor class"in C++. Specializingthevisitorenablesextractionof selectedinformation
from thefront end-generatedintermediaterepresentation(asindicatedin theFigureby
specializationsfor extractionof the includeshierarchy,call graphs,andglobalvariable
uses).Thefront end,ownedby theEdisonDesignGroup[EDG95],canbeconfiguredto
parsemanyimportantvariantsof C andC++, andis highly optimized.

I typically definevisitor subclassesto formatandoutputPrologfacts[CM94] about
theprogramtobeanalyzed---e.g.,whetherthereisacall fromprocedureP toQ.Theoutput
is pipedto theEuropeanCommunityResearchCentre'sCommonLogic Programming
System[E95].This Prologsystemincludesatransactionalrelationaldatabaseusefulfor
storinglargedatabasesof facts;andit supportslogicprogramming-basedinference.After
massagingthedataproducedbytheprobe,Eclipseconstructsa"dot" program,which it
thenpipesto the"dot" program."Dot" is a sophisticated,programmablegraphlayout
systemdevelopedat ATT. Theframeworksupportsrapidgenerationof simple,custom
analysisandstructurevisualizationtools.

Instantiatingtheframeworkwith lessthan 100linesof C++ codeanda few lines of
Prologenabledmeto implementastaticcall graphextractionprogram.In contrastto cur-
rentprograms(whoseoutputsdiffer substantially and whose precise input-output specifi-

cations are unclear), my program realizes the following simple specification:

• if there is an arc in the extracted call graph from a node P to a node Q then there is

a call instruction in procedure P with target procedure Q, and that if that instruction

is executed there will be a runtime call from P to Q, and

• if there is no arc in the graph from P to Q then there is no possibility of a runtime

call from P to Q, unless P is annotated to indicate that P contains indirect calls

through pointers, in which case further (possibly manual) investigation is needed.

The function is not complex, and indeed it is simpler than the function of more sophis-

ticated tools that perform more complex semantic analysis to refine the call graph. But no

matter how sophisticated, if the engineer doesn't really understand how to interpret the

tool output, the sophistication is not very useful. The key, of course, is not this particular

tool or its component parts, but in the ability to rapidly generate families of customized

tools to answer a range of questions about industrial systems. As I take this relatively new

research forward, I am particularly emphasizing the following objectives:

A A

Fig. 1. - Architecture of the Tool Framework.
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To develop probes to gather signals from software systems (measurements, both

static and dynamic), much as oscilloscope probes sample signals in electrical cir-

cuits. An example is a probe that extracts static call graphs from programs.

To develop analysis and presentation facilities to prepare and display information

derived from the captured signals. For example, I use a Prolog inference engine to

draw conclusions from the raw outputs produced by probes.

• To develop architectural approaches that support rapid construction and operation

of customized tools through integration of large-scale reusable components.

• To elaborate on the concepts of evaluatability of tool results as a key quality crite-

rion, and of actual evaluation of tool results as a key responsibility of an engineer.

Again, the direct applicability of the specific work to MEMS-based applications is not

clear. The point is that the computational and analytic tool situation for software engineer-

ing in general is woefully inadequate. The consequence is unnecessary limitation of our

intellectual control over complex (or even just plain large) systems. Research and devel-

opment in this area are important as we move into a domain of very ambitious projects.

CONCLUSION

Technology advances in both evolutionary and revolutionary ways. Most change is

evolutionary, and the impacts of change are often less dramatic than predicted. Neverthe-

less, rapid advances can revolutionize the circumstances in which design is done, often

requiring significant, new engineering research and development activities. The develop-

ment of MEMS devices and related technologies seem likely to do this by sparking ambi-

tious application concepts that will stress our software engineering capabilities. Best

practices can help; but inadequacies in the foundations of software engineering demand

that we also engage in aggressive software engineering research as a major part of our

strategy to manage considerable software-related risks. The good news is that the basis for

substantial progress has been laid by past research. The potential for technological change

to catalyze major advances in software engineering is quite exciting.

The French had understood the risk of depletion of English graphite for many years

before the war finally and quickly shut off the strategic material. Crisis finally prompted

decisive research. We can anticipate and brace for the problems likely to be produced by

new MEMS technologies, while ensuring that resources are not wasted on problems that

don't materialize, with significant investments in software engineering research directed

at relevant foundational issues. Mechanisms should be established to assure appropriation

of the benefits of such research. Carefully directed investment in emerging MEMS-spe-

cific software engineering research issues is also warranted.

I have discussed my research in two areas: component-based software development

(attacking cost, dependability, throughput and latency); and rapid construction of compu-

tational and analytic tools (attacking intellectual control). The technological change

underlying this work---carefully developed, validated, and implemented, and thoughtfully

combined with related research results--will help to avert "Denver Airports on a Chip."
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AIAA spacecraft GN&C interface standards initiative: Overview

A. Dorian Challoner

AlAA Committee on Standards for Guidance, Navigation and Control
)

The American Institute of Aeronautics and Astronautics (AIAA) has undertaken an important
standards initiative in the area of spacecraft Guidance, Navigation and Control (GN&C) subsystem
interfaces. The central objective of this effort is to establish standards that will promote interchange-
ability of major GN&C components, thus enabling substantially lower spacecraft development costs.
Although initiated by developers of conventional spacecraft GN&C, it is anticipated that interface
standards will also be of value in reducing the development costs of microengineered spacecraft. The
standardization targets are specifically limited to interfaces only, including information (i.e., data and
signal), power, mechanical, thermal, and environmental interfaces between various GN&C compo-
nents and between GN&C subsystems and other subsystems. The current emphasis is on information
interfaces between various hardware elements (e.g., between star trackers and flight computers). The
poster presentation will briefly describe the program, including the mechanics and schedule, and will
publicize the technical products as they exist at the time of the conference. In particular, the rationale
for the adoption of the AS 1773 fiber-optic serial data bus and the status of data interface standards at
the application layer will be presented.

/,

Poster not available at time of publication.
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Abstract

CEBAF has developed a comprehensive conceptual design of an industrial user facility based on
a kilowatt UV (160-1000 nm) and IR (2-25 micron) free electron laser (FEL) driven by a
recirculating, energy-recovering 200 MeV superconducting radio-frequency (SR.F) accelerator.

FEL userswCEBAF's partners in the Laser Processing Consortium, including AT&T, DuPont,
IBM, Northrop Grumman, 3M, and Xerox--are developing applications such as metal, ceramic
and electronic material microfabrication, and polymer and metal surface processing, with the

overall effort leading to later scale-up to industrial systems at 50--100 kW. Representative
applications are described. The proposed high-average-power FEL overcomes limitations of
conventional laser sources in available power, cost-effectiveness, tunability and pulse structure.

Introduction

The Laser Processing Consortium--a collaboration involving nine U.S. corporations and
companies, seven research universities, and a Department of Energy accelerator laboratory

(CEBAF)---is planning to take the first of two steps in developing a profitable, production-scale
capability to use laser light for high-volume manufacturing processes (1). We propose to
develop a cost-effective, high-average-power free electron laser (FEL) that would deliver light at
wavelengths fully adjustable across the infrared (IR), ultraviolet (UV), and deep ultraviolet
('DUV) portions of the spectrum. Such an FEL would address multibillion-doIlar markets by
fundamentally improving industry's abilities to

• modify polymer film, fiber, and composite surfaces,
• process metal surfaces and electronic materials,
• micromachine or surface-finish metals, ceramics, semiconductors, and polymers, and
• evaluate materials nondestructively and monitor manufacturing processes.

Laser light offers distinct advantages for the work of manufacturing. Laser light's coherence and
high brightness allow delivery of high power densities onto material substrates. Its
monochromaticity allows precise matching to typical narrow-band absorption. In short pulses, it
can modify surfaces without the counterproductive side effect of bulk heating. Moreover,
environmentally benign laser processing can replace wet-chemistry processing methods that
produce enormous amounts of dilute aqueous waste. For all of these reasons, industry has
become interested in lasers, and in fact is using them widely for cutting and welding. Laser
Processing Consortium industrial members now have substantial commercial interest in seeing
lasers further developed for a wide range of production applications.

1Supported by U.S. DOE Contract #DE-AC05-84ER40150 and the Commonwealth of Virginia.



But conventionallasers suffer limitations in cost, power, and choice of wavelength. Therefore
industry needs a fundamental improvement in laser technology: a laser that can affordably
deliver precisely controlled light at average power levels that are orders of magnitude higher than
now available, and at wavelengths fully selectable across the IR, the UV, and especially the
DUV. An FEL "driven" by electrons from a superconducting radio-frequency (SRF) electron
accelerator can meet these cost and performance requirements (2, 3).

A production-scale manufacturing FEL's driver accelerator is its key subsystem and
technological challenge. Even though FELs have been in development for nearly two decades,
mainly using nonsuperconducting acceleration technologies, FELs currently operating in the U.S.
reach only about 10 W of average power. But superconducting accelerators, in contrast to
pulsed, room-temperature, copper-cavity-based accelerators, permit continuous-wave (CW)
operation, which automatically means high average power in the electron beam. The virtual
absence of ohmic losses in the accelerating structures means vastly superior energy efficiency.
However, even though SRF has matured as a technology in recent years, no high-average-power
SRF-based FELs exist. This consortium believes cost-effective FEL for industrial applications
can be built using a comparatively small, CEBAF-type SRF accelerator.

Therefore we propose a two-phase development program. In Phase 1, capitalizing on existing
infrastructure and expertise within the consortium, we will design, build, and commission at
CEBAF a demonstration-and-development user facility centered on a kilowatt-scale FEL, which
we will operate across the IR, UV, and DUV for

• development, analysis, and ref'mement of commercial applications,
• investigation of opportunities for widening the commercial potential of high-average-

power FELs, and
• demonstration of the key subsystem technologies to allow confident scale-up of SRF-

based FELs to higher-power, lower-cost operation.
The Phase 1 FEL is hereafter called the Demo FEL. In Phase 2, we will scale up from the Demo
FEL and build a 50-100 kW version, a prototype for cost-effective production use at industrial
sites.

Surface Processing and Microfabrication with Light

Most prospective light-based manufacturing will involve modifying materials' surfaces and will
take place in the UV, although applications in the IR will be significant, such as surface
processing at IR wavelengths that match strong absorptions in solid materials and modest
resolution (2-10 pan) micromachining.

In principle, UV light offers an array of opportunities for substantially increasing both the
applications and the commercial value of surface modification. But existing UV sources--
including lamps that provide incoherent light, harmonically converted Nd-doped solid state
lasers, and conventional excimer lasers--suffer severe limitations for such work. None offers

high enough average power or low enough cost per delivered kilojoule of light for general
production purposes, and the light output from the coherent sources is not available at---or
tunable to---wavelengths overlapping specific absorption bands of interest.

Nonetheless, a few conventional lasers--UV excimer lasers in particular--have seemed to offer

promise. A laser is a nonintrusive, in situ processing tool which can perform multiple tasks
simultaneously, including serving as a process monitor. It is easily amenable to automation and
is commonly used in specific-area processing. Furthermore, lasers can be used as diagnostics for
monitoring surface character, quantifying the integrity of an embedded interface, and



spectroscopically identifying adsorbates and ablated material. The key point is that a laser can be
used to both deposit and remove material while serving as a diagnostic probe, all in situ. This
multiuse, multirole, in situ capability is not offered with other advanced materials-processing
techniques like molecular beam epitaxy (MBE), chemical vapor deposition (CVD), fast ion
bombardment (FIB), and magnetron/plasma sputtering. And a further benefit is the elimination
of the environmental costs of processing with wet chemistry.

Since excimers became available about ten years ago, many researchers have taken advantage of
the intense absorption found at their wavelengths to explore surface processing with light.
Absorption coefficients in the 104-1@ cm -L range result in essentially all the energy being
deposited in the outermost few tenths micron or less of a material. Consequently, novel
materials or material states can be created on the surface while leaving the desirable properties of
the bulk intact. Depending on the details of wavelength, irradiance, and fluence, UV light can
transform chemistry, morphology, and topography. Further, with a proper choice of conditions,
laser-induced ablation can remove material, allowing micromachining to the dimensional scale of
the light wavelength itself.

To date, a few commercially viable applications have been developed for conventional-laser
material processing, mostly limited until very recently to cutting and welding tasks. Newly
increased reliability in pulsed lasers, especially pulsed excimers, has resulted in other
applications, including lithography, pulsed-laser deposition/etching, and micrometer-scale
machining/surface texturing. "Machined" or "grown" materials include metals, semiconductors,
superconductors, ceramics, insulators, and biocompatible materials. In addition, a number of
multicomponent, device-quality, "tailored" thin films have been grown by pulsed-laser
deposition processing.

Certain specialized, high-value-added conventional-laser applications have been notably cost-
effective: those requiring limited irradiation doses at one of four fixed excimer laser wavelengths
and those requiring relatively few intense pulses of high-fluence ablation. The former approach
has limited application to large-area processing given the low duty cycle of current laser systems.

The latter approach unnecessarily affects a large volume of the material workpiece by removing,
cutting, or altering material. This damages the surrounding area via thermal and plasma effects,
generating debris and thereby wasting incident laser energy through absorption in the above-
surface plasma. To mitigate these effects, the laser fluence is commonly reduced, which is
tantamount to significantly increasing the processing time. Given the low (subkilohertz)
repetition rate of current high-power lasers, the additional processing time makes the application
too costly. High-fluence laser processing does have applications in advanced-materials
development, but more applications become possible if each processing step can be made to
affect less material--a measured approach that would add precision to processing, but is not
economically viable with present laser technology.

Figure 1 illustrates the fluence and processing-rate limitations of conventional lasers for typical
surface transformation and surface melt treatments of metals. The figure compares the
approximate minimum fluence requirements for CO2, Nd:YAG, and excimer lasers with those of
the Demo FEL (4). Because the high absorptivity and short (picosecond) pulse length of the
Demo FEL light greatly reduce its fluence requirements, the estimated processing rate of the
Demo FEL is several orders of magnitude faster than those of the conventional lasers.
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Figure 1. Calculated laser fluence and processing rates for metal surface processing by conventional lasers
(Nd:YAG at 1 kW, CO2 at 10 kW, excimer at 200 W) and the Demo FEL (at I kW).

So despite substantial industrial R&D investment and some limited successes, conventional laser
technology is not likely to improve U.S. manufacturing capability in any fundamental way.
Commercially available excimer lasers present perhaps the best illustration: they remain limited
to tenths of kilowatts, tens of cents per kilojoule, and a few isolated specific wavelengths, while
large-scale exploitation of UV surface processing will require sources of at least a few tens of
kilowatts, light that costs under a cent per kilojoule, and full wavelength tunability.

Therefore the Laser Processing Consortium's industrial members have become increasingly
interested in precompetitive FEL R&D to prepare for manufacturing in the twenty-flu:st century.

Phase 1: Technology Demonstration and Development

Applications Development in the Demo FEL User Facility

The proposed Phase 1 project is to build and operate on the CEBAF accelerator site a user
facility centered on the Demo FEI.,--a kilowatt-scale, SRF-driven FEL producing light in the UV
(160-1000 nm) and the IR (2500-25,000 nm). In user laboratories in the facility, we intend to
exploit the Demo FEL's capabilities to benchmark and extend the industrial utility of FEL
manufacturing applications and to investigate the technology required for Phase 2 development
of a 50-100 kW production-scale device. The key goal for ultimate commercialization in
Phase 2 is to achieve light at a total cost (capital plus operational) of less than a cent per
kilojoule.

Each user laboratory will have a particular technology focus and will be equipped by the user
industries with exposure stations for large-area samples, vacuum systems for analytic equipment,
and optical diagnostics for light-source characterization. Computer control interfaces will be
provided in each laboratory to allow the users to control the beam parameters and optimize



performance for each process. Provision will be made not only for proprictary research, but in a
few cases for actual commercial use of the facility. Industry members have committed
equipment for four of the user laboratories for: (1) large-area surface processing of polymers,
(2) micromachining and microfahrication, (3) laser-photochemical processing, and (4) laser-

material surface diagnostics.

Industrial applications identified by consortium members include:

Polymer microtexturing. Polymer film or fiber surfaces can be microughened with
exposure to 248 nm UV laser light, a processing treatment that can give the product
new friction, filtration, wetting, or visual-appearance characteristics (5).
Commercially important applications include better adhesion for forming
multicomponent film products or composite structures, more effective fibers for use
in filters, and improved "feel" of synthetic fiber fabrics. For commercial viability, the
treatment would require a fluence of 200 to 600 mJ/cm 2 at about a penny per kilojoule

and at a minimum power of 25 kW.

Microfabrication. Laser-micromachining can fashion micron-scale structures with
nanometer-scale control. Through subthreshold ablation (6) with light from a low-

fluence (0.1-100 mJ/cm2), high-repetition-rate (> Mhz) tunable UV laser (200-
300 nm), a host of novel materials processing applications would become possible,

such as micro-optics, ultrahigh-density storage media (>5 Gbits/in2), adhesiveless
microfasteners (i.e., micro-Velcro), and precision abrasive surfaces.

Surface conductivity. Delivering from 10 to 40 J/cm z at a fluence near the ablation
threshold drives polymer decomposition toward graphite, imparting electrical
conductivity (7). Stable, durable "wires" as narrow as 30 nm could be directly written
onto polyimide substrates for microelectronics applications. The treatment requires
10 kW; a tolerable production cost is pennies per kilojoule.

Laser annealing. A slow cool resulting from a low-velocity laser scan can alter a
metal surface grain structure in a manner similar to bulk furnace annealing, resulting
in improved resistance to fatigue-crack nucleation (8). The Demo FEL could be
wavelength-tuned for full absorption at possible annealing rates of 10 m2/sec.

Large-area diamond coating. Thin-film diamond has lucrative applications in
microelectronics packaging (e.g., insulating layers in flip-chip technology), tribology
(e.g., bearings and contact surfaces), and fiat-panel displays (e.g., field-emission
sources). Currently, coatings of amorphous diamond on materials are accomplished
by using the 10 nsec pulses from solid state lasers (e.g., Nd:YAG) (9). The Demo
FEL's repetition rate is expected to be lO s times faster, this means an ability to coat
roughly 100 times the area (1 m by 1 m) in one second.

The Demo FEL

High-average-power, wavelength-tunable laser light from the Demo FEL briefly described in this
section will allow users to demonstrate and develop FEL applications as discussed above.
Figure 2 contrasts Demo FEL performance with that of conventional lasers.

The Demo FEL will provide average powers in the kilowatt range. In addition, the output of the
Demo FEL will have the following characteristics:



Tunability: Existing sources are not tunable and/or available at wavelengths

overlapping specific absorption bands of interest. The Demo FEL will provide light
which is tunable across the UV (160-1000 nm) and the IR (2500-25,000 nm). As a

bonus, the entire visible spectrum will be accessible (350-750 nm). This light will
have all of the characteristics of high-quality laser emission: narrow bandwidth

(typically <0.1%), spatial coherence (1-2 times the diffraction limit), and linear
polarization.

Temporal Structure: Existing sources are either CW at low intensity or have pulses
that are much too long to enable efficient surface processing. By contrast, the Demo
FEL will generate very short pulses (1 psec) that are ideally suited to rapid thermal
annealing or ablation of near-surface regions. This pulse length matches the time
scales of surface molecular rearrangements and vibrations. In ablation applications
using high-power excimer lasers, pulse lengths exceed 10 nsec, and these pulses are
long enough to interact with gas-phase ejecta with an associated loss of surface-
interaction efficiency. The FEL circumvents this problem.

Efficiency/Cost: The cost per unit energy of light delivered from conventional UV
sources is too high (of order $0.10Ad) for profitable industrial applications. For
demonstration and development purposes, the Demo FEL will provide light at about
$1/kJ. Prospective goals for the Phase 2 UV FEL are operation at 10% wall-plug
efficiency and a cost of delivered light below $0.01/kJ.

Figure 2. Demo FEL power vs.
wavelength. Conventional laser outputs
appear as narrow lines at fixed
wavelengths.
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Figure 3 is the Demo FEL layout. To provide the needed light, the FEL will extract energy from
electrons accelerated in two passes through a recirculating, energy-recovering SRF driver linac
(linear accelerator) (10). The linac will consist of three cryomodules, cryostats closely similar to
those used at CEBAF, each containing four pairs of linked SRF accelerating cavities. For
superconducting operation at 2.0 K, the linac will tap the excess capacity of CEBAF's nearby
main refrigerator, the Central Helium Liquefier (CHL). The electron beam will originate in an
injector with three main elements: an Nd:YLF-laser-driven 500 kV DC photoemission electron

source, a copper cavity to bunch the beam, and a two-SRF-cavity quarter-cryomodule.
Development work directly useful for the injector--a key technological challenge for Phase 1-
is already under way at CEBAF, thanks in large part to support from the Commonwealth of
Virginia.
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Figure 3. Demo FEL layout.

Demo FEL operation can be summarized as follows. An electron beam at I0 MeV energy from
the injector attains 105 MeV in the first of two acceleration passes through the linac. After
recirculating back to the injection point clockwise through the low-energy recirculator line (at the
center of the machine, between the linac and the wigglers), the beam attains 200 MeV by the end
of its second acceleration pass. Then it is directed to an FEL wiggler, where it yields about 0.5%
of its power in the form of laser light. In the sinusoidal magnetostatic field of either the UV or
the IR wiggler, relativistic accelerated electrons undulate transversely. The resulting light output
is initially spontaneous emission, but the light bounces back and forth in an optical cavity,
extracting energy from the beam until it is amplified to saturation. Light is outcoupled from the

optical cavity and delivered for user applications. The electron beam then decelerates in two
energy-recovery passes back through the linac. Energy recovery extracts the substantial energy
the electron beam retains after it has transited the wiggler--in effect recycling the energy by
converting it back to RF power at the linac cavities' resonant frequency. Finally, about 10 MeV
of remaining energy is absorbed in a cooled, shielded copper beam dump.

SRF technology, energy recovery, and electron beam recirculation have already been combined
and demonstrated at lower average current at CEBAF. With these key, integrally linked design
features we are aiming at overall cost-effectiveness in the Demo FEL, with specific emphasis on
developing cost-reducing and reliability-enhancing measures for the Phase 2 production-scale
device. An SRF linac is intrinsically efficient, requiring substantially less RF power input than
does a room-temperature system equipped with energy recovery. And if the SRF linac itself uses
energy recovery, an additional RF efficiency advantage of more than an order of magnitude can
be gained. Moreover, energy recovery eliminates the need for large-scale radiation-management
measures. A 200 MeV beam at 5 mA without energy recovery would require a megawatt-scale
beam dump. But a beam decelerated to approximately its original injection energy requires far
less: for the Demo FEL, a 50 kW beam dump. Recirculation lowers capital cost by minimizing
the number of superconducting components, lowers operating cost by reducing the cryogenic
load, and substantially reduces system footprint size.

The Demo FEL user facility is proposed to be built at CEBAF, the DOE-owned site of a new
4 GeV accelerator, a user facility for nuclear physics research. Beyond ensuring technical, cost,
and schedule success, important project management goals include exploiting advantageous
synergisms. These synergisms include CEBAF's SRF and electron-source technology expertise

and infrastructure, the excess liquid helium capacity of the main refrigerator that serves the
4 GeV accelerator, and CEBAF's already existing environmental and radiation-monitoring
permits.



Phase 2: Technology Scale-Up

We expect that successful demonstration and development efforts in Phase 1 will focus and
intensify needs already identified by industry for systems operating at much higher power levels,
and will also provide hard data and practical experience for meeting these needs. In Phase 2 we
will build a prototype 50--100 kW industrial FEL suitable for cost-effective production use at
individual industrial sites and at regional processing centers serving multiple manufacturers.

Research and testing will ensure that the device is industrially useful. The prototype must be
cost-effective, robust, reliable, and easy to operate. For an operational commercial system,
capital cost and operating cost axe key considerations which lead to an overall figure of merit, the
cost per delivered kilojoule. Present commercially available excimer laser systems cost between
10 and 20 cents per delivered kilojoule when both operating and capital costs are taken into
account. A key goal for the Phase 2 program is to produce UV light at around 0.2 cents per
kilojoule.

Although detailed analyses of Phase 2 can only be prepared based on actual Phase 1 data and
experience, preliminary analyses have been carried out. It is clear that developing the capability
for higher powers will require attention to:

Injector performance. The injector is a challenge because of the desire for high
average current with long cathode life, and because of the high brightness (emittance)
specifications for the electron beam. Average current more than an order of
magnitude higher than that for Phase 1 will place increased demands on the electron
source, so a critical goal during Phase 1 will be to develop a high-intensity, high-
quality source.

Optical cavity performance. The optical cavity is a challenge because of the high
intracavity intensity exacerbated by relatively high mirror-coating absorption at short
wavelengths and tight limits on mirror deformation. A modest R&D program for
high-reflectivity coatings will be conducted in conjunction with Phase 1.

O_oerating frequency. This choice requires tradeoffs involving not only SRF cavity
design, but also transport characteristics of the lattice design, RF source efficiency,
and cryogenic system performance.

• _. The lattice design effort includes optimizing the number of
recirculation passes.

Program Status (November 1995)

The Laser Processing Consortium, its objectives, and its resources have grown and evolved
steadily since 1991, the year CEBAF organized an advisory group of high-technology
corporations to analyze prospects for market-oriented applications of CEBAF technology

A NASA-sponsored peer review panel convened in March 1994 and a similar DOE-sponsored

panel convened in May 1995 confirmed industry's need for FELs and strongly endorsed this
consortium's approach for developing them.

The Laser Processing Consortium's proposal to develop free-electron lasers for industry already
has obtained state and private-sector support.. The Commonwealth of Virginia, where CEBAF is
located, is providing substantial support for the FEL enterprise, including matching funds already
in use for electron source development and funds for the FEL User Facility building. Industry



anduniversitymembersof theconsortiumhavemadecommitmentsfor mostof therequiredend
stationequipmentin the UserFacility. Thefirst matchingFederalfunds to beginconstructing
theFEL hardwareareexpectedin FY96.
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Abstract

Microelectromechanical Systems (MEMS) provide an emerging technology area that has the

potential for revolutionizing the way space systems are designed, assembled, and tested. The high

launch costs of current space systems are a major determining factor in the amount of functionality that

can be integrated in a typical space system. MEMS devices have the ability to increase the functionality

of selected satellite subsystems while simultaneously decreasing spacecraft weight.

The Air Force Phillips Laboratory (PL) is supporting the development of a variety of MEMS-

related technologies as one of several methods to reduce the weight of space systems and increase their

performance. MEMS research is a natural extension of PL research objectives in microelectronics and

advanced packaging. Examples of applications that are under research include on-chip microcoolers,

micro-gyroscopes, vibration sensors, and three-dimensional packaging technologies to integrate

electronics with MEMS devices. The first on-orbit space flight demonstration of these and other

technologies is scheduled for next year.

Introduction

PL research in the Space Electronics Division (PL/VTE) is dedicated to solving pacing problems

in existing and emerging USAF space systems. Chief among these problems is the need to provide high

density electronics solutions that are within the cost, reliability, and performance requirements of these

systems. While much of the PL/VTE research investment is devoted to the development of radiation-

hardened processes and components that are normally taken for granted as available by terrestrial

systems (such as microprocessors and memory), significant development programs in advanced two-

and three-dimensional microelectronics packaging have existed for nearly a decade. These programs

initially were concerned with wafer scale integration of complex digital functions to accelerate the

miniaturization benefits of radiation-hardened microcircuits, but later expanded in terms of the types of

electronics addressed (e.g., analog, microwave, power) and in the approaches for achieving this

reduction. Great benefits were later achieved through the exploration of three-dimensional packaging

and the significant parallel investments by the Advanced Research Projects Agency (ARPA) in

packaging technology in general. The greater density benefits of three-dimensional packaging led to

more and more systems functions being addressed within very dense multi-chip modules (MCMs).

Within the last five years, the advent of MEMS has promoted the possible integration of MEMS devices

as well, leading to provoking systems engineering possibilities, such as enclosing inertial reference units

(IRUs) within MCMs. One program, the monolithic interceptor processor (MiP), explored concepts for

reducing the complete high-performance electronics system for an interceptor in smaller than a coffee

cup (<25 cubic inches), complete with cryogenic imaging sensors and IRUs, and limited prototyping

activities based around "many-layered" (>12) 3-D MCMs have been conducted. More recent research

has evolved that may establish standards for heterogeneous 3-D packaging in electronic systems.



While PL's explorationof packagingissueshad raisedthe possibility of introducingMEMS
devicesinto systemsto furtheracceleratethe size,weight, and power reductions,a numberof USAF
Small Business Innovative Research (SBIR) projects and PL-sponsored Air Force Institute of

Technology (AFIT) research efforts focus MEMS development activities in a complementary sense to

provide solutions to certain packaging problems (thermal management) and miniature sensors (vibration

sensors). Many innovative concepts that are discussed in this paper are products of these efforts.

Over the last few years, PL/VTE has worked more closely with the Aerospace Corporation,

ARPA, and NASA to better define and establish solutions to barriers for the inclusion of MEMS devices

in space systems. Aerospace has introduced the notion of Application-Specific Integrated

Microinstruments (ASIM), a concept to which PL has contributed several packaging concepts,

including the "Constant Floor Plan" MCM, which can greatly accelerate the schedule and reduce cost for

early prototypes. Of the great variety of ARPA MEMS research initiatives, three efforts in particular

have been identified in which PL provides technical management support. Among these are programs

that involve micro-inertial reference systems, advanced micro-instruments, and failure analysis of

MEMS devices. NASA's New Millennium Program (NMP) is pursuing a paradigm for satellites beyond

2000 that are not only much smaller than the present genre of civil and military satellites, but built in

greater quantity, much more quickly, and at a much lower cost. The possibility of achieving these goals

with MEMS was deemed to be so significant a possibility as to warrant NMP establishing an Integrated

Product Development Team (IPDT) in MEMS and Instruments, one of only five for the entire initiative.

PL/VTE is involved as a member on that IPDT, as well as the microelectronics IPDT, to support the

establishment of technology roadmaps to achieve ambitious NMP objectives.

In research to date, one of the most significant barriers encountered to the spaceflight of MEMS

devices is a perception (sometimes correct) of technology immaturity. Intrinsically, lack of reliability

data on MEMS devices are indicated, particularly in a space environment. The lack of real data on

MEMS performance in space environments has been so acute as to promote the development of

dedicated experiment and sub-experiment payloads for space missions as an in-house activity in

PL/VTE. At least two space experiment payloads with dedicated MEMS devices and objectives are

under development at the time of this writing, with prospects of three other experimental missions

within the next five years. In each case, a search has been underway to identify the most current relevant

and useful examples of MEMS devices that are suitable for spaceflight. In fact, the first two

experiments do not contain products of PL/VTE MEMS research programs, since some commercial

devices, such as accelerometers, have emerged that are slated for widespread use in the automotive

industry. The search continues, with plans to field the most promising candidate of PL/VTE, ARPA,

NASA, and commercial MEMS research.

MEMS Programs

This section describes several of the aforementioned MEMS research efforts which are directly

relevant to space and missile applications. Many MEMS efforts have been established to find better

solutions to advanced packaging of electronics, particularly in the efficient thermal management of 3-D

densely packaged MCMs. Active thermal management solutions, ranging from microcoolers with flow-

through liquids and pumps to Sterling engine refrigerators are being explored. Another class of MEMS

efforts deals with packaging issues associated with MEMS devices. One MEMS research effort,

sponsored at AFIT, deals with the compatibility of canonical MEMS structures with representative types

of MCM packaging approaches. In a second effort, a 3-D packaging approach is being explored for

inclusion of certain MEMS components. Another class of MEMS device research deals with MEMS-

based relays which is quite important to space systems. Finally, other MEMS efforts pertain to the

establishment of an instrumentation (sensing) function, such as vibration, linear, or rate sensors, in

particular for tactical grade inertial measurement.



Thermal Management of Advanced Packaging

It is intuitively clear that as electronics functional densities increase, so too does power density

and power dissipation per unit volume. Given that a conventional system achieves a real packaging

efficiency of less than one percent, it is not surprising that a thermal management issue might exist when

the same electronics are packaged at > 25% efficiency, as in the case of some more recent PL/VTE

packaging research. Thermal management has been found a natural role of MEMS technology. The

diversity of MEMS approaches to achieve thermal control is quite impressive.

Micro-Encapsulated Liquid Cooling. Two AFIT research efforts 1'2 were sponsored to

investigate the benefits of silicon micromachining to the thermal management problem of planar MCMs.

These efforts were based on an approach of a plenum system formed directly into silicon wafers through

micromachining. A number of configurations and microtextures were examined for thermal

performance under various gas and liquid flow-through conditions. The circulating liquid, supplied

from a peristaltic pump, in effect provided the effect of an active heat spreader.

The concept of directly micromachining silicon wafers to form thermal management structures

was also applied in the second phase of a PL-managed USAF SBIR research program 3 to form an

efficient indirect cooling system for distributing liquid nitrogen to a nine-chip prospective MCM based

on cryogenic digital semiconductors and multilevel high temperature superconducting interconnections

(Intermagnetics General Corporation, Alban}', NY). In this case, deep microchannels are formed

through a special chemical process to positions of a silicon wafer corresponding to each of nine chip

locations. Liquid nitrogen flow-through with this configuration, depicted in simplified form in Figure 1,

achieves a more effective cooling system than direct immersion.

_ _ _ _ [-] / Liquid Nitrogen ports
Pyrex cover

_[J_[J _J_U[J_}_ _U__}[J_ _-Silicon microchannel cooler

t -v-Ox__7_ _I_:_12_ " __t'Jz_ Cryogenic IC

High-Temperature Superconducting Interconnect

Figure 1. Simplified depiction of microchannel cooler for cryogenic thermal control.

Miniature refrigerators for ICs. Another more direct approach for cooling heat-generating

components involves the application of micromachining and micro-engineering technology to create

miniature refrigerators, about the size of an IC (one cm2). An on-going phase II SBIR is investigating

the construction of components for such refrigerators based on a Stirling engine, with the goal of cooling

heat generating components which normally operate at ambient temperatures (Sunpower, Athens, OH) 4.

A prospective application of such a Sterling cooler involves its strategic placement within locations of

MCMs that contain several high-power integrated circuits, in a manner transparent to the end user.

Compatibility of MEMS in Packaging Approaches

Without adequate attention to packaging, MEMS devices lose their full potential to reduce the

size, weight, and power of systems. Packaging of MEMS with other components in MCMs logically

exploits the benefits of both approaches. A three-dimensional approach to combine certain MEMS

devices that employ a simple flip-chip approach is under development based on a "telescopic" stacking

of monolithic devices (Optical ETC, Huntsville, AL) to realize a multi-chip assembly. This

investigation is supported as a SBIR program funded by the Technology Reinvestment Program s. A PL-

sponsored AFIT Phi) research effort is in progress to investigate the compatibility of various MEMS



deviceswith thin-film MCM processes.At issue is the sequenceof fabrication to realizepractical
MCMs that contain MEMS devices. HandlingMEMS devicesafter releasechemistrystepsis often
problematic, but performing releasechemistryon an ensembleof non-MEMS chips may also be
difficult. The approachexploredin this effort will createa sort of MEMS-basedassemblytest chip
(ATC), similar to MCM ATCs developedby SandiaNationalLaboratoriesfor packagingandassembly

• • 6

process condition momtorlng. By introducing this ATC into a packaging system, it will be possible to

explore the impacts of the fabrication sequence on the MEMS devices as well as examine a typical

release process on the MCM or assembly•

Micro-relays

Microrelays have significant potential to improve reliability and performance in space systems.

Electro-mechanical relays are generally undesirable in conventional form for space systems due to their

bulkiness and potential for failure. The simpler construction and use of tightly controlled batch

fabrication processes may result in relays that have better reliability and that may be aggregated to

facilitate graceful degradation. Other fault tolerant concepts possible for such devices, by their compact

nature, include their use in creating densely packaged, switchable buses for complex spaceborne

architectures. Solid state switches are not always adequate in space environments due to the tenet issues

of the space radiation environment on semiconductors. Total ionizing dose effects degrade the salient

characteristics of many bipolar and FET-based switching device processes, even for digital applications.

(a) Micro-Relay (b) Micro-Latch

Figure 2. Micro-relay and micro-latch designed, fabricated, and tested at AFIT during 1994.

(photographs provided courtesy of Dr. Victor Bright, AFIT Department of Engineering).

The inability to service space systems make attractive the possibility of incorporating on-board

spare assemblies that are positively and physically "dis-connectable" from the system. Even the best

conventional solid state switching devices cannot achieve this performance for the most sensitive

instrumentation systems, due to small but finite leakage currents, the lack of signal excursion capability

and dynamic resistance non-idealities. These approaches are also not possible with bulky conventional

relays, but could be easily achieved with micro-relays. For power reduction, micro-latches (relays with

memory) are also desirable. Various AFIT research projects have produced several designs of micro-

relays and micro-latches for advanced MEMS switching techniques (Figure 2) 7.



MEMS-based Motion and Inertial Sensing

Under ARPA sponsorship, Draper Laboratory

is conducting a $6M effort to design and build micro-

inertial reference systems components using flip-chip

bonding technology. A monolithically packaged rate

sensor is shown in Figure 2 based on the Draper

approach. It is conceivable that, when combined with

MEMS-based accelerometers, a complete inertial

reference unit based on three orthogonally mounted

pairs of gyroscopes and accelerometers could be

realized within one cubic inch.

An additional goal of the research is to produce

low-cost MEMS inertial sensors by reducing the cost

in two categories. First, the cost of packaging the

devices is hoped to decrease with improvements in the

stability of the gas environment and device alignment

within the vacuum package. Additionally, it is desired

to develop an integrated test process that would

Figure 2. MEMS-based monolithic rate sensor.

minimize cost by establishing an improved acceptance and calibration procedure during manufacturing.

Flat-Pack Gyro. In 1993, for the MiP study, a number of micromachined inertial sensors were

examined, none of which possessed adequate drift rates. The search for better rate sensors, in

Float

Spin Axis

\

Output Axis
Input Axis

Figure 3. The Flat Pack Gyro ( approx, one inch square ).

conjunction with a published solicitation for

SBIR topics in MEMS, led to a very promising

concept involving a spinning gyro rate sensor.

The current effort, a second phase SBIR,

involves a "milli-machined" version of a

gyroscope of more conventional origin, in

which the drift rate is reduced by several orders

of magnitude over standard designs. A

millimachined chip-size gyroscope is under

developed that may theoretically achieve a 0.5

degree/hour drift rate. Shown in Figure 3, the

gyroscope operates like standard gyros with a

design variation that uses a spinning disk

supported with gas bearings as the inertial

reference. The disk is magnetically actuated

and its motion is capacitively coupled to sensor

electrodes that detect the output axis rotation. 8

Piezoresistive Vibration Sensor. A SBIR project is under way at InterScience, Inc. in Troy, New

York in which an array of cantilever devices is used for vibration sensing. Each cantilever has a mass

supported at the end of beams of various length throughout the array. The base of each cantilever is

piezo-resistively coupled to a potential source that can detect the motion of the beams. The result is a

real-time spectral vibration sensor that has a frequency resolution proportional to the difference in the

lengths of adjacent beams. 9



Micro-Instruments and Actuators

Certain MEMS devices, when combined with microelectronics and advanced packaging, can

form microinstruments. One ARPA-funded project (under Broad Agency Announcement 94-40) of

direct interest involves an approach to construct various scientific instruments such as gas

chromatographs through the introduction of a novel pump concept (Berkeley Microinstruments, Menlo

Park, CA). Joint discussions between Aerospace and PL/VTE have further identified an enabling

concept for a customizable, common instrument MCM, for which the components are pre-defined, but

the interconnects are user-definable. Withthis concept of a "constant floor plan" MCM (Figure 4), it is

possible to realize rapidly prototype-able instrumentation electronics, to which sensors could be surface

mounted. Clearly, this concept, combined with the aforementioned research in MCM-MEMS

compatibility will significantly advance the ability to create more affordable application-specific

integrated microinstruments.
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Figure 4. Constant Floor Plan rapid prototyping concept. (a) Substrate with pre-determined

commodity component arrangement. (b) Formation of patterned overlay interconnection to chip
bond pads and for surface-mount connections. (c) Introduction of MEMS sensor.

Deformable Micromirrors. Deformable micromirrors have tremendous promise to provide

support for applications where dynamic adjustments of phase or angle in certain types of optical trains

are required. Several groups within Phillips Laboratory have examined deformable micromirrors for a

variety of applications. PL/VTE is planning research to explore micromirror arrays designed to function

in a variety of tasks currently reserved for larger, heavier, and more costly equipment.

Two primary styles of micromirrors are under consideration for space systems applications. The

first is the phase-mostly piston style flexure-beam device that can be employed for phase manipulation

of optical data. This style of device is known for its applications in adaptive optics in which large arrays

are individually actuated to discretely lengthen or shorten an optical path to correct for phase

aberrations. Such phase aberrations are inherent in optical systems which must operate within or

through the earth's atmosphere in which random discontinuities in atmospheric pressure, temperature,

and density create discrepancies in propagation along the optical wave front. The use of such devices

can extend the limit in resolution of current optical systems or allow space systems to use optical

information processing.

Another design of micromirror under consideration is an Axial-Rotation device. This device, or

a similar design, can be used to scan a field of view and send the optical information to an image sensor

that can be rigidly placed in a space system. For instance, the tracking of ICBMs is typically done using

a large gimbaled mirror that is rotated around to select a field of regard. As an alternative, a chip



containingmillions of micromirrorscouldbeemployedto perform this tracking and scanning function

much more efficiently. A proposed plume acquisition system is shown in Figure 5. The approach is

analogous to the High-Definition Television system developed by Texas Instruments. Rather than

projecting an image, however, the imaging sensor is used to measure the relative infra-red intensity of an

array ofpixelized scenes from the field of regard l°.

Micromirror Panoramic /_ // ill

Condenser" _[___ I arget Image

Filter Second x._ -

Wheel Condenser Imaging
Lens Sensor

(a) (b)

Figure 5. Axial-Rotation micromirrors and applications. (a) Micromirror configuration. (b)

Proposed plume acquisition system.

The end result of such an application is a plume acquisition system that is faster, lighter, more reliable,

and less costly than its current large-scale counterpart. Since the micromirrors in this system can operate

in the tens to hundreds of MHz range, the image can be scanned several times and passed through a filter

wheel which is added to allow for multi-spectral analysis of the image to distinguish targets.

On the Insertion of MEMS into Space Systems

Despite the tremendous advantages of MEMS devices, namely the potential to provide dramatic

reductions in the size, weight, and power required for space systems, there is little acceptance presently

for their application. The primary barriers are the relative immaturity of the technology, the novelty of

MEMS, and lack of reliability information on these devices in a space environment. Space systems are

notoriously conservative, a paradigm which initiatives such as the NASA New Millennium Program are

attempting to shatter. Phillips Laboratory recently commissioned the development of a new series of

satellites, called MightySat, to examine new technologies in spaceflight. PL/VTE has established a

small but comprehensive payload, currently under development, including a sub-experiment for

exploring MEMS technologies. In doing this, it was discovered that despite the large variety of MEMS

devices in development and in the literature, that relatively few were ready for simple insertion in a non-

critical experimental payload, much less a space system with a critical mission to perform. This finding

attests to the present developmental state of MEMS technology. Clearly, given this finding, a relatively

sparse database on MEMS reliability exists. Under normal conditions, space systems are hesitant to fly

technologies that do not have a considerable maturity and experience base, making insertion of MEMS

even more difficult. In an attempt to "short-circuit" some of these issues, PL/VTE is establishing

experimental space insertions of MEMS technologies, based on devices developed not only from

internal and joint programs, but from commercial sources as well. It is believed that in this manner, by

establishing a continued series of space insertion opportunities, it will be possible to establish an early



databaseon reliability, which,in conjunctionwith otheron-goinginitiativesin reliability, will accelerate
thepaceof insertionof viableMEMS-basedcomponentsandmodulesinto spacesystems.

Reliability

A primary concern for the use of MEMS in space systems is the reliability of the devices. To

better understand fundamental reliability issues, Failure Analysis Associates has been conducting a

$1.14 million research effort under ARPA funding to study the failure mechanisms of MEMS devices.

Among the most significant failure modes _..
are fractures due to actuation beyond the

active range of the device and various

fabrication impurities that can increase the

likelihood of a particular failure. Figure 6 '""
illustrates the effect of fabrication errors on '_':

the structure of a device. The circles

highlight the areas where the support

structure and the active grid of_he device .,

are poorly formed due to any one of several

steps in fabrication.

The primary purpose of the research :

is to reduce the likelihood of failures or the

possibility of failures without the need to
Figure 6. Example of Device Fabrication Errors (photograph

completely inspect every MEMS device from Failure AnalysisAssociates).

under consideration for space systems

applications. The goal of the failure mode analysis is either to show that the most significant of the

feasible modes will most likely not cause failure during the mission of interest or that the effect or

probability of any given failure mode can be reduced by making improvements in the fabrication

process.

MAPLE: A Fledgling Space Experiment Series

The purpose of the Microsystem And Packaging for Low-power Electronics (MAPLE)

experiments is to demonstrate aggressive new approaches in electronics, advanced packaging, and

MEMS as enablers for next-generation spacecraft. It provides the

MEMS Sub-exp

Pkg Reliability

! HDI Memory
I

Rad-hard Electronics _

r-- Master control _-_

Figure 7. Simplified MAPLE payload.

opportunity for heritage and in-situ reliability instrumentation of

controversial new technology components. It also provides the

opportunity to examine new semiconductor processes and circuit

designs that achieve low power operation and how they will

operate in a space environment. The MAPLE concept is a "basket

"experiment, based on a collection of subexperiments pertaining to

advanced microelectronics, MEMS, and advanced packaging.

MAPLE payloads are designed as a low-weight and relatively low

power payload (usually under 8W and five pounds).

Presently, most MAPLE configurations consists of four sub-experiments and experiment master

controller (Figure 7). Each subexperiment contains a low-power dedicated microcontroller and serial

interface to a central master controller. Although MAPLE appears to be a single chassis, the

subexperiments are built as separate slices and stacked into one assembly. Alternately, the slices may be

physically distributed throughout the satellite structure. In some cases, it is conceivable that two or even

three copies of the same MAPLE experiment could be integrated in a given satellite, providing the

ability to generate more statistics on selected components.



By establishingan indigenousspaceexperimentpayload developmentprogram,several test
flights havebeenscheduledover the next few yearsto establishreliability andoperatingstatisticsfor
MEMS devicesin space. Thefirst effortsare the Mighty-Sat launchscheduledfor delivery in March
1996andflight in December1996,andtheSpaceTestResearchVehicle (STRV-2)which is scheduled
for delivery in June 1996 and flight in March 1997. Both will carry MEMS-basedaccelerometer
devices. Originally, it wasfelt thatmoredeviceswould beavailablefor theseinitial missions,but most
devicesexaminedwerenot in aconditionwherespaceflightwouldbepractical.

TheMighty-Sat test flight will carryAnalog Devices' ADXL-02 and ADXL-05 chips, arranged

as orthogonal, three axis sets. The ADXL-05 device may well constitute the only MEMS devices that

has received any previous exposure to spaceflight. 11 For the sake of expeditiousness, conventional

packaging approaches were required, hence the true miniaturized potential of MEMS devices will not be

realized in these initial experiments (photomicrographs of the devices are shown in Figure 9). The

primary mission of this test flight is to the performance of representative MEMS devices in the space

environment. One set of accelerometers will be placed in close proximity to a panel containing

explosively released bolts and non-explosive shaped-based memory equivalents. In addition to

monitoring these events, a conventional "doorbell"-type solenoid actuator will be attached to one

accelerometer cluster to provide additional mechanical stimulation for the purpose of extensive self-

testing procedures.

(a) (b)

Figure 9. Analog Device commercial MEMS-based accelerometers. (a) ADXL-50 die _2. (b) Close-up
of sensor portion of ADXI.,-05 die ts.

Initial low-dose rate ionizing radiation tests were performed on the ADXL-50 in the PL/VTE

Cesium chamber, which was biased and calibrated before and after exposure with available vibration

tables. The first test was terminated after 5,000 rads dose accumulation, as predicted by the apparatus

dosimeter. No changes in performance were found, and more testing is plarming to predict and simulate

potential on-orbit degradation modes TM.

The STRV-2 test flight will carry the ADXL-05 in a configuration similar to that used in Mighty-

Sat. Additionally, the performance of a unique and very sensitive accelerometer developed by the Jet

Propulsion Laboratory based on tunneling effects will be examined 15. In tandem, the two classes of

MEMS accelerometers will provide a large dynamic range of response in vibration. Furthermore, the



STRV-2orbit is highlyelliptic andwill consequentlypresentamuchmoresevereradiationenvironment
for thedevices. If successfullycompletedand launched,bothMAPLE experimentswill provideearly
windowson the performanceof at leasttwo typesof MEMS devices. Follow-on MAPLE experiments
areplanned,and theprospectsof obtaininga greatervariety of MEMS devicesfor thesemissionsare
encouraging.

Conclusions

Microelectromechanical Systems (MEMS) has become the latest technology to expand the range

of operation of standard mechanical systems. Boasting such advantages as dramatic reductions in size,

weight, cost, and failure rate, MEMS devices have proven their potential to effectively address a wide

variety of modem applications. As a means of continuing this trend, MEMS is being considered for use

in space, systems in which the advantages of such devices are of specific interest. It is of the greatest

concern that the cost of launching space systems be minimized and the reliability of such systems be

maximized. These inherent abilities of MEMS devices lend themselves favorably to such applications in

which the overall weight of a given system can be reduced by several orders of magnitude while

simultaneously improving reliability.

In this paper, several current research endeavors were presented which seek to utilize these

characteristics of MEMS devices for space systems. Each of these are expanding on the operational

limits of standard systems such as accelerometers and inertial sensors. Additionally, other research

topics are discussed which are projected for future applications. These topics are currently under

consideration and planning for research in the near future.
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Subminiaturization for ERAST instrumentation
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Marc Madou

University of California, Berkeley /#.

Max Loewenstein and Steven Wegener

NASA Ames

We are focusing on the Argus as an example to demonstrate our philosophy on miniaturiza-
tion of airborne analytical instruments for the study of almospheric chemistry. Argus is a two-
channel, tunable-diode laser absorption spectrometer developed at NASA Ames for the measurement
of N20 (4.5 lain) and CH 4 (3.3 Ism) at the o.1 ppb level from the Perseus aircraft platform at altitudes
up to 30 kin. Although Argus' mass is down to 23 kg from the 197 kg Arias, its predecessor, our goal
is to design a next-generation sub-miniaturized instrument weighing less than 1 kg, measuring a few
cm 3 and able to eliminate dewars for cooling.

In the new mictomachined designs, replacing the multipass resonator Herriott cell (26.1 cm
long cell and 72 passes, i.e., an optical pathlength of 18.8 m) is a subminiaturized mirror array to
effect a similar optical path length. Replacing the two-channel tunable-diode laser is a self-focusing
grating, focusing light from an integrated light source into two narrow bands at 4.5 and 3.3 lain. The
optical path, the self-focusing grating, light source, and detectors are all lithographically defined on a
common substrate, avoiding separate alignment of optical components and allowing the monolithic
structure to minimize thermal effects Under NASA Ames sponsorship, working with CAMD (Center
for Advanced Micro Devices) at LSU, we have optimized the design for mirror's arrays on a 1 cm 2
footprint and prototyped such mirrors using LIGA. Separately, at UC Davis, we obtained micro-
machined broad-band light sources by relying on a micro-heater element on an SOI wafer. In a next
step, the LIGA components such as grating and lightpath will be integrated on the same SOI substrate
containing the surface micromachined light source as well as detectors.

t.:urrent designs enable us to make a small, inexpensive monolithic spectrometer without the
required sensitivity range. Further work is on its way to increase sensitivity. We are pursing but not
limiting ourselves to LIGA and SOI micromachining approaches. We are continuing to zero-base the
technical approach in terms of the specification for the given instrument. We are establishing a check
list of questions to hone into the best micromachining approach and superpose on the answers insights
in scaling laws and flexible engineering designs to enable more relaxed tolerances for the smallest of
the components.

Poster not available at time of publication.



DoD SPACE TEST PROGRAM (STP)
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STP Mission

The Space Test Program was chartered by the Office of the Secretary of Defense in 1965 to provide access to

space for the DoD-wide space R&D community. The Air Force was directed to serve as the Executive Agent for

the program to reduce duplication and achieve efficiencies of scale. To carry out this mission, STP matches a

ranked list of sanctioned experiments with available budgets and searches for the most cost effective mechanisms to

get the experiments to space. STP has successfully flown over 350 experiments in its long history, using dedicated

freeflyer spacecraft, secondary space on the Space Shuttle, and various host satellites. Typical missions (other than

those on the Shuttle) provide one year of on-orbit experiment data to the sponsor.

Organization

The Space Test Program belongs to Space and Missile Systems Center's (SMC) Space and Missile Test and

Evaluation Directorate (SMC/TE). Early in 1995, SMC/TE was relocated to Kirtland AFB, in Albuquerque NM,

from Los Angeles AFB, CA. Consolidation of some of SMC/TE's elements is continuing at Kirtland AFB as of this

writing. The Space Test Program Office (SMC/TEL) is managed by Col Peter Young, who oversees the efforts of

the following divisions: Mission Design and Management (TELO), Shuttle Payloads (TELH, co-located with

NASA at the Johnson Space Center, Houston), the Tri-Service Spacecraft Division (TELS), and the Spacecraft

Development Division (TELM, the remainder of the former SMC/CU contingent in Los Angeles). Launch

Services, Program Control and Contracting activities are provided through matrixed support.

Space Experiments Review Board (SERB) Process

Each year, the experiment submission process begins with individual research agencies (typically service

laboratories or research institutions) ranking their space experiments for submission to the respective services. The

services then submit their rankings to the DoD SERB for consolidation, which usually occurs in May of each year.

The DoD SERB ranks the experiments based on the their assessment of the experiments' military relevance, along

with other factors, such as experiment quality, maturity, and internal service priority. STP is then tasked to fly the

optimum number of highly ranked experiments the budget will allow.

Spaceflight Opportunities

Once an experiment makes the priority list there are three general ways which it can gain spaceflight. Mission

design and planning effort is initiated to study the most cost effective means for spaceflight, attempting to match up

flight opportunities with specific experiments. For experiments with unique orbital requirements that can best be

met by free-flying spacecraft, STP contracts for spacecraft development, experiment integration, and launch service.

STP also flies experiments as secondary payloads (piggybacks) on spacecraft of various agencies, including NASA

and DoD, and various countries, including Russian and French. The third way in which STP gains spaceflight for

SERB ranked experiments is through a collaboration with NASA to fly experiments on the Space Shuttle. Some

experiments can be located in the payload bay and either retained within the bay or ejected for orbital flight. Other

experiments are flown in the mid-deck area of the Space Shuttle crew cabin.

Since the beginning of the program in 1965, 30 piggyback missions have been flown, 27 free-flyer satellites

have been launched, and 53 Shuttle flights have carried STP experiments. The total number of individual

experiments flown to date is 373. Launch vehicles used so far have included the Space Shuttle, Scout, Ariane,



Delta, Pegasus, Proton, and Taurus. Host vehicles carrying STP experiments have included DSCS, SPOT, the STEP
series, and RESURS. Eleven missions have suffered launch failures.

Some examples of how STP spacecraft have played a significant role in the development of military space

systems are:

• Spacecraft Charging at High Altitudes (SCATHA) - Measured the charge on spacecraft surfaces and

the conditions of the plasma surrounding the spacecraft.

• Combined Release and Radiation Effects Satellite (CRRES) - Collected data on charged particles,

electric and magnetic fields, and waves in the near-earth environment.
• STACKSAT - Collected data on communications transceiver and solid-state recorder devices.

Often, tectmology proven through STP experiments evolves into a new realm of capabilities. The knowledge

gained from STP experiments on radiation belts, satellite charging, and rubidium atomic clocks contributed to the

creation of the Global Positioning System (GPS), which provides precise navigation information to a variety of

military and civilian users.

Operational Missions

Operating Freeflyers

• APEX - Provides spaceflight for three experiments: Photovoltaic Array Space Power Plus

Diagnostics (PASP-Plus); Cosmic Ray Upset Experiment (CRUX); Thin Film Ferroelectric

Experiment (FERRO).

• RADCAL - Provides a radar calibration target for approximately 70 C-band sites around the world

• STEP Mission 0 - Provides spaceflight for the Technology for Autonomous Operational

Survivability (TAOS) experiment.

• STEP Mission 2 - Provides spaceflight for the Signal Identification Experiment (SIDEX) which

evaluates multi-integrated small signal detection methods.

Operating Piggybacks

• POAM II - The Polar Ozone and Aerosol Monitor is returning data on the ozone hole in

unprecedented detail.

• MAHRSI - Middle Atmosphere High Resolution Spectrograph Investigation measures the

concentration of the hydroxyl radical and the nitric oxide in the middle atmosphere and lower

thermosphere.

• SWIM - Solar Wind Interplanetary Measurements will be used to develop ways to predict space
weather conditions.

• CCGEO - Satellite Charge Cona'ol Experiment at Geosynchronous Orbit demonstrates the ability to

detect the build-up of charges on spacecraft and then discharge the satellite.

Recent Shuttle Experiments

• RME-III - Radiation Monitoring Equipment III gathered data on the ionizing radiation environment

in the Space Shuttle as a function of geographic location, altitude, spacecraft shielding, and spacecraft

orientation. Will result in improved risk assessment models for crew and equipment radiation
exposures in low earth orbit.

• CREAM - Cosmic Radiation Effects and Activation Monitor measured radiation effects in the crew

compartment as a function of time, orbital location and shielding. Data will improve space

environment and radiation shielding models used to predict single event upset rates in electronics and
background rates in sensors.

• HERCULES/MSI - Provided test and evaluation of a muitispectral imager/geolocator system. The

geolocator will determine surface location of each image taken by the multispectral imager within 2.5
nautical miles.



• STL - Space Tissue Loss experiment studied the micro-gravity induced tissue loss phenomena of

exposed tissue cultures. Results will improve pharmacological agents to extend human activity in the

space environment.

• MIS - Microcapsules Production in Space produced space-made microcapsules for performance

comparison with similar earth-made microcapsules for improved drug efficacy and decreased drug

toxicity.

Planned Missions

• FORTE - The Fast On-Orbit Recording of Transient Events satellite will address a gap in the space-

borne nuclear detonation detection system.

• REX II - The Radiation Experiment II will do further research to overcome and understand the

physics of the electron density irregularities that cause disruptive scintillation effects on radio

signals.
• ARGOS - The Adv_ced Research & Global Observation Satellite will house eight high priority

space experiments (including 31 sub-experiments) and will flight-qualify key components for

operational programs.

• STEP Mission 4 - The Space Test and Experimentation Platform #4 will provide spaceflight for

three experiments: Orbiting Ozone and Aerosol Measurement (00AM); Electro-Magnetic

Propagation Experiment (EMPE); and Digital Ion Driftmeter (DIDM).

• TSX-5 - The Tri-Service eXperiments satellite #5 will provide spaceflight for two experiments: The

Compact Environmental Anomaly Sensor (CEASE) and the US/UK Space Test Research Vehicle-2

(SXRV-2).

planned Piggybacks

• BINRAD - The BeryUium-7 Induced Radiation Experiment will provide basic knowledge of the low

Earth orbit environment explaining unexpected high levels of Beryllium-7.

• POGS II - The Polar Orbiting Geomagnetic Survey II will collect data to update the geomagnetic

maps of the Earth.
• POAM III - The third Polar Ozone and Aerosol Monitor will collect upper atmosphere ozone

concentration data at lower latitudes as well as at polar regions.

For more information about the Space Test Program, please contact Col Peter Young or Lt Col Joseph Marino at

(505) 846-8812, FAX (505) 846-8814. Or write to: SMC/TEL
3550 Aberdeen Ave SE

Kirtland AFB NM 87117-5776
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Abstract

Many of the micromachines under consideration re-

quire computer support, indeed, one of the appeals of

this technology is the ability to intermix mechanical,

optical, analog, and digital devices on the same sub-

strate. The amount of computer power is rarely an

issue, the sticking point is the complexity of the soft-

ware required to make effective use of these devices.

Micromachines are the nanotechnologist's equiva-

lent of "golden screws," in other words, they will

be piece parts in larger assemblages. For example,

a nanosatellite may be composed of stacked silicon
wafers where each wafer contains hundreds to thou-

sands of micromachines, digital controllers, general-

purpose computers, memories, and high-speed bus in-

terconnects. Comparatively few of these devices will
be custom designed, most will be stock parts selected

from libraries and catalogs. The novelty will lie in the

interconnections, for example, a digital accelerometer
may be a component part in an adaptive suspension,

a monitoring element embedded in the wrapper of a

package, or a portion of the smart skin of a launch ve-

hicle. In each case this device must inter-operate with

other devices and probes for the purposes of command,
control, and communication.

We propose a software technology called weaves

that will permit large collections of micromachines

and their attendant computers to freely intercommu-

nicate while preserving modularity, transparency, and

flexibility. Weaves are composed of networks of com-

municating software components. The network, and

the components comprising it, may be changed even
while the software, and the devices it controls, is exe-

cuting. This unusual degree of software plasticity per-

mits micromachines to dynamically adapt the software

to changing conditions and allows system engineers

to rapidly and inexpensively develop special-purpose

software by assembling stock software components in

custom configurations.

1 Introduction

Without extensive software support nanomachines,

microdevices, and application-specific integreated mi-

croinstruments (ASIMs) are just so much fancy dirty

glass. Indeed from the perspective of a computer sci-
entist many of the devices being proposed can be re-

garded as multicomputers with "unusual" peripherals.

Another perspective, one which emphe.sizes their in-

formation content, regards these constructions as col-

Lections of sensors, actuators, and transmuters, whose

purpose is to obtain, produce, and transform infor-

mation. Even small assemblages may require signif-

icant amounts of software. For example, a modern

rechargable electric razor contains about 2 kilobytes

of software, a digital thermostat about I2 kilobytes,

and an automotive emissions control system contains

in excess of 300 kilobytes of software. Satellites based

on nanotechnology will contain a wide assortment of

interconnected digitally mediated subsystems includ-

ing attitude control, power, navigation, communica-

tion, and sensors whose combined software elements

may easily exceed tens of megabytes. The economic

assembly of such systems will require:

• software that can be assembled component-wise
from stock piece-parts;



• softwarethatcanbeflexiblyreorganizedto cope
with the introductionof novelcomponentsor
newcombinationsofcommonsubassemblies;and

• softwarethatcanbedynamicallyreconfiguredto
compensatefor hardwarefailuresor changesin
themissionofthesatellite.

Onemediumthataddressestheseissuesisweaves,
acomponent-basedapproachto softwarecomposition
and interconnection. Weaves are networks of compo-

nents in wiaich streams of arbitrary objects flow from

one component to another. They occupy a computa-

tional niche midway between fine-grain dataflow and

large-grain stream processing (as exemplified by Unix
pipes and filters). A detailed discussion of the compu-

tational and communication semantics of weaves (in-

cluding the features that distinguish it from data-flow

languages like Khoros[2], Show-and-Tell [6], and Pro-

graph [1]) can be found in [5]. We have implemented a
visual software composition and integration environ-

ment for constructing systems as weaves. The weave

visual editor, Jacquard, provides users with mecha-

nisms for rapidly assembling weaves from components,

executing and observing weaves, and combining and

modifying weaves dynamically -- all using nothing but

point, click, drag, and drop. A more detailed view of

the environment for constructing weaves can be found

m {_].
Weaves are well suited for systems characterized

by processing on continuous or intermittent streams

of data, and they have been applied to such tasks

as satellite telemetry processing, tracking, and the

rapid prototyping of satellite ground stations. Fig-

ure 1 shows a portion of a stereo tracker implemented

as a weave. Weaves are comprised of sockets (which

are either unpopulated or populated), tool fragments,

and jumpers. Unpopulated sockets are placeholders

for tool fragments that consume objects as inputs and
produce objects as outputs. Jumpers between sockets

provide transport services for moving objects from one

place to another and thus define the topology of the

network. Users assemble weaves by interconnecting

sockets and populating each socket with a tool flag-

ment (which may itself be a weave). Type informa-

tAon about the objects flowing through a connection is

specified by labeling the jumper.
Weaves adhere to the three rules of blind commu-

nication:

• no tool fragment in the network is aware of the

sources of its input objects or the destinations

of its output objects, consequently, all tool frag-

ments are independent of their position in the
topology of the network;

no tool fragment is aware of the semantics of the

transport services that are used to deliver its in-

put objects or transmit its output objects, con-

sequently, new transport services can be freely
substituted for old.

no tool fragment is aware of the loss of a con-

nection and to the extent that the computation

can continue it will, consequently, weaves can by

dyna4nically edited and rewired without risking

the integrity of the weave.

Figure 1: A portion of a weave-based stereo tracker.

Weaves were specifically designed to tackle the
problem of constructing large systems by composing

components and interconnections -- the visual equiv-

alent of a module-interconnection language. A weave
that contains one or more unpopulated sockets can

be thought of as a framework for an entire family of

implementations that are customized by populating

empty sockets with components. Figure 2 illustrates
such a framework for a sensor and its controller. The
sensor is connected to the controller via a feedback

loop through which the controller issues commands

and control messages to the sensor and receives sensor-

specific measurands and status information.

This weave can be used as a tool fragment in some

higher level construction since it contains an input pad

that passes commands and controls to the controller
socket in from the outside and an output pad that
transmits measurands and status from the controller

socket to the outside. Figure 3 illustrates a particular



instantiationof theframework,an integratedvibra-
tionsensor,that containsthetoolfragmentsto com-
mand and control a vibration microsensor and deliver

its measurements to some higher level device.

In the following sections we illustrate how weaves

can be used to integrate large numbers of diverse mi-

croinstruments. Two different approaches are shown.

In Section 2 we examine a weave framework designed

to support a small number of tightly coupled microin-

struments bound together as a multiparameter sensor.
In Section 3 we outline a weave framework based on

message buses that is suitable for large numbers of

loosely coupled subsystems such as that found on a

nanosatellite. Finally in Section 4 we frame some of

the research questions that must be resolved to make

this approach viable.

Command

Control

Controller

Measurand

Status

Sensor
v

Control

Measurand v Status

Figure 2: A generic framework for a sensor and its
controller.
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v
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Figure 3: A instantiation of the generic sensor frame-
work as a vibration sensor.

2 Weaves for Multiparameter

Sensors

A multiparameter sensor module combines several

sensors on a single substrate. A simplified layout
of one such hypothetical module is shown in Fig-

ure 4. This module provides location, acceleration,

sound level, and the detection of one or more chemi-

cal species and contains an wireless link for the trans-
mission of telemetry and the receipt of commands.

It would be powered by a thin film battery layered
on the underside of the substrate and would be so

small (certainly no larger than a pack of cigarettes)
that it could pasted almost anywhere such telemetry

might be required. Possible applications include envi-

ronmental monitoring, industrial process control, and

launch vehicle data acquisition. Specialized versions

of such modules could be incorporated into the skins

and structures of aircraft or trucks, or strategically

placed on bridges" or within buildings.

Multiparameter sensors offer three advantages over

a comparable collection of independent sensors:

all of the sensor readings are location correlated,
that is, all measurands are being collected at the

same location (within a few tens of millimeters);

the individual instruments can be tightly cou-

pled, for example, their sampling rates can be

phased or synchronized;

the activity or sampling frequency of one instru-

ment can be made dependent on the measurands

of another, for example, a multiparameter sensor

in a rocket motor compartment could increase

the sampling frequency of its temperature sen-
sor when the vibration level crosses a prepro-

grammed threshold.

It makes sound development and economic sense

that it should be as easy to construct control software

for a multiparameter module as it is to construct the
multiparameter module itself, that is, by combining

and interconnecting stock piece parts into a cohesive

whole. Logically the integration of an N parameter
sensor should be the flat composition of N individual

sensors, that is, for the mu[tiparameter device that we

are considering all sensors are peers equitably sharing

a common substrate and resources such as power bus

and specialized services such as analog/digital conver-

sion. In the generic sensor framework sketched in the

introduction each individual sensor is comprised of a
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Figure 4: A hypothetical multiparameter sensor mod-

ule.

contro[ler and the sensor proper. This base organiza-

tion suggests that a multiparameter sensor be orga-

nized hierarchically where each sensor device has its

own local controller but reports to, and is commanded

by, a higher order controller which is responsible for

coordinating the activities of the individual sensors

and mediating resource contention.

A sample weave framework for such an organiza-

tion is shown in Figure 5. The framework is designed

to accomodate four independent devices; the changes

required for a different number of devices are obvi-

ous. The framework supports three different principal

classes of toot fragments. Moving from right to left

in Figure 5 the first class is represented by the "de-

vice" sockets which are intended for tool fragments

that are the "embodiment" of the individual sensor

devices. These tool fragments are weaves in their own

right whose general form is suggested by Figures 2 and

a. Since weaves are indifferent to the composition or

form of the tool fragments that populate the sockets

of the framework these sensors can be arbitrarily com-

plex.

The second class is represented by the unpopulated

"'router" socket in the middle of the network. Routers

are responsible for the distribution of command and

control messages from the higher level controller in

the multiparameter sensor to the individual sensor de-

vices. The router helps to insulate the controller from

the multiplicities of the sensors, and to a certain ex-

tent, from some of the characteristics of the sensors

themselves. The router can perform protocol conver-

sions or command translations to supply a uniform

unvarying interface to the controller.

The third and final class is represented on the far

left by the "controller" which is responsible for accept-

ing higher-level command and control and tremsform-

ing that into individual sensor commands. Using a

feedback loop analogous to that which appears in the

individual sensors it also accepts the N-way merged

output of the N sensors. Like the lower-order devices

that it controls, it has input and output pads thereby

permitting the entire multiparameter sensor itself to

be embedded in some higher-order device.

A particular instantiation of this framework is illus-

trated in Figure 6 where a wireless transceiver, an ac-

celerometer, a chemical species sniffer, and an acous-

tic sensor are combined into a single integrated mul-

tiparameter sensor. To the extent that the individual

sensors observe a common command and control pro-

tocol the high-level controller and its matching router

can be generic elements. Note that the same inter-

mixing of custom and stock software components can

be applied to both the controller and router which,

like any other tool fragment, may be weaves in their

own right. The combination of weave frameworks and

the hierarchical composition of weaves permit one to

construct the software for highly integrated, tightly

coupled multidevices in a straightforward and elegant

manner.

Conlroller

Router

a = Commanci v Contro/

= Measura,,ld v Status

Device 0

Device 2

Fair n-way

merge

Device 3

Figure 5: A weave framework for a generic mult[pa-

rameter sensor.
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Figure 6: A sample weave for a specific multiparame-
ter sensor.

3 Weaves for Nanosatellites

Unlike a tightly integrated multiparameter sensor a
nanosatellite will be composed of a number of loosely

integrated subsystems. Those subsystems in turn will

encompass a broad degree of integration and coupling
ranging from lightly coupled systems that commu-

nicate infrequently or irregularly to highly coupled,

synchronized systems that require substantial band-

width. The multiparameter sensor described in Sec-
tion 2 illustrates some of the techniques required for

tight coupling among components. The interconnec-
tions among weave components in Figure 6 are all

point-to-point which is suitable for components that
intercommunicate frequently. However new compo-

nents can not be added to the weave without rewiring.

While weaves fully support rewiring on-the-fly during

execution dynamic editing may force the system into
an unsafe state due to temporal or behavioral con-

straints. Furthermore complex systems contain coop-

erating subsystems that exhibit a variety of commu-
nication behaviors ranging from infrequent, low band-

width communication to regular, frequent, high vol-

ume message traffic.

A highly integrated device such as a nanosatellite

will be composed from independent subsystems that

are mechanically, electrically, or optically integrated

with one another. For example, one might construct

a nanosatellite by stacking and bonding individual
wafers where each wafer is a stock subsystem (guid-

ance, batteries, power management,...). Ideally the

nanosatellite software should be able to recognize the

stacking arrangement and arrange its communication

paths accordingly. This capability would give system

designers the freedom to insert custom subsystems

without changing the software base that supports the

stock subsystems.

This capability wilt prove increasingly important
as swarms of nanosatellites cooperate to accomplish
a task. Hundreds of nanosatellites in close physical

proximity could organize themselves as a giant phased

array thereby allowing space system architects to as-

semble on-orbit powerful communications "megasatel-
liras" from individual satellites the size of a tea saucer.

It would be advantageous if the software structures o['
the individual nanosatellites generalized smoothly t.o

the software structures required for the control and

management of swarms.

Hierarchical message buses [4] are flexible commu-
nication architectures that hold the promise of scaling

smoothly from a single nanosatellite to large groups

of independent, coordinated nanosatellites. We dis-
cuss below a bus-like communication structure that

significantly reduces the amount of coupling and there-

fore may be more appropriate for a collection of semi-

independent, cooperating subsystems.

Figure 7 illustrates a framework for a single mes-

sage bus. Imagine a weave assembled on a sheet of

paper where the sheet itself is a broadcast medium for
the transmission of objects. Taps into the medium

allow sockets to receive messages broadcast on the

sheet or to themselves send broadcast messages over

the sheet. This arrangement is typified by the socket

Alpha whose inputs arrive from a tap (an on-sheet re-

ceiver) and whose outputs are in turn transmitted (via
an on-sheet transmitter) to any other socket that ha.s

a comparable tap into the sheet. As a consequence of
blind communication it is impossible for a tool frag-

ment seated in the Alpha socket to determine if its

inputs are arriving courtesy of a point-to-point con-
nection or are obtained from a bus tap. Similarly, the

same tool fragment can not discover that its outputs

are being placed on the sheet bus for broadcast.

Sheets (message buses) can be cross-wired using

off-sheet transmitters and receivers. Each sheet has

a unique name. An off-sheet receiver is shown in Fig-

ure 7 that is receiving broadcast messages from a sheet
named Source. All of the messages broadcast on sheet

Source are being fed as inputs into the socket Beta.

Likewise all objects output by any tool fragment pop-

Mating socket Gamma will be broadcast on the sheet

named Sink by the off-sheet transmitter attached to

the output pad of Gamma.

Finally sheets, like any other weave, are permit-
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Figure 7: A generic weave bus.

ted input and output terminals. Consequently a sheet

can be encapsulated as a toot fragment and may ap-

pear as a component in some higher-order weave. This

pc'rmits message buses to composed hierarchically and
dramatically reduces the scope and volume of the ob-

ject traffic on any one sheet (bus). The combina-
t,ion of hierarchical composition and inter-sheet cross-

wiring via off-sheet receivers and transmitters allows

system architects to construct complex multicast ar-

chitectures that scale as the number of sheets (subsys-
tems) increases.

To illustrate some of the possibilities we briefly

sketch a high-level nanosatellite software architecture

as shown in Figure 8. At the top level the spacecraft is

organized as a single sheet (message bus) with a sub-

_veave responsible for each individual major subsys-

tem. The individual subsystems are each constructed

using a combination of point-to-point and bus topolo-

gies. A sample framework for the power subsystem

is given in Figure 9. It bears a strong resemblance

to the framework ['or the integrated multiparameter
sensor shown in Figure 6 with a few important differ-

ences. [n the power subsystem all of the outputs of the

controller are fed into a filter that generates two gran-

ularities of monitoring and status information. The

monitoring and status information that is fed to the

o_tput terminal is of coarser grain than that fed to the

oH-sheet transmitter. The message traffic appearing

on the output terminal is a summary of the activities

of the power subsystem that is suitable for processing

by a higher-level controller or monitor. The message

traffic appearing on the power sheet itself is a finer-
grain, more detailed view of those same activities.

The flexibility of weaves and the bus-based architec-

ture outlined above make it possible to add monitoring
elements to the spacecraft architecture while the craft

is on-orbit without extensive weave "rewiring." Fig-
ure 10 illustrates this approach. A specialized monitor

has been added to the top-level spacecraft software

architecture. The inputs of the monitor are derived

from two sources, the spacecraft sheet and the power
subsystem sheet using an on-sheet and an off-sheet

receiver respectively. Note that this modification is

completely transparent to the power subsystem and

because no rewiring was required can be performed

without endangering the ifitegrity of the craft as a

whole. When the monitor is no longer required it

can be safely removed and the software restored to

its original state. Similar techniques could be applied

for fault tolerance, hot sparing, on-orbit testing, or
reconfiguration.

Payload Command &
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Attitude

Power

Propulsio_
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Thermal

Figure 8: A generic spacecraft architecture.

4 Future Research

One outstanding problem is porting the weave run-

time infrastructure to a generic micromachine hard-

ware environment. This must be a cooperative ven-

ture between micromachinists and computer scien-

tists. The history of processor architectures is illu-

minating in this respect. For many years processor

architectures were designed by electrical engineers and



Filter
On-I_eet Transmitter

Output Terminal

Fa_" n.way

merge

a = Commandv Control

= Measurandv Status
Charger

DiUpb_tion

Figure 9: A power system framework.

device architects as if software didn't exist and proces-

sors were useful in their own right wholly independent
of software. We now understand that view to be mis-

guided and the rise in popularity of RISC architectures
is the outcome of a joint venture to arrive at architec-

tures that were designed from the outset to support

complex software.
The weave execution infrastructure is non-trivial

and makes numerous demands on the underlying op-

erating system. It also has strong implications for the

bus structure that is used as the communication path

among microdevices. The best of all possible worlds

would be to design micromachines and their digital

controllers with weaves in mind from the very be-

ginning including hooks for atomic weave components

(that is weave device drivers) where the bottom of the

weave ecology is connected to the particulars of the
custom devices provided by the micro-environment.

If one accepts the argument that the missing piece

in the weaves-to-micromachines picture is the soft-

ware/hardware glue, then we must build generic weave

components that can talk at the hardware [eve[ to a

micromachine device, and at the same time, encour-

age micromachine hardware designers to settle on a

generic hardware interface structure that is, at worst,

not hostile to weaves. Once this is in place, it should

be relatively easy to demonstrate the viability and

power of weaves for the software structures of assem-

blages of micromachines. One attractive, low risk pos-

sibility is to simulate a micromachine assemblage us-

Payload

Telemetry & Tracking

Power

PropuJs_n

Therrna_

Monitor

Figure 10: A spacecraft architecture with additional

monitoring.

ing chip-level components and construct a prototype
weave infrastructure for such a simulation.
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Abstract

We review types of inertial sensors available and current usage of inertial sensors in space and

the performance requirements for these applications. We then assess the performance available

from MEMS (Micro-Electro-Mechanical Systems) devices, both in the near and far term.

Opportunities for the application of these devices are then identified. A key point is that

although the performance available from MEMS inertial sensors is significantly lower than that

achieved by existing macroscopic devices (at least in the near term), the low cost, size and

power of the MEMS devices opens up a number of applications. In particular, we show that

there are substantial benefits to using MEMS devices to provide vibration, and, for some

missions, attitude sensing. In addition, augmentation for GPS navigation systems holds much

promise.

Introduction

The prospect of the availability of very small, very low cost and low power inertial sensors

opens up the possibility of a number of applications for these devices in space. The viability

of these applications will clearly depend on the performance of the MEMS devices. The main

performance measures we shall discuss are bias stability (drift rate) and radiation hardness.

Depending on the application, other performance measures may be more relevant, however these

represent key issues for space. In general, the time scales of space vehicle maneuvers are

relatively slow compared with those of terrestrial vehicles, justifying the interest in drift rate.

The space radiation environment is far more hostile than most terrestrial environments, so that

some degree of radiation hardening is required, even for low altitude orbits.

Since the size of the space market is very small compared with many terrestrial markets, most

MEMS devices are being developed with an eye toward terrestrial applications (e.g. automotive

braking controls). It is of value to assess the extent to which such devices can be adapted to

space applications. Alternatively, special devices will have to be developed for space (with a

corresponding cost impact).



Current uses of inertial sensors in space

The following table summarizes the main current applications of inertial instruments in space,

including typical performance requirements.

Application

Launch Vehicles

Spacecraft delta-V

Spacecraft Pointing

Table 1

Current Uses of Gyros in Space

Drift Rate

0. l°/hr

O. l°/hr

O.Ol°/hr

Attributes of typical instruments currently in use to meet these requirements are listed in the

following table

SKIRU DII

Honeywell YG9666
Delco HRG TNS 311

Table 2

Typical Space Gyros (IMUs)

28 lb

3.6 lb

3.5 lb

Power

15 - 26 W

17.5 W

10 W

The cost, weight and power requirements of these devices are high enough that their use

(particularly in situations where redundancy is required) represents a significant impact on the

cost of a program. In many low cost programs, a minimal set of attitude determination

instruments is used. Often this does not include a gyro. In many situations this can result in

compromised performance, or excessive operational costs later in the mission in the event of

component failures or anomalies. Some examples are cited in the following table:



Table 3

Anomalies indicating desirability of MEMS back-up

Vehicle Anomaly

STEP M0 Gyro loss

Classified fiat spin

MEMS could have simplified..

- delta-V maneuvers

normal mode

(reconfiguration from 3-axis
to momentum bias was

required)

Recovery from flat spin

The desirability of being able to add components to achieve enhanced performance, flexibility

or redundancy is clear. We now turn to the question of whether, or to what extent, MEMS

devices can fill this need.

Current and near term performance from MEMS devices

The following table summarizes the performance available from experimental units fabricated

at C.S. Draper Laboratories.

Table 4

Performance of current MEMS gyros

Attribute Performance

Angular random walk

Scale factor stability

Drift rate (60 Hz B/W)

Drift rate (0.1 Hz B/W)

0.037 deg/rt, hr.

100-150 ppm

24 deg/hr

1 deg/hr

Mid-term performance (18-24 month delivery) would be of the order:

Angular random walk

Scale factor stability

Drift rate (60 Hz B/W)

Drift rate (0.1 Hz B/W)

0.008 deg/rt.hr.

50 ppm

6 deg/hr

0.25 deg/hr

Long term (3 + years) these numbers may come down to 0.001, 10+, 1 and 0.024 respectively.



The cost of theseitemsdependson the time scaleof delivery and on the packaging. Using
hybrid electronics(abouta 4" x 4" board)anda 6-12 monthdelivery time, wouldcost around
$300-$500K. With theelectronicsin anASIC, thetime scalewouldstretchby about6 months,
andthe costwouldgo upby about$200K. The size of the ASIC system would be less than 1"

square. Power and weight would be of the order of 0.25W and 5 grams respectively. In the

long term, costs would come down substantially, although the actual numbers would depend on

a number of details, including the emphasis placed on the needs of the space community when

production units are developed. High production units (e.g. for automotive use) would be very

low cost. However, the actual cost to integration into a space vehicle would include whatever

modifications would be required.

When we compare the near term performance numbers with the requirements in Table 1, we

note that in general the MEMS units cannot be used as direct substitutes for current devices.

We must therefore either, determine when (or if) the performance of the MEMS devices will

reach this level, or we must look into the possibility of finding new or modified applications.

We shall concentrate on the latter.

From the standpoint of technological limitations, the MEMS devices have relatively high drift

rates, and therefore must be used in "short time scale" applications. The need for radiation

hardness, although critical from a practical standpoint, is not driven by a lack of technological

capability as much as by a lack of need in the main markets driving the development of MEMS

inertial sensors. The vulnerability to radiation occurs in the electronics (FETs etc., used in the

preamplifiers and signal processing circuits), not in the MEMS devices themselves.

The following table summarizes a number of applications in which the time scale is short enough

to permit the effective use of MEMS sensors.

Table 5

Short time-scale applications in space

Launch vehicles

Augment GPS (esp. for range safety)

Environment monitoring

Spacecraft

Maneuvers

Detumble (e.g., Acquisition, Safehold Modes)

Vibration Control (e.g., Large Structures, Deployables)

Vibration Monitoring (e.g., fault detection on wheel bearings)



In addition to theseapplications,which would improve the performanceand redundancyof
current typesof satellites,thereis thequestionof future "nanosatellites".In thesesystemsthe
whole satellitewill be built on a "chip" (or at least somewafers). For suchapplications,the
useof MEMS will be mandatory. The necessaryperformancecouldbe acquiredby usingthe
MEMS devicesto augmenta long time scalesensor(e.g., a miniaturestar sensor).

Conclusions

There are a number of applications which could benefit from the availability of space hardened

MEMS gyros (and accelerometers) - even with the performance limitations currently associated
with these devices.
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ABSTRACT

The Flexure-Beam Micromirror Device (FBMD) is a phase-

only piston style spatial light modulator demonstrating properties

which can be used for phase adaptive-corrective optics. This paper

presents a complete study of a square FBMD, from advanced

model development through final device testing and model
verification. The model relates the electrical and mechanical

properties of the device by equating the electrostatic force of a

parallel-plate capacitor with the counteracting spring force of the

device's support flexures. The capacitor solution is derived via the
Schwartz-Christoffel transformation such that the final solution

accounts for non-ideal electric fields. This complete model

describes the behavior of any piston-style device, given its design

geometry and material properties. It includes operational

parameters such as drive frequency and temperature, as well as

fringing effects, mirror surface deformations, and cross-talk from

neighboring devices. The steps taken to develop this model can be

applied to other micromirrors, such as the Cantilever and Torsion-

Beam designs, to produce an advanced model for any given device•

The micromirror devices studied in this paper were

commercially fabricated in a surface micromachining process. A

microscope-based laser interferometer is used to test the device in
which a beam reflected from the device modulates a fixed reference

beam. The mirror displacement is determined from the relative

phase which generates a continuous set of data for each selected

position on the mirror surface. Plots of this data describe the

localized deflection as a function of drive voltage.

INTRODUCTION

A growing trend in optical processing and related fields is the

implementation of micromirror-based spatial light modulators

(SLMs) for various optical applications [1]. The Flexure-Beam

Micromirror Device (FBMD) is a phase-only piston style SLM

demonstrating properties which can be used for phase adaptive

optics. High optical efficiency and individual micromirror

addressability make large arrays of devices well suited to phase-

front modulation applications [2,3]. For example, Fig. 1 shows an

array of devices used to discretely lengthen or shorten the optical

path of incoming light to correct for phase-front aberrations. Other

designs of micromirrors, such as the Cantilever or Torsion-Beam

devices, have become increasingly favorable for applications in

which a redirection of incoming light is desired.

The micromirrors studied in this paper were commercially

fabricated using a standard polysilicon micromachining process• In

this paper, ideal models are developed for all three designs.

Additionally, an advanced model is developed for the FBMD

which accounts for surface deformations, fringing losses, and

cross-talk from neighboring devices as well as operating conditions

such as temperature and drive frequency. The steps taken in this

process can be applied to other designs of micromirrors in order to

create advanced models for any given device. The model is

verified with a microscope-based laser interferometer used to study

the behavior of the micromirror devices.

The FBMD, shown in Fig. 2(a), is a 60:<60 I.tm square mirror

with flexures attached at the comers spanning two sides of the
mirror. The actuation of the device is electrostatic such that a

voltage is applied to an address electrode beneath the mirror

creating a potential difference between this electrode and the mirror

which is grounded. This creates a downward electrostatic force on

the mirror which is counteracted by an upward spring force of the

flexures. Figure 2(b) represents the actuation and characteristic

behavior of the device illustrating these forces.

COORDINATE SYSTEM AND VARIABLES

A convenient characteristic of most micromirror devices is the

symmetry designed about the center of the device. Most

micromirror devices are designed in the shape of squares or other

polygons that share similar symmetric traits. Therefore, a simple

Cartesian coordinate system can be assigned to analyze the

behavior of micromirror devices which makes use of this

symmetry. As shown in Fig. 3(a), the x and y axes lie in the plane

of the top of the address electrode and intersect at the center of the
device. The z axis defines the vertical dimension within the device.

The mirror widths along the x and y axes, wx and wy.. respectively,
are shown such that the coordinates used to describe a position

along the mirror surface range from negative to positive values of

half the width. This coordinate system will help simplify the

solutions of symmetric physical properties such as the electric field

intensity which is uniform only at the center of the device.
In order to describe the mechanical behavior of micromirror

devices, a set of variables must be defined that fully accounts for

the physical geometry and motion of the mirrors and flexures.
These variables are graphically defined using a simple micromirror

device consisting of two flexures supporting the device at opposite

ends of the mirror. The flexures and support posts are shown

separated from the mirror for the purpose of clarification between

the resting and actuated positions of the device.

The flexure variables shown in Fig. 3(b) are comprised of the

initial deflection due to gravity, d. the actuated deflection at the
• /_P , ,

end of the flexures, d/; the resting separation dzstance between the

mirror and address electrode, z o, the actuated separation distance at

the end of the flexures, z/_ and the spacer thickness, ts, used in the
fabrication of the device_ The mirror variables shown in Fig. 3(a)

are a function of position along the surface of the mirror and

include the vertical separation distance between the mirror and

address electrode, Zm(X,y), and the surface distribution of mirror

position relative to the ideal uniform deflection, Az(x,y). This

includes mirror surface deformations and tilting of the mirror due

to cross-talk or variances in the spring constants of each flexure.



Theinitialdeflectiondueto gravity can be found using the

combined mass of the mirror, M, and the characteristic spring

constant of the device, k, such that

Mg (l)
d,= k

where g is the acceleration constant due to gravity. If the spring

constants of each flexure are known to be unequal, this deflection

can be found for each flexure using its portion of the total weight of

the mirror. For the purpose of simplicity, however, it is assumed

that each flexure of a given device is identical.

As shown in Fig. 3(b), the resting position of the device at the

end of the flexures, zo, is given by:

Zo=t,-d,=d/+zt (2)

which describes the vertical separation distance between the
address electrode and the mirror at the end of the flexures when no

address potential is applied. Likewise, as shown in Fig. 3(a), the

separation of the mirror and address electrode is given as

z_(x, y) = Zo - d: - A z(x, y) ( 3 )

= Z/ - A Z(X, y)

The most important relationship defines the relative deflection as a

function of position along the mirror surface, d(x,y), such that

d( x, y) = d/ + A z( x, y) (4)

which describes the deflection observed for a given voltage at any

point (x,y) along the surface of the mirror. Ultimately, this is the

independent variable used to characterize a micromirror device

such that this deflection is plotted against the address voltage.

ELECTROSTATIC ACTUATION

in order to compute the electrostatic force on the mirror, it must

first be determined by which means this force will be calculated.

More specifically, it must be decided whether the charge

distribution, which is not uniform over the mirror surface, will be

considered. The charge distribution wilt change with the position

of the mirror surface and will also be altered by any mirror surface
deformations or discontinuities such as etch holes. This leads to a

complicated solution when integrating across the mirror. As an

alternative, since both the charge distribution of the mirror and the

applied electrode voltage are related to the electric field within the

device, it is possible to express the potential energy, _, of the

electric charge distribution solely in terms of this field such that

= L f o" Vdm -- L f EoE2 dv (5)

2a 2,,

where o" is the surface charge distribution on the mirror, V is the

voltage between the mirror and electrode, A is the area of the

mirror, _o is the free space dielectric constant and E is the electric

field intensity at any point in the volume v within the device [4].

By assigning a relative electric energy density of J/_o E2 to each

point in space within the device, the physical effect of the charge

distribution on the mirror surface is preserved. From this approach

it is easy to see that the non-uniform charge distribution on the

mirror surface and the fringing effects of electric fields around the

edges of the mirror are complementary descriptions of the same

electrical phenomenon.

With the ability to express the energy of the device in terms of
the electric field, the electrostatic force on the mirror surface is

determined by a method known as virtual work [4]. This theory

states that the change in the electrical energy of a capacitor is equal

to the sum of the mechanical work done by displacing the plates

and the change in the electrical energy of the source. The total

electrostatic force of an ideal capacitor was determined to be

F = E°E-----_-_A (6)

2

which represents the total force on the surface of the mirror as a

function of electric field. It also demonstrates that the force per

unit area on the mirror surface is equal to the electrical energy

density per unit volume within the micromirror device [4].

This relationship holds for non-uniform electric fields as well.

The fringing electric field around the perimeter of the device alters

the force per area on the mirror as a function of position on the

mirror surface. The total electrostatic force acting on the mirror is

F=_f(x,y)dxdy=_E2(x,y)dxdy (7)

The fringing electric field will diminish the force per unit area

around the edges of the mirror and will produce a total electrostatic

force that is slightly less than the ideal force calculated by

neglecting fringing effects.

IDEAL FLEXURE-BEAM MODEL

Since the electric field is symmetric about the center of the

device and the mirror and electrode are assumed to be rigid, the

electric field lines along the outer edges of the cell shall be
assumed uniform as well. Therefore, the induced electric field is

initially assumed to be uniform and orthogonal to both the mirror

and electrode at all points along both surfaces. This neglects

deformations of the mirror surface during operation as well as

fringing effects of the electric field around the edges of the device.

The total electrostatic force of the Flexure-Beam device, F_-n, is

found by the method of virtual work and reduces to:

GO --2

Fen = __ErB A (8)

where Er8 is the ideal electric field, e o is the free space dielectric

constant, and A is the surface area of the mirror. The uniform

separation distance between the address electrode and mirror, zm, is

given in Eq. (3) in which txz(x,y) = 0 such that:

Zm = Zo - d/ (9)

where zo is the resting separation when no electrode voltage is

applied and df is the vertical displacement of the mirror at any
point along thesurface.

The total force is found by substituting Eq. (9) into the

expression for the ideal electric field, Een, in Eq. (8) which yields

the magnitude of the downward force applied on the mirror:

F_.= e° A (1o)

zo -d:

The restoring force produced by a spring displaced a distance, dfi
from its equilibrium position is given by Hooke's Law:

where k isthe characteristicspringconstantdistinctto a particular

springsystem. This constantisdistinctto each springand can be



measured expedmentally or determined using mechanical analysis.

It is obvious that the linear response of the restoring force is valid

only for a limited range of displacement distances. Forces greater

than some critical force applied to the mirror must be avoided to

ensure that the flexures do not deform and that the restoring force

exhibits a linear response.

It is expected that the flexures will deform linearly. Therefore,

balancing the upward restoring force of the micromirror flexures

against the downward force of the parallel plate capacitor:

( 1'Frn=Fs ' eo V , A=kdt (12)
2 zo-d:

produces an equality that can be solved to determine the necessary

voltage, V, to vertically displace the mirror a desired distance, dj;

from the resting position:

In this ideal model, the deflection along the mirror surface is
assumed to be uniform. In a more realistic model, surface

deformations invalidate this assumption and other non-ideal effects

of geometry and device operation must be included as well.

As described above, the characteristic spring constant, k, can be

experimentally determined for a specific micromirror device.

However, mechanical analysis of the geometry and material

properties comprising the flexures can approximate this value. As

a result, the behavior of a Flexure-Beam Micromirror Device can

be obtained without the need for experimental observations.

IDEAL CANTILEVER MODEL

The Cantilever micromirror device can be modeled using the

same ideal conditions assumed for the Flexure-Beam micromirror

device. Unlike the FBMD, however, the deflection is not uniform

along the surface of the mirror, but a function of position along one

dimension since the device tilts away from the support post.

Assuming no surface deformations, the deflection becomes a linear

function of position. Figure 4(a) illustrates the motion of the
device and defines the dimension variables. It is known that the

flexures will deflect according to Hooke's Law given in Eq. (I i),

but another aspect of the Cantilever device is the additional

bending of the flexure which determines the angle of deflection, 0,

at which the mirror is tilted.

As the mirror deflects downward, the force distribution along

the surface of the mirror is no longer uniform since the end of the

mirror is closer to the address electrode than elsewhere along the

mirror. As a result, the total electrostatic force applied to the

device will change according to the vertical deflection of the

flexure, _d and the angle of deflection, O. To account for this
behavior, two spring constants are introduced such that

= r, o = r t l4)
where k I describes the vertical deflection at the end of the flexure

and k 2 describes the angle of mirror deflection. Both constants are

directly related to the amount of electrostatic force acting on the

device since they determine the position of the mirror.

The electrostatic force acting on the mirror is found by

integrating the linear force distribution across the surface of the

mirror. Since this force distribution is uniform in the y dimension,

the force is only dependent on the integral over the x domain.

Likewise, the separation distance between the mirror and address

electrode, Zm, and the vertical deflection distance of the mirror, d,
are functions ofx and are defined as

Zm(X ) = Z o -- d r - x sin(0) (15)

d(x) = d/ + xsin(0) (16)

The total electrostatic force for a Cantilever micromirror device,

F C, is found to be [5]

Fc = e° wy V2 ? dx eoA V 2
2-_x - (17)2 o z,,( ) 2ZrZ,

where the vertical separation distances at the flexure end of the

mirror and tip of the device, zf and zt respectively, are shown in
Fig. 4(a) and are defined as

z r = zo-d r, z, = z r- w xsin(O) (18)

Using the deflection relationships of Eqs. (14) and (16), the angle

of deflection, 0, becomes

o = r = xsin(0)] (19)
Since the length of the micromirror device is significantly larger

than the separation distance between the mirror and address

electrode, the angle produced by the actuation of the device is

sufficiently small to allow for an approximation such that

knd ( 20 )

0 = sin(O)= (k x + I)

Equating the electrostatic force in Eq. (17) with the restoring spring

force of Eq. (14) yields the ideal characteristic model of the
Cantilever micromirror device:

12k I[d - x sin(O)]z/z ,
V= (21)

eoA

where the address potential, V, is required to deflect a device some

distance, d, at some position, x, along the surface of the mirror.

Similar to the FBMD model, the spring constants of the Cantilever

device can be found from mechanical analysis of the deflection and

bending properties of the material comprising the flexure.

IDEAL TORSION-BEAM MODEL

The Torsion-Beam model is similar to the Cantilever model

with the exception that only the rotational constant need be

considered. The operation of the device is shown in Fig. 4(b)
which illustrates that the ideal motion of the mirror does not

include a deflection at the flexures. Therefore, the torque produced

by an electrode on one side of the device, _, is directly related to

the angle of rotation of the mirror surface, O, such that:

,r = kO = F-d (22)

where F is the total electrostatic force produced by the electrode

and _" is the centroid position at which it is located given by [5]

Fr= _f(x) dx, _=-- [xf(x) dx (23)



where xA is the lateral position at which the edge of the address

electrode is located and the ideal force distribution.f/x), is given as:

f(x) = g°WyV2
2z,.(2 x) ' z.. (x) = zo - x sin(0) ( 24 )

Using the following angle approximation for rotation

0 = sin(0) = _d ( 25 )

x

where d is the desired deflection at some position x and solving for

the address potential, V, in Eq. (24) yields the ideal model:

V_
(26)

which produces singularities at the center of the mirror, x = 0, since

ideally no deflection can occur at that position [5]. Likewise, a

limiting factor must be used so that the model does not predict a

desired deflection past the point where the tip of the mirror would

touch the substrate and prevent further rotation. The counterweight

of the opposite side of the mirror is incorporated into the model by

fitting the curve, via the spring constant, k, to the empirical data.

SPRING CONSTANTS

The flexures are modeled as simple springs in which the

restoring force in the upward direction is linearly related to the

vertical deflection of the mirror by a spring constant that can be

determined from the geometry and material properties of the

flexures. Furthermore, the mirror and flexures of the device

comprise an undamped harmonic oscillator when the device is

actuated with a periodic voltage at low frequencies. As a result, the

restoring force of the flexures is not only a function of geometry

and material properties, but also of temperature and driving

frequency. At higher frequencies, however, squeeze film damping

may become increasingly significant as the mirror must force air

out of the volume of the device during operation.

To analyze the behavior of the flexures, another beam is rigidly

supported on one end and free-floating on the other. A force, F,
acts in the downward direction at the end of the beam where the

maximum deflection, at, from the horizontal is known. The relation

between force and deflection produces the cross sectional spring
constant, kc,, such that

d FL3 I 1 Ewt 3
-- -- -- Wt 3 k_ -- ( 27 )

3EI' 3 ' L 3

where L, w, t, and E are the length, width, thickness, and modulus

of elasticity for the beam, respectively [6].

In addition to standard beam theory, the spring constant of the

flexures must account for their layout such that a corner will

produce a flexure that is more resistant to deflection than one of the

same length that is straight. Therefore, a torsional spring constant

must be added. As shown in Fig. 2(a), the square FBMD has

flexures which span half the perimeter of the device and have

several turns in their layout. The torsional spring constant must be

evaluated for each corner of the flexure where LI and/-,2 are the

lengths of the primary and secondary portions of the flexure under

consideration respectively. The torsional angle through which the

primary flexure is rotated by the secondary flexure, ¢, is given as:

sin(0) d2 F
¢ = = , G= " (28)

rc (q + q) _ 2(1+ v)
where

[1l ll "11K=wt _ - 1 12w4 (29)

and 1:2 is the force observed at the end of the secondary portion of

the flexure, d2 is the deflection at the same position, 0 is the planar

angle between the two portions, and G is the shear modulus of the

flexure material. The approximation of _ is valid since the

deflection observed by the primary portion of the flexure, dr, is

much smaller than the lengths of both portions of the flexures [7].

Solving for the relationship between force and deflection yields the

torsional spring constant for a given portion of the flexure:

KE
k, (30)

2(/n + L2)_ (1 + v)sin(0)

There is also a stress term that can be added, k,, given as:

or(1 - v)wt ( 31 )
ks= 2L

where _ and v are the stress and Poisson ratio of the flexure

material, respectively [8]. The system spring constant, k, is found

by summing these constants per flexure, kt, and multiplying by N,

the number of flexures for a given device:

k=N(k/)=4[k. +k, +k,] (32)

This constant is a function of temperature since the elastic modulus

decreases as temperature increases and the thermal expansion of the

flexures will slightly alter their geometry. This constant will be

used to extract the elastic modulus as a function of temperature.

SCHWARTZ-CHRISTOFFEL TRANSFORMATION

The electrostatic force of the device is developed using a

conformal mapping technique known as the Schwartz-Christoffel

transformation, In any map of an electric field, the electric flux and

equipotential lines are orthogonal to each other and form

curvilinear squares between points of intersection. The sides of

these squares will be perfectly linear for uniform electric fields and

curved for any non-uniform field. As shown in Fig. 5, the electric

field is taken from an original complex plane "l = x + iz which

describes some polygon and transformed to a complex plane W,

where W is an analytic function of"b This transformation preserves

the orthogonal nature of the flux and equipotential lines and alters

the sides of the curvilinear squares thus mapping the electric field

to the W plane. It provides the means to determine the functional

relationship between the two planes such that any electric field can

be mapped about any geometry given the initial polygon [9].

The fringing electric field is analyzed using a parallel plate

capacitor whose plates extend to infinity along the y axis and for

negative x values. This symmetry approach is valid since the

fringing effects of the device are localized at the outer edges of the

mirror. Transforming a finite plate capacitor results in a solution

with several elliptic integrals which is virtually unusable for further

calculations [9]. The Schwartz-Christoffel transformation is a

widely-accepted tool for such analysis which describes the initial

polygon in terms of the exterior angles about which its perimeter



traversesandthepointsat whichthe angle is located. The

conformal mapping equation is given in as:

y=_'o +AS(w-bo)'Z'(w-btl"'...(w-b.la'dw
(33)

where '/o and A are constants determined by boundary conditions, b

is the value of each point mapped into the W plane, and n is the

number of points mapped into finite values. The quantity

exponents, ¢t = 0/r¢ - 1, are functions of the external angle, 0, of the

transformed polygon at each mapped point in the ,/plane [9,10].

The electric field of a parallel plate capacitor originally drawn

in the _, plane is shown in Fig. 5(a) where the points being mapped

into the W plane are labeled A through D and are enclosed by the

polygon drawn around the upper and lower plates of the capacitor.

Figure 5(b) represents the mapping of these points in the W plane

showing the finite values of points B, C, and D. The constant

electric flux lines are mapped into W circularly about point C

which produces the relationship:

W = qJ + iO = In(w), w = exp[.----_---) (34)

where qJ and • represent electric flux and potential respectively, V

is the potential applied to the capacitor and w represents the W

plane in polar form. Evaluating the exponents at each mapped

point, txB = ¢tD = 1 and otC = -1, the transformation becomes:

y=yo+Af w2- l dw=yo+a[½w2-1n(w)] (35)
w

Applying the boundary conditions at points B and D in both planes,

the constants of the transformation are ?o = -VzA and A = -(Zm/_ )

which produces the final relationship:

z,.[ircw+l(1 - f2rc i W]']] (36)

'=x+iz=-_IV _ °xT- SoUJ
This can be solved for the real and imaginary parts to produce the

parameterized solution in two dimensions for the edge of a parallel

plate capacitor. Doing so yields

Z,,
X =--[ip,+ l_e_'cos(¢p)] (37)

2;z

z = 2rcz"[rP- e_' sin(rp)] (38)

where z m is the vertical position of the mirror above the address

electrode. The index parameters ',It and q_ are normalized functions

of flux and potential respectively, such that

2zr_
I//" = ----, --oo < _ < oo (39)

V
and

2 n'qo
q_ = _, 0 < 9 < 2_ (4o)

V

where _ is the potential variable, W is the electric flux variable,

and V is the potential applied between the mirror and electrode.

The result of Eqs. (37) and (38) is plotted in Fig. 6(a) which

demonstrates that the fringing effects are only present at the edges

of the mirror. Moving toward the center of the device, away from

the edges of the mirror, the electric field and equipotential lines

approach ideal uniformity. The fringing effects are only considered

for field lines on the underside of the mirror (_ < 0) since

neighboring micromirror devices prevent the extended fringing that

would produce field lines emanating from the top of the mirror and

underneath the electrode. Micromirror devices standing alone may

experience a larger fringing loss than devices positioned within an

array due to the existence of these extending electric field lines.

For devices standing alone, the electrostatic force along the

electric field lines outside the device acts in the opposite direction

as those within the device. Although the arc lengths of these lines

are much larger and thus the electric intensity much weaker, the net

electrostatic force of these lines should not be neglected.

Integrating this solution along the top of the mirror produces some

non-zero force in the upward direction that counters the actuation

of the device. The net electrostatic force acting on devices standing

alone is somewhat less than that on devices within an array.

ELECTRIC FIELD INTENSITY

To find the electric field intensity as a function of position

along the mirror surface, the length of the arc traced along a

constant electric flux value must be determined. Recognizing that

differential change in the potential function, dqL will result in

differential change in position, dx and dz, the relation is found to be

dt=4dx2+dz== G t,--_) dq) (41)

where a_ is the differential change in the arc length. Using the

parameterized solution of x and z to find the derivatives with

respect to the potential function, 9, and integrating yields

K

tt= l+d'l[[1-msinZO]2,at-- dO, m= Z (42)
o

which is simply an elliptic integral of the second kind where the

need for m _<! is valid for all values of _. Therefore, the elliptic

integral series solution is

( _IIi2k-lf rn" 1]/=z,,(l+e*' l- _ _ (43)

which is somewhat difficult to use for real-time modeling due to

the recursive multiplication and the need for a large number of

terms to converge to a solution [5,11].

As an alternative to the elliptic integral series solution, two

approximations were developed that are far more efficient and

simpler to employ. First, the numerical integration of Eq. (43)

produces a series solution that converges much more quickly and

requires significantly fewer terms to maintain a certain degree of

accuracy. Another approximation is a curve-fitting approach which

produces a closed-form solution in the form of an exponentially

increasing function. For all calculations, however, the arc lengths

were evaluated by finding the converging limit of Eq. (43) with at

least N = 500 terms in order to minimize error propagation.

With the address electrode at some potential, V, and the mirror

grounded, the field intensity at a position, x, along the mirror is

=--, x= v+l_eV +w= (44)
t 2

which parametrically represents the electric field intensity as a

function of position over half the mirror (0 £ x < VZWx) where wx is
the width of the mirror in the x direction.



Toproject this solution into the y domain as well, algebraic

averaging was used such that the net electric field intensity at some

position along the surface of the mirror is the average of that given
by the x and y coordinates.

Exy=l[Ex +Ey] (45)

where the x and y coordinates are evaluated as:

Z,n _ e_/ _ ] ..l_Tx = "_[V,, + 1 w,_
(46)

w,y= Ny+l +-- (47)
2

The normalized magnitude of the electrfc field along the surface of

the mirror is shown in Fig. 6(b) as a function of x and y over one

quarter of the mirror surface. At the center of the mirror, no

fringing effects exist and the ideal uniform electric field is shown.

At the edges, however, the fringing effects aroquite significant. At

the comers of the mirror and address electrode, the electric field

intensity is reduced to 78.7% of the ideal magnitude. The solution

in one dimension, given in Eq. (44), is the cross section along the
diagonal of the solution in two dimensions.

To determine the total electrostatic force acting on the mirror in

the downward direction, as given in Eq. (7), the square of the

electric field intensity in Eq. (45) must be numerically integrated

across the mirror surface using the flux parameter, V- It is obvious

that the total force will be less than the ideal force calculated using
an ideal uniform electric field. The total force becomes

e o "_ -_ 2

F'a= T S S[E_] dydx

eowy ¥ ¥-7-
- 4 SE_dx + e°SSExEydydx (48)

0 0 0

w

4 dy
o

Each of these integrals must be numerically integrated individually
due to their distinct integrands. In order to do so, the

corresponding parameter, V, is divided into N segments which are

used to evaluate discrete samples of the electric field intensity and

position. The definite integral is evaluated as the sum of the area of

rectangles formed in this process. For example, the following
integral is numerically integrated such that

-7- 1 N

SEx dr. = -_i_l[(X i -Xi_l)(Ei ..1-Ei_I)] (49)
0 "=

where the height of the rectangle is defined as the average of the

values of the electric field intensity at each side of the rectangle.

The remaining integrals are evaluated using the converging limit of

the series solution generated by this technique.

The range of parameter values must be chosen to correspond to

the range of integration over position. In order to do so, a

relationship must be developed between the index parameter, gt,

and the center of the mirror, x = 0. Moving away from the edges of

the device, the index parameter becomes increasingly negative.

Therefore, Eq. (37) can be reduced and solved for the index

parameter at the center of the device, ¥o, such that

x = 0 = _--_[I//o Igo =-i_--_ 1 (50)

The index parameter at y = 0 is determined using the same

technique. Since it is known that the value of the index parameter

at the edge of the device is zero, the resulting range in the index

parameter can be used to describe the desired range of integration

with respect to position over the surface of the mirror.

ELECTRIC FIELD FRINGING LOSSES

The parametric numerical integration was performed for

numerous values of device dimensions, wx and Wy, and mirror
separation distance, z m, such that an analytic eqmvalent of this

approach could be determined. It was found that the fringing
losses are bOst described as a fractional loss in the ideal force:

z., I2(wx + w,)]
ASr = w w; I' o < ASFL < 1 ( 51 )

This approximation function is shown in Fig. 7 along with the

results of numerical integration. It is obvious that as the mirror

area increases, the effects of fringing decrease, thus smaller devices

are more affected by such losses to the extent that the ideal solution

can not be used. It should be noted that Eq. (51) is valid for other

device geometries such that the quantity in brackets is the ratio of

the length of the perimeter to the area of the mirror.

Another reduction in the magnitude of the ideal force of a

capacitor is the unused area in the surface of the mirror devoted to

etch holes. The fractional loss is simply a ratio of the total etch

hole area to the ideal area of the device. When this is added to the

fringing loss, Afn., the total loss, Af, describes the reduction of the

ideal electrostatic force of the device due to such non-ideal

characteristics. The net electrostatic force acting on the surface of
the mirror in the downward direction becomes

2

F=__[I_Af] SS(, v Idxdy (52)
_,Zm(x,Y))

where Zm(X,y ) represents the vertical separation distance between

the electrode and mirror at any given position within the device and

will not be uniform due to mirror surface deformations.

CROSS-TALK INTERFERENCE

Another characteristic of the electric field within a device is the

interference produced by the electric field lines of neighboring
devices. This could alter the electrostatic force on the mirror in

two ways. First, the fringing field lines of one device can be

distorted by partially conforming to those of another which would

change the amount of fringing losses as calculated above.

However, since the flexures and support posts between each device

are grounded with the mirrors and a gap exists between these

geometric features, the electric field fringing loss at the edge of an

individual mirror is still dominated by the fringing effects within
the device itself.

The second cross-talk effect would be the added force on the

mirror supplied along additional field lines emanating from the

electrode of a neighboring device. This interference is only present
when the primary device is not actuated since the creation of an

much stronger electric field within the primary device would



preventtheinterferencefield.Asshown in Fig. 8, the mirror of a

primary device experiences a small force along the electric field

lines from the first of four neighboring device that are actuated. If

the address potential of the primary device, Vp, is approximately
zero, the net cross-talk force supplied along the electric field lines

is simply the integral of the linear force distribution along the

surface of the mirror. This distribution is determined by the

address potential of the neighboring device, V1, the length of each

electric field line, L, and the angle of the force vector, 0. The

length of the electric field lines is given by

zoO)- x zoL(x) + + x. + + 2

where x s is the separation distance between each device as shown

in Fig. 8 which also shows _Sx as the horizontal distance between

the neighboring address electrode and any point along the surface

of the primary mirror. The linear force distribution is found to be

I v, )2 e° w, v? Zo
fl(x)='-_wy_-_) co6(0)= 2 [g(x)] s (54)

which is not a function of position in the y direction. Since this

distribution is not symmetric about the center of the device, the

side of the mirror nearest the neighboring device will experience a

greater force than the opposite side of the mirror. In order to

determine the amount of force at both ends of the device, the

centroid position, "_'1,and the total force due to cross-talk, F I, must

be found and are defined as [5]

w_ 1 w_

wg
(55)

It is important to note that the centroid position, X'l, is not a

function of address potential of the neighboring device, V1, due to

the common symmetrical design of the devices within the array.

Figure 9 illustrates the linear force distribution of the cross-talk

interference for a single neighboring device and illustrates the total

force at the centroid position. In one dimension, shown in Fig. 9,

the resulting force observed by the flexures supporting each end of

the device, F a and Fb, determines the deflection at each end which
will not be equal. The end of the device nearest the actuated

neighbor will deflect more than the other. The force at each flexure

is proportional to F 1 such that

where

ax=W" +g,. b_ =w_2 T_T, (57)

These forces are directly related to the deflection at each end by the

spring constant of the flexure.

Expanding this analysis into two dimensions, it is known that

the y centroid falls on the x axis due to the device symmetry. The

total force due to cross talk from the first device, F 1, is localized at

(x.y) = (_'l,0) and produces a net downward force at each of

the four comers of the device. For a square device, the other three

neighbors produce similar forces located at the same position,

given in F_,q.(55), relative to each mirror. The centroid positions of

all four neighbors are shown in Fig. 10(a) as circles numbered

according to the corresponding device. The total force due to cross

talk, FCT, is centered at the final centroid position, (x'cr,Ycr),

which is determined by the forces of the surrounding devices:

1 4 I 4_
58

Fcr.=, =-_=y.F. ( )

where n is the index of the neighboring devices and Fcr is simply

the sum of their forces. Similar to the analysis in one dimension,

given in Eq. (56), the force observed at each comer of the device is

proportional to the total force, FCT, as a function of position

relative to the centroid, ('_cr,Yc"r). Figure lO(b)illustrates the

final effect of cross-talk which shows the uneven tilting of the

mirror in response to the location of the final centroid. In this

example, the first and fourth devices are actuated more than the

second and third devices which determines the position of the

centroid and results in a tilting of the mirror.

The deflection of the mirror due to cross talk is a function of

position across the mirror surface and can be obtained by

developing an equation of the plane formed by joining the four

comers. The function AZCT represents this deflection such that

D,,_, O,['x_ D.(y)
A Zcr(X,y) =__+__l__l+_..Z_l__l+ D_' xy (59)

4 2 (.w,) 2 (w,) w,w, )
and the deflection coefficients are given as

D.... = d A + d B + d c + d o .

Dx = d B + d c- d a - d D,
(60)

D, = d a +dn-dc-d o,

O. = + do - dr -

where dA, dB, d C, and dD are the deflections at comers A, B, C,

and D respectively. The amount of the cross-talk deflection, AZCT ,

increases as the distance between devices, x s, decreases. Therefore,

arrays containing micromirror devices in close proximity to each

other may be significantly affected by neighboring devices.

To determine the effect of proximity, the maximum deflection

of a primary device due to cross-talk, d,,_x, was found by fully

actuating all neighboring devices. This analysis was completed for

a variety of device separation distances, x s, and primary mirror
surface areas of a square mirror and was found to be:

d_._ =4d2"(z°z ow-d2tt)2[ (xs + w)LminLminL._-x'L_] (61)

where d2, is the 27t modulation deflection for any arbitrary

wavelength, w is the width of the square mirror, and L,,a,, and L,,_,

are the minimum and maximum arc lengths between devices,

respectively, shown in Fig. 8 and defined as:

: (62)Lmi n = + Zo

Lmax = _/(x_ + w x)2+ Z2 ( 63 )

This result is shown if Fig. 11 which illustrates that the effect of

cross-talk is dramatically reduced as devices are placed further

apart. However, devices in close proximity to each other were

found to be susceptible to this interference. Since the actuation of

the primary device dominates over the cross-talk interference from

neighboring devices, the effects of cross-talk can be removed by

setting a resting bias for the micromirrors so that their resting

position is at some small deflection.



MIRROR SURFACE DEFORMATION

Another major factor in the behavior of the device is the

deformation of the mirror surface during actuation. This behavior

is compared to the deformation of a rigid beam supported on each

end by ball supports such that the free-floating flexures allow the

edges of the mirror to angle upwards as the center of the mirror

deflects downward. The maximum deflection, 8, of the beam under

a uniform force per unit length, q, is given by

(3= 5qL4 F I 1 3 (64), = _, = _ wf
384EI q L 12

where L, w, t, and E are the length, width, thickness, and modulus

of elasticity of the beam, respectively [6].

Although the edges of the beam are allowed to angle upward,

the angles produced by very smMl deflections at the center of the

beam compared to its length, 8 << L, are negligible. Therefore, the

deformation is modeled as a beam rigidly supported at the ends and

is represented as one period of a cosine wave having an amplitude

equ_ to half the maximum deflection at the ced_ter of the beam, 8.

Figure 12(a) represents this beam deflection. For a micromirror

device of area A, the maximum surface deformation including an

initial deformation due to gravity reduces to

FA =[Eo( VV_IZA+Mg] 65(3 = (6 .--_-Et 3 L 2 t z= ) (6. _))E t 3 ( )

where M is the combined mass of the mirror and g is the

acceleration constant due to gravity. Using the above beam

analysis, the deformation of the mirror surface becomes

Zm(x,y) = Zf- S{' +--1 (COS¢2KX / + COS( 2KY l//'-" (66)2t tw,; tw, jj]
where zfis the vertical position of the flexures at the comers of the
mirror. Figure 12(b) shows a surface plot of this function which

depicts the maximum deflection along the surface (zf- 28) to be at
the center of the mirror (,1: = y = 0). It should be noted that the

elastic modulus for the mirror surface will be difficult to predict for

devices with several layers of structural, adhesive, and reflective

material. Likewise, the peak deflection coefficient, 8, does not

include the effects of stress which can significantly alter the

deformation behavior of larger devices.
For micromirror devices with the flexures attached at some

point along the edge of the mirror, the solution in Eq. (66) is

simply rotated and scaled down to fit within the dimensions of the

mirror. The rotated coordinates of the solution are found to be

x'=sx[xcos(Ox)-ysin(O,) ] (67)

y'=sy[xsin(Ox)-ycos(O,) ] (68,

where the scale factors, s x and Sy, and rotation angles, 0x and 0y, are
determined by the geometry of the device and the position at which

the flexures are attached. The scale factors must be included in

order to generate a solution with areas of zero deformation at the

flexures, if neglected, these areas would appear outside the

geometry of the device and the model becomes discontinuous at the

position of the flexures along the mirror.

The rotated coordinates given in Eqs. (67) and (68) are used in

Eq. (66) to produce the contour plot shown in Fig. 13(b) in which

the original solution is shown within the dashed lines. The surface

of the rectangular mirror where the flexures are attached has no

deformation and is shown as white while deeper deformations are

shown darker relative to their depth. This contour illustrates the
effects of deformations at the comers of the mirror which are free

to deform without rigid support by the flexures. In both solutions,

the peak deformation is given as zf-28 although the peak

deformation of the rotated solution will be slightly less than the

original solution shown in Fig. 13(a) since the center of the mirror

is much closer to the flexures. Therefore, the deflection coefficient,

8, must be reduced. The surface deformation of any rectangular

Flexure-Beam device can be represented with this solution.

FREQUENCY RESPONSE

Since the mirror is an oscillator, the spring constant directly

determines the resonant frequency of the mirror given its mass.

The time response of any harmonic oscillator can be found by

solving a differential equation relating Newton's second law and

Hooke's law to a sinusoidal drivini force [12]. The solution is

FoCOS(O/C)

, 09o = _]"-_ ( 69 )

where z(O is the deflection of the oscillator in time, Fo and co are

the amplitude and frequency of the driving force, respectively, _oo

is the resonant frequency of the oscillator, k is the spring constant

in Eq. (32), M is the combined mass of the mirror as determined

from the densities and geometries of the materials comprising it,

and 13 is the damping parameter of the device. The device

experiences a squeeze-film damping effect by displacing the air

within the device as it deflects. The peak deflection response of an

oscillator is found by obtaining the maximum deflection of Eq. (69)

as a function of frequency. The combined restoring force of the

flexures simplifies to a frequency-dependent spring force given by

F_ = di_J[k- M(2fff)z]z -nM2_2(21tf) z (70)

where dfis the vertical deflection of the mirror at the flexures andf
is the operating frequency of the device. For low operating

frequencies, (2nf<< C0o), the force reduces to the static spring force

of F, = k d-given by Hooke's Law.

TEMPERATURE DEPENDENCE

The temperature effects are analyzed by considering the

coefficients of thermal expansion for the materials comprising the

flexures and mirrors. The length, width and thickness of the device

components will increase with temperature which alters such

factors as the spring constant of the flexures or the total

electrostatic force on the mirror. Consider the length of the

flexures as a function of temperature, T, in which

L= lo[1 + o_(T- To)] (71)

where to is any length at temperature To and a is the coefficient of

thermal expansion for the flexure material [13]. The temperature

dependence of the entire device can then be predicted by applying
this analysis to all dimensions of length in the final model.

Additionally, the elastic modulus is a function of temperature

where the device becomes more flexible as temperature rises. To

find this relationship, the resonant frequency is obtained at various

temperatures and Eqs. (32) and (69) are used to extract the spring

constant and the elastic modulus as a function of temperature.



ADVANCED FLEXURE-BEAM MODEL

To develop the characteristic model for the device, the

electrostatic force given in Eq. (52) is set equal to the spring force

in Eq. (70) and solved for the address potential, V, such that

V = VL Eo[_- A.[]J[_ z_2(_ y) dxdy

Recognizing that 5 is a function of V as given in Eq. (62), this

creates a circular reference when calculating the voltage required to

deflect the device a desired distance. Therefore, the spring force is

used to replace the electrostatic force given in this equation since

these forces are ideally equal. ,The temperature and surface
deformation effects then can be added such that:

I 2_ tanI(Zo-d-Az(x,y)-6) 2v= eo[1- ]

where

F, = (d - A Z(x,y))_[ko - M(2n]')i; -4 M2,/72(2,ff):, (74)

k

ko (75)

a F[ko(a-Az(x,y))+ ],
= [1+ce,., To)] 76)L (6.4)Et ] (T- (

and where _F and t_M are the coefficients of linear expansion for

the flexures and mirror respectively, d is the desired deflection

distance at some location (x,y) on the mirror, and z o is the resting

height of the flexures. This height is related to the initial spacer

thickness such that the initial deflection due to gravity is a result of

the weight of the mirror related by the spring constant of the

flexures. This model is valid as long the desired mirror deflection

is greater than the surface deformation at that point.

FABRICATION

The mirror arrays were commercially fabricated by the

Microelectronics Corporation of North Carolina (MCNC) using the

ARPA-sponsored Multi-User MEMS Process (MUMPS). This

fabrication process has three structural layers of polysilicon and

silicon dioxide as the sacrificial material. The first polysilicon

layer, Poly-0, is non-releasable and is used for address electrodes

and local wiring while the second and third layers, Poly-I and

Poly-2 respectively, can be released to form mechanical devices.

The MUMPS process allows a layer of metal to be deposited only

on the top of the Poly-2 layer. The metal is deposited as the last

layer of the fabrication process since the metal is non-refractory

and the polysilicon layers are annealed at 1100°C to reduce stress.

These active layers are built up over a silicon nitride layer which

insulates them from the conductive silicon substrate.

This process is illustrated using a simple device consisting of a

metallized mirror, one flexure, and one support post. Note that this

design does not use Poly-l. Figure 14(a) shows a cross-section of

this design prior to metallization. After fabrication, the sacrificial

layers must be etched away to release the mechanical layers.

Figure 14(b) shows the released structure after the metal has been

deposited and the sacrificial material has been removed.

The unreleased die are delivered from MCNC in a protective

photoresist which is stripped off in a three minute acetone bath.
The die are then rinsed in deionized water for two minutes. The

actual release etch is a two minute dip in concentrated (49%)

hydrofluoric acid. The die are then rinsed for five minutes in

gently stirred deionized water. After the rinse, they are soaked for

five minutes in 2-propanol, then baked dry in a 150°F oven for five

minutes. The propanol displaces the water, and when it evaporates

its lower surface tension prevents the pull-down and destruction of

the released polysilicon structures.

EXPERIMENTAL SETUP

The experimental setup is shown in Fig. 15 in which a

microscope-based laser interferometer is used to modulate a fixed

reference beam with the beam reflected from the device. An

incident laser beam is split into a reference and object beam and

each is allowed to travel some distance before they are joined

together at an aperture to create an interference pattern. A photo-

detector placed behind this aperture produces a current which is

linearly related to the intensity of the interference pattern. Along

the path of the object beam, the path length increases by twice the

vertical displacement of the device under test. Therefore, by using

a periodic drive signal and knowing the exact wavelength of the

incident laser beam, a continuous sample of the detector current

yields an accurate measurement of the displacement of the

micromirror surface. Comparing this displacement with the input

signal yields the response characteristics of the device [14].

The microscope allows the object beam to be finely focused

onto the surface of the mirror such that the spot size is

approximately 4 gm in diameter. Since the translation stage

supporting the device can be moved in increments of 0. I I.tm, the

displacement at any location on the mirror can be measured and

compared to measurements taken elsewhere throughout the mirror

surface. The result is a mapping of the surface deformations or

tilting of the mirror as a function of applied potential. A system

precision of 2 nm was measured using multipte characterization

curves for a single location on one micromirror device.

An additional setup was used to measure the frequency

response of the devices studied. A device under test is placed in a

temperature-controlled evacuation chamber at 20 mTorr of

pressure. A spectrum analyzer is used to measure the mechanical

energy of the device using the principle of virtual work. A peak in

the mechanical energy is observed at the resonant frequency of the

device. The output, however, is relative only to the mechanical

energy of the device and does not represent deflection. This

procedure can produce accurate evaluations of the spring constant

of a device given its resonant frequency and mirror mass.

PROCEDURES AND RESULTS

The ideal models were verified by characterizing the devices

and fitting the curve to the data using the spring constant. Data
was taken for the FBMD and the Cantilever devices, but not for the

Torsion-Beam device because the model was developed after the

test chip was sent to fabrication with no Torsion-Beam devices.

The model and experimental data for the Cantilever device is

shown in Fig. 16 and the Torsion-Beam model is shown in Fig. 17

which illustrates the behavior at several positions along the surface

of the mirror. The slight error shown at the center of the Cantilever

device in Fig. 16 can be partially attributed to the uncertainty in

positioning the 4 lam laser spot. The ideal model of the FBMD is

not shown. It was determined that a spring constant of 2.6 N/m

accurately fit the curve to the experimental data.



The frequency response of the square FBMD was analyzed

using a complex transfer function derived from the Fourier

transform of Eq. (69) such that the phase response of the device is

preserved. As shown in Fig. 18, which shows this theoretical

behavior and mechanical data of the device in arbitrary units, there

is a slight miscalculation of 40 Hz between the predicted and

observed resonant frequency. This is due to the value used for the

mass of the mirror in which the mass of the flexures was neglected.

Theoretically, the damping coefficient, 13, can be found as a

function of device area, A, mirror separation distance, z,,,, and

atmospheric pressure by finding the resonant frequency of several

devices at various pressures. However, for this particular FBMD,

the resonant frequency could not be achieved above 100 mTorr of

pressure which indicates that the squeeze-film damping effects on

Flexure-Beam devices is quite significant. Devices with lower

resonant frequencies and other geometries may not be as affected.

The resonant frequency of the square FBMD was found at

various temperatures at 20 mTorr of pressure. The resulting spring

constant of each sample, from Eq. (69), was then used to extract the

elastic modulus, from Eq. (32), as a function of temperature. This

function is shown in Fig. 19 which demonstrates a linear behavior.

This function for thin-film polysilicon was found to be

E=( -0.03225 )T+( 172.3931 ) GPa (77)

where T is the Kelvin temperature. The range of temperature could

not be expanded due to the limits of the experimental setup. At

colder temperatures, condensation from the humidity in the air

prevented an accurate characterization of the device.

Tests were conducted to verify the cross-talk and mirror surface

deformations. The cross-talk testing involved generating a

behavior curve for a device at normal operation and then another

curve while its surrounding devices were fully actuated. No

significant changes in the behavior were observed which stands to

verify the assumption that such cross-talk effects are negligible for

this device due to the 18/am separation distance within the array.

The peak surface deformation in the center of the device was

predicted to be 5 nm and measured to be 7 nm. The predicted

value is based on the modulus of elasticity for polysilicon extracted

from other devices (168 GPa) and is also affected by the stress of

the mirror which is comprised of three material layers. As a result,

this exact value of deformation is somewhat difficult to predict.

In order to verify the advanced Flexure-Beam model, the

square FBMD was driven by a 250 Hz signal ranging from zero to

approximately 16 volts while the laser spot was positioned at the

corner of the mirror. Comparing the input signal with the resulting

phase curve, the device behavior is plotted in Fig. 20 which shows

that the device created a 2n phase change in a _. = 632.8 nm HeNe

laser, d/= 316.4 nm, with an address potential of 15.25 volts.

The theoretical behavior of the device, shown as a dashed line,

is calculated using design dimensions and the modulus of elasticity,

E=168 GPa, determined from a separately fabricated device. The

actual modulus of elasticity of a thin film material depends on the

fabrication process, and the modulus can vary significantly. Unless

the modulus is determined exactly for the device being modeled,

the value for bulk silicon, or a value determined from another thin

film polysilicon device, must be used as a starting point in the

model. Given this uncertainty in the value of the modulus of

elasticity, the model will produce a representative behavior for the

device. However, by altering only the modulus of elasticity, the

representative curve can be shifted to match the observed data.

CONCLUSION

As Fig. 20 illustrates, the characteristic model in Eq. (73)

closely predicts the actual behavior of the device presented in this

paper. It has also been found to model other devices of various

geometries and materials with similar accuracy. The ideal models

were found to closely describe the behavior of a large portion of the

devices tested once the model was fit to the data by the spring

constant. The material analysis performed in the advanced model

seems to remove the need to empirically determine this constant.

Micromirror devices can be commercially fabricated in a

variety of surface micromachining processes due to their simple,

robust design. The ideal models presented in this paper can be

used to describe the behavior of a large majority of devices based

on their design and motion. For very large or very small devices,

the advanced model may be required to characterize the device.

These thresholds at which the advanced model should be used is

defined by the size of the device and its fabrication process which

incorporates other variables such as stress and thickness of various

layers. An advanced model was developed for any rectangular

piston-style Flexure-Beam Micromirror Dewice. An advanced

model for other micromirror designs can be developed by following

the same steps for a particular geometry and fabrication process.
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Figure 1. Use of Flexure-Beam Micromirror Devices in phase corrective optics.
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Figure 2. Micrograph and representation of the square Flexure-Beam Micromirror Device.
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Figure 3. Graphical identification of micromirror device dimension variables and coordinate system.
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Figure 4. Side view of the Cantilever and Torsion-Beam micromirror deflection with assigned variables.
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We discuss the concept of an integrated, fiber-optic/microelectronic distributed sensor system that

can monitor composite material pressure vessels for Air Force space systems to provide assessments of

the overall health and integrity of the vessel throughout its entire operating history from birth to end-of-

life. The fiber optic component would include either a semiconductor light emitting diode or diode laser

and a multiplexed fiber optic sensing network incorporating Bragg grating sensors capable of detecting

internal temperature and swain. The microelectronic components include a power source, a pulsed laser

driver, time-domain data acquisition hardware, a microprocessor, a data storage device, and a

communication interface. The sensing system would be incorporated within the composite during its

manufacture. The microelectronic data acquisition and logging system would record the environmental

conditions to which the vessel has been subjected during its storage and transit, e.g., the history of

thermal excursions, pressure loading data, the occurrence of mechanical impacts, the presence of

changing internal strain due to aging, delamination, material decomposition, etc. Data would be

maintained in non-volatile memory for subsequent readout through a microcomputer interface.

INTRODUCTION

Fiber reinforced composites are the structural material of choice for fabricating high pressure vessels

suitable for spacecraft applications. The superior specific properties of these materials greatly benefit

systems for which weight minimization is a paramount concern. However, composite materials possess

poor impact performance, a consequence of their limited ability to undergo plastic deformation. Much

of the kinetic energy of an impacting mass is dissipated through the creation of large areas of fracture,

resulting in a significant reduction in both the strength and stiffness of the composite (1). Even relatively

low velocity impacts (_= 10 ms "I) can cause delamination and matrix cracking with little or no evidence

of exterior damage. In a documented instance a 50 % loss in the strength of a composite rocket motor

casing resulted from an impact that produced damage at only the threshold of visibility (2). Rough

handling at the factory or during transport are potential sources of damage. Furthermore, exposure of

the vessel to excessive temperatures or internal pressure during testing and storage can also produce

invisible damage that may result in a significant reduction in the burst strength of the vessel. To prevent

failures, one could employ non-destructive testing methods to evaluate structural integrity by inspecting

for damage just prior to deployment. Alternatively, one could maintain strict control and surveillance of

the vessel at all times after manufacture, ensuring that all thermal, pressurization, and impact events are

diligently logged for a subsequent assessment of structural integrity. Both of these options are costly,

requiring access to either elaborate off-line instrumentation or the implementation of painstaking control

and documentation procedures.

This paper discusses the concept of a fiber-optic/microelectronic sensor system for composite

pressure vessels that will automatically detect and record the occurrence and magnitude of damaging

environmental stresses suffered by the vessel. Fiber optic sensors would acquire data on both accidental



andintentionalstressesexperiencedbythevesselduringstorage,transit,andoperation.Tiffsdatawould
be loggedandevaluatedwith anon-boardmicroprocessorthat incorporatednon-volatilestoragefor
subsequentreadout. This fiberoptic/microelectronic sensing system constitutes an application-specific

integrated microinstrument (ASIM) that would enable the manufacture of smart composite pressure

vessels that permit damage assessment via an on-demand capability of reporting critical life-stress

history.

CONCEPT OVERVIEW

The environmental stress events that must be recorded are the occurrences of impacts,

overpressurization, and exposure to high temperatures. These phenomena can be measured with a

multiplexed array of optically-interrogated fiber optic strain and temperature sensors. A schematic

illustration of the overall system is shown in Figure 1. It includes several fiber optic sensors attached to

the external wall of the pressure vessel. The sensors are bonded at appropriate locations onto the surface

of a composite vessel prior to adding the final protective overwrap. External attachment avoids

perturbation of the composite matrix by the fiber optic waveguide and ensures that the sensors

themselves do not compromise the intrinsic strength of the material. If necessary, thenetwork can be

mounted after the completion of the high temperature cure to preclude the possibility of thermal damage

to the sensing network. The sensors are interconnected via standard fiber optic waveguide which is

coupled to an electrooptic control unit via a fiber optic connector. The control unit contains an

interrogating near infrared light source light source, a photodetector, and other optical and

microelectronic components that are required for detecting and demultiplexing the signals arising from

each of the sensors. A microprocessor manages data acquisition, demultiplexing, and the conversion of

the individual sensor responses to localized strain and temperature data.
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Figure 1" Conceptual Design of "Smart Composite Vessel"

This integrated sensor/microelectronic system would operate continuously and record data in non-

volatile memory if preset thresholds of temperature or strain were exceeded. Data processing would be

used to differentiate between static and dynamic strain effects. The DC response of a fiber optic strain

sensor would be used to determine the steady-state strain resulting from pressurization while its AC



responsewould be usedto detectvibr_itionfollowing a mechanicalimpact. In the lattercasethe
transientringingproducedby thenormalvibrationsof thevesselwouldbedetectedby strainsensors
positionedatthemechanicalantinodesof thevessel.Wall temperaturewouldbedeterminedwithaDC-
coupledfiberoptictemperaturesensor.

Fiber Optic Sensing System:

Strain and temperature will be detected with fiber optic Bragg grating sensors (FOBGS). A FOBGS

is a moderately short gauge length sensor (= 1 cm) fabricated within the core of photosensitive optical

fiber by producing a periodic spatial modulation of the core index of refraction with a UV laser.

Permanent modulation can be produced by either lithographic (3) or holographic exposure techniques

(4). The resulting grating acts as a narrow-band reflector, with a central wavelength that is determined

by the grating spacing. Since light transmitted by the grating will be missing those wavelength

components that have been reflected, then the grating also behaves as a narrow bandwidth notch filter.

Changes of strain or temperature modify that spacing to produce a detectable shift in the center

wavelength of the reflection (notch). Transmitted signals arising fi'om a FOBGS that is interrogated by a

broadband LED light source are illustrated in Figure 2. The notch wavelength is directly proportional to

the gating spacing and hence the absolute strain and temperature at the site of the grating. Sensing is

accomplished by measuring the wavelength, of the retroreflected light with a suitable spectral technique.

Resolutions of I°C (temperature) and 5 _.e (strain) are easily achievable. Differentiation between the

effects of temperature and strain can be performed by encapsulating some sensors in strain-free manner

within a housing so that these sensors respond only to temperature changes and are unaffected by strain.

Alternatively, a dual-wavelength techniques employing superimposed grating sensors could be used (5).

Fiber Core

Bragg Grating

I trans-->

Unstrained Strained
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Figure 2: Depiction of the effect of strain on broadband light transmitted by a Bragg grating



Control Unit Subs_em:

Several Bragg gratings will be multiplexed on a fiber optic network that will be interrogated with a

broadband NIR LED light source. The LED will be contained within an externally mounted electrooptic

module that includes signal acquisition, demultiplexing, and all data processing, storage, and readout

electronics. This module will interrogate the strain and temperature sensors and demultiplex the signals

reflected by the Bragg sensor array. Numerous demultiplexing techniques exist that are based upon

wavelength or combined time and wavelength decoding _2,at permit extraction of the temperature and

strain data from these reflected signals. In time-division demultiplexing, one utilizes pulsed

interrogation of the sensor array and performs time-domain signal processing to infer sensor location

from the arrival order of the reflected pulses. In wavelength-division demultiplexing, one utilizes

spectral decoding of the returns from sensors that have been fabricated with unique central wavelengths

that serve to identify the sensor location. Numerous wavelength demodulation cptions are available,

including a fiber coupled CCD spectrometer, a fiber Fabry-Perot etalon, an acousto-optic tunable filter,

and a matched Bragg grating demultiplexer array (6-8) . Combined time and wavelength division

methods may be employed if it is necessary to increase the number of sensors beyond that which can be

demultiplexed by wavelength alone.

The selection of a specific demultiplexing scheme is dependent upon many factors including: strain

and temperature resolution, the number of sensors, response time, the mechanical and thermal behavior

of the composite, cost, and tolerable system complexity. A detailed requirements analysis that considers

all these factors must be performed prior to selecting the optimum scheme.

A signal processing module will separate and process the temperature, steady state strain, and

vibration components of the electrooptic module output signal, determine if preset alarm thresholds

have been exceeded and generate digital output for storage in non-volatile memory. A non-interruptible

power supply will provide continuous power service during momentary power failure. A self-check

module will be incorporated that generates system diagnostics for storage at a predetermined periodicity.

Development Roadmap:

Structural Analysis

As noted above, a thorough evaluation of the mechanical and thermal behavior of the composite is

necessary for designing a suitable demultiplexing system. The normal modes of the vibrating vessel

must be determined and the points of maximum vibration amplitude must be identified for several

different types of excitation. A measurement of the relationship between the deposited shock energy and

the resulting vibrational amplitude is necessary. If not already available, an alarm threshold for shock

energy must be determined from a measurement of the damage induced at different shock energy levels.

This will allow us to establish alarm thresholds for vibrational amplitude. Likewise, alarm thresholds

for steady state strain and temperature must be determined from previously known data or new

measurements.



Sensing and Control Unit Subsystems

The principle parameters of the sensing subsystem that must be determined are the number of strain

and temperature sensors required to achieve our objectives, the interrogating light source, the design

wavelengths for each of the multiplexed sensors, and the spacing between sensors. Several issues
related to sensor attachment must also be addressed including determination of the manufacturing point

at which the sensors will be incorporated within the vessel, the identification of bonding methods that

assure good thermal and compliant mechanical coupling, selection of sensor protective overwrap, and

the design of fiber ingress and egress ports.

The demultiplexing technique incorporated within the electrooptic module must be designed,

fabricated and tested assuring that sensitivity, dynamic operating range, signal to noise ratio, and

response bandwidths match system requirements. The signal processing module that receives analog

input from the electrooptic module and provides digital output for storage must also be designed,

fabricated, and tested. The diagnostic parameters of the self-check module must be defined and the

module designed, fabricated, and tested. Finally, commercially available power supplies and non-

volatile memories suitable for this application must be identified.

CONCLUSION

A conceptual solution for automatically monitoring and logging environmentally-induced overstress

on composite high pressure vessels has been described. A roadmap for detemaining the system

requirements has been developed that summarizes the mechanical properties that must be experimentally

determined and the design issues that must be met to achieve this objective.
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Over the past few years, developments in microelectrornechanical devices (MEMS) have enabled
the exciting development of numerous microminiamre sensors. These include accelerometers for
automotive crash sensors as well as pressure sensors for medical blood pressure monitors. MEMS
have also been used to build a variety of control device such as motors, spatial light modulators,
and high-def'mition television displays. To date, there have been few efforts to exploit this
technology for use in the design of microwave components. In 1979, Peterson [1] described the
fabrication of low-frequency electrical switches using Si0: cantilevers. In 1991, I,arson [2]
described the operation of rotary mechanical microwave switches.

The switches discussed in this presentation are related to micromechanical membrane structures
used to perform switching of optical signals on silicon substrates [3]. These switches use a thin
metal membrane which is actuated by an electrostatic potential. Actuation of the membrane causes
the switch to make or break contact. Selecting the proper materials and dimensions for the
membrane and electrodes allows these devices to switch microwave signals with a low loss and
reasonable switching voltages. Currently, the design of these devices centers on building
capacitive microwave switches where the movement of the membrane can alter the capacitance by a
factor of 100 or more. These devices exhibit high on-off impedance ratios with low para_tics at
microwave frequencies. These devices are fabricated on gallium arsenide to be integrable with
existing microwave amplifiers. The switch elements require only 4 mask levels with an additional
one or two masks to form air bridge crossovers and gold plating to lower the RF impedance.
These devices are expected to exhibit better than 100:1 impedance ratios, and switch microwave
signals up to 18 GHz.

In this presentation, we will describe the fabrication process and could show video of operating
switches. We will present RF data on simple switches and discuss the design of high performance
multi-element switches. Advantages include superior isolation, high power handling capabilities,
high radiation hardness, very low power operation, and the ability to integrate onto Ga.As MMIC
chips. Various applications of these devices will be discussed.
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ABSTRACT

We explore the feasibility .of ultra-high density memory based on quantum devices. Starting from overall

constraints on chip area, power consumption, access speed, noise margin, we deduce boundaries on

single cell parameters such as required operating voltage and standby current. Next, the possible role of

quantum devices is examined. Since the most mature quantum device, the resonant-tunneling diode

CRTD), can easily be integrated vertically, it naturally leads to the issue of 3D integrated memory. We

propose a novel method of addressing vertically integrated bistable two-terminal devices, such as

resonant-tunneling diodes (RTDs) and Esaki diodes, that avoids individual physical contacts. The new

concept has been demonstrated experimentally in memory cells of FETs and stacked RTDs.

1 Introduction

Progress in computer memory design has largely been evolutionary instead of revolutionary, because of

the large number of constraints involved. _ For 64 Gbit DRAM using planar technology the projected

minimum feature size is 0.07 _m and a first shipment date of 2010. 2 To do better than this, it will be

necessary to consider new approaches such as using quantum effect devices and 3D integration.

Memory is unique among computer building blocks in the sense that the basic memory cell does not

necessarily require the use of transistors. Cells consisting of only resonant-tunneling diodes (RTDs) and

single tunnel barrier diodes have already been demonstrated. 3 However, since a complementary

"quantum device" logic does not presently exist (there is no fast pull-up device), surrounding logic

should use CMOS technology to satisfy low power constraints.



In what follows,we concentrateon thebasicmemorycelland consider the application of tunneling-

based devices to memory. Our experimental results have been obtained with IIUV material RTDs, but

the same ideas apply to Esaki diodes (and any other two-terminal bistable device), opening up a wide

range of possible material systems, including Silicon.

2 Constraints

We separate constraints on a conceptually new memory system into four groups: area, power, speed,

and noise margin. From these we infer limits on the design options.

The area constraint comes from consitterations of wiring delays and yield problems. The 0.07 I.tm

design rule of 2010, results in a 64 Gbit chip area of about 12.5 cm 2. For a 1 terabit chip the

corresponding area would be around 200 cm 2, making it unwieldy. Achieving higher bit densities is

possible using a 3D memory architecture where bit cells are stacked vertically on chip. However, full 3D

processing, where each bit cell is physically contacted, must be avoided to minimize wiring complexity. 4

If we assume fabrication by epitaxy and standard processing, without regrowth steps, it follows that the

basic memory cells must be vertically stacked two-terminal devices. We thus have the following logical

chain

3D => no wires to each device => stacked two-terminal devices.

Thus far, the planar (2D) approach has worked well enough that a solution of this 3D "wireless"

addressing problem has not been required.

Power dissipation of large memories is entirely dominated by standby power, i.e. the additional

energy expended during writing to or reading from the memory is negligible. The power per bit cell is

given by the expression:

P = V_=nlst , (l)

where Vc=, is the (average) voltage drop over one bit cell and I= is the standby current through the cell.

Let C be the capacitance that is charged/discharged when the bistable cell switches between its two states



andlet I,,, be the average current available from the cell during switching. Then a rough estimate for the

switching time, t, of the cell is given by:

t I,w = V,_, C = charge moved during switching. (2)

Combining Eqs. (1, 2):

P t = C V,,, 2 I,t/I,w, (3)

which is the "static power switching delay product" per bit cell.

It is clear from Eq. (3) that, for given C, Vcc,, and/_w/I,t ratio, standby power and switching speed can

be traded offagainst each other. If we specialize to a bi-stable current device, such as an RTD or Esaki

diode, then we can associate I,w/Ist with the peak-to-valley current ratio ('PVR), 5 and take C about 4

fF/l.tm 2 x A, where A is the device area (assuming about 250 A separation between the cathode/anode

charges). This leads to a single equation relating power, speed, and cell area with the voltage drop over

the cell and PVR:

P t / A = 4" 10 "j_ Vccu2 / PVR . (4)

A is the conducting cell area in lam 2. Figure 1 shows power per cell versus cell switching time for various

values of Vc,, and A and a conservative PVR of 20.

We did not include in C of Eq. (3) the data line capacitance. This capacitance may be larger than the

device capacitance by orders of magnitude (few 100 fF versus < 1 IF). If an extremely high PVR (104)

can be achieved for some two-terminal device, it may be possible to drive this capacitance directly with

the cell switching current. However, just as is expected for future generations of DRAM cells, 6'7 a gain

stage at the cell will likely be needed.

In addition to some of the noise sources present in high-density DRAMs, _'s we have to consider the

probability of resetting a device with two current minima separated by a voltage DV. For thermal noise

we find:

V, oi,, = (kT/C) 1/2 = 2 A "!/2 (in mY) , (5)
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Figure 1. Static power dissipation vs. access speed for various memory cell voltages and cross sectional areas.

(room temperature) and for shot noise induced current fluctuations:

I,hot = (2eI,tB) u2 = 0.06 A "1/2 Ist, (6)

where B is the noise frequency bandwidth. The effects of each of these sources is negligible as long as A

> 0.01 I.tm2 and AV > 0.1 V, consistent with earlier analyses. 9

3 Design options

Quantum mechanical tunneling is responsible for the nontrivial current-voltage characteristics of both the

RTD and the Esaki diode. As pointed out above, a practical 3D integrated memory implies the use of

stacked two-terminal devices (although addressing these has been left open for the moment). Another

big advantage of using two-terminal devices as bit cells is their potential for very low voltage operation.

It is well-known that reduction of the CMOS circuit operating voltage below 1 V poses serious problems

because any lowering of the threshold voltage is accompanied by an exponential rise in subthreshold

current (at VGs = 0 V).l° However, for RTDs and Esaki diodes, two current minima can occur much

closer than 1 V and a separation as low as 0.1 V should be realizable. Although surrounding circuitry

would still use standard voltage levels, the product of cell power and access time decreases by a factor

100 if the cell voltage drops from 1 to 0.1 V.



Let us assume then that Vc,, = 0.1 V, A = 0.01 _tm 2 and PVR = 20 in Eq. (4). This yields:

P [pW/cell] 'c[ns] = 20 (7)

This equation shows that a terabit memory would be feasible with total power in the 1 W range and

access times below 100 ns.

If the power per bit cell is indeed 1 pW, then it follows from Eq. (1) that the standby current density

should be about 0.1 A/cm 2. If using bistable diodes, their valley current density will have to be of the

same order of magnitude (or below). These numbers are about 4 orders of magnitude lower than standard

values. Figure 2 shows the I-V characteristic of an ultra-low current RTD that we designed and

fabricated. The valley current density is 1 A/cm 2 and the PVR is about 7. There is no fundamental

problem to lower this current density e_,en further and we fully expect to improve the PVR with future

designs.
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Figure 2. I-V curve of 20x20 nun 2 low-current RTD.

4 Slew Rate Addressing

Figure 3. Lumped element model of RTDs and Vz vs. V,
relation for low and high frequencies.

The outstanding issue is now whether it is possible to access bits stored in vertically stacked bi-stable

diodes without physically contacting these devices. If a voltage ramp is applied over two RTDs (or

Esaki diodes) in series, one RTD will switch prior to the other. This event can be analyzed with a

lumped element RTD model n taking only intrinsic parallel capacitance into account, as is shown in Fig.

3. Let s, be the conductance associated with the pre-peak I-V slope and C, the capacitance of RTD n.



A sinusoidalappliedvoltagewith angularfrequencyw producesvoltagesVl andVz overeachRTDs 1

and2 with a ratio

V,/V = (sz+jw c9/(s +jw . (8)

When the real part of one of these voltages reaches the corresponding RTD peak voltage, a switching

event takes place (and the current linear analysis breaks down). Now let the peak currents and

capacitances satisfy 11 < I2 and C1 > Cz. Then for low frequencies RTDI switches first, while for high

frequencies RTD2 switches first. Another way of understanding this behavior is to think of the parallel

RTD capacitance as shunting away current that would otherwise have been available for conduction

through the RTD, and that this happens more for RTDt than for RTD2 at higher frequencies.

Figure 4 shows a simulation of this switching order reversal. In this case, the relevant slew rate lies

below the intrinsic RTD slew rate, which is just the RTD speed index (I/C). Therefore, when the first

switching RTD goes beyond its peak, the voltage over it increases faster than the overall ramp voltage

and the voltage over the other RTD must decrease. If the relevant slew rate would lie much above this,

both RTDs would "switch" (and one of them would "switch back" if the applied voltage was suddenly

held constant).
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Figure 4. Simulated RTD stack switching under applied voltages with different slew rates. The slew rate is 10x higher on

the righthand side (note different time scales).



Figure 5. Voltages of four series connected RTDs under an applied frequency sweep from 100 to 340 kHz.

These ideas generalize to multiple RTDs connected in series. Figure 5 shows the voltages over four

RTDs connected in series. We used standard high-current RTDs and slowed these down by adding

external capacitors, so that slew rate dependent "addressing" of the individual RTDs can be observed in

the few hundred kHz range. Peak currents form an ascending and capacitances a descending series as a

function of RTD number. Using TI SPICE augmented with RTD models, we have been able to

accurately reproduce these experimental results. These results show that by using more information of

the applied signal than just its final levels, one can "address" individual stacked RTDs without extra

contacts.

Since propagating slew rate information over word lines to a memory cell may pose problems, we

have looked at a model stacked memory cell for which the desired slew rates are locally generated from a

multiple-valued word line level. The schematic circuit is shown in Figure 6. The pass FET acts as a

variable resistor, and together with the capacitances of the RTDs forms an adjustable low frequency

filter (the pass capacitor merely provides DC isolation between the top of the RTD stack and the bit

line). Aider the word line voltage "opens" the pass FET to some degree, a positive step voltage step on

the bit line generates a corresponding upward ramp on the "storage node," which in turn switches the

desired RTD from a low voltage to a high voltage state. SPICE simulations confirm the proper operation

of this circuit over full write cycles without unwanted "resets" when the word and bit line return to their

original values.

Fig. 7 shows experimental results obtained for the case of two series connected RTDs. As in the case

of Fig. 5, external capacitances were added to standard current density RTDs. Word level 1 (- 0.8 V)

selects RTD1 (when bit line goes high), while word level 2 (0.0 V) selects RTD2. In order to be able to



Wo rd

Bit

_Dt N RTD Stack

torage Node"

_1_

Figure 6. Multiple-valued Word Line Memory Cell. Figure 7. Write Operation for 2 RTD Stack. Vertical: 5,

1, 0.5, and 0.5 V/div, Horizontal: 1 ms/div.

display this process on an oscilloscope, the entire RTD stack was reset at the negative edge of the bit

pulse.

The above results were obtained by adding external capacitances to standard RTDs. However, we

have also observed the switching order reversal with ultra-low current RTDs without any added

capacitance, justifying our more convenient testing of the slew rate based addressing concept with

externally added capacitances.

Finally, we should remark that reading the data from an RTD stack is more complex than writing to it.

We are currently investigating circuit topologies for fast readout of all bits stored in an RTD stack.

5 Conclusion

We have discussed a possible r61e for quantum effect devices in high density memory. Two-terminal

bistable diodes, such as the RTD and the Esaki diode, may enable a practical form of 3D integration.

However, this would require a "contactless" method of selecting vertically stacked bit cells. We have

developed and experimentally verified such a contactless scheme utilizing the slew rate of an addressing

signal.
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ABSTRACT

A new material system is proposed for silicon based optoelectronic and heterostructure de-

vices: the silicon lattice matched compositions of the (In,Ga,AI)-(As,P)N HI-V compounds. In
D

this nitride alloy material system the bandgap is expected to be direct at the silicon lattice-

matched compositions with a bandgap range most likely to be in the infrared to visible. At

lattice constants ranging between those of silicon carbide and silicon, a wider bandgap range

is expected to be available and the high quality material obtained through lattice matching

could enable applications such as monolithic color displays, high efficiency multi-junction

solar cells, optoelectronic integrated circuits for fiber communications, and transfer of exist-

ing III-V technology to silicon.

1. Introduction

Recently, the growth of the GaAsxNl.x j'2'3'4'5 compound semiconductors has been gaining interest.

This increased interest in nitride based semiconductors is primarily related to the potential for short

wavelength (blue and violet) emitting devices 6'7 and the capability of the arsemde mtride compound

semiconductors of being lattice-matched to silicon 3. This combination of direct bandgap materials

and the potential for high quality lattice-matched crystalline materials on a silicon substrate is here-

tofore unrealized and is ideal for silicon-based optoelectronics s. However, the applications for this

material system are potentially much broader, depending on the range ofbandgaps that will be avail-

able. The temaries of interest that lattice match to silicon are, assuming that Vegard's law holds for

the III-V N alloys, AlAso.s2No.js, GaAso.sjNo.19, [nAso.41No.s9, [nPo.sNo.5. Thus, the silicon based

temaries all require large amounts of nitrogen to be incorporated. The binaries GaP and ALP nearly

lattice match to silicon but are of limited interest for electro-optic devices owing to their indirect

bandgap. However, strained pseudomorphic layers of GaP_NI._ and A1P_Nz._ may be of use in de-

vices with nanometer scale layer thicknesses.

2. Challenges and opportunities

The challenge in growing the group III- V nitride alloy compounds is due to the large difference in

the atomic radii of nitrogen and the other group V elements. Such material systems with large differ-

ences in atomic radii are known to have large miscibility gaps and cannot be grown by equilibrium

techniques 9. However, immiscible material systems can be grown by non-equilibrium techniques



such as MBE. Indeed, immiscible materials with large microscopic strain such as GaPl.,Sbx _° and

(GaAs)l.,Six LI have already been grown successfully. Two questions need to be answered to deter-

mine the potential of these heterojunction materials : (1) Are any of the large-nitrogen-content alloys

(meta-) stable? and (2) what bandgap range is possible?

Concerning question (I), the high microscopic strain in the III-V N alloys is expected to lead to or-

dering _2which is known to stabilize the epitaxial layers 13and to change the bandgap as compared to

the bandgap of the random alloy _4. For x=0.5 alloys, the chalcopyrite ordering typically results in an

increased bandgap, while CuAu or CuPt type ordering typically lowers the bandgap as compared to

that of the random alloy _4. Epitaxia[ stabilization in ordered compounds is strongest for the

stoichiomemc compound _3, x=0.5, with decreasing stability' towards the constituents. Thus,

In.PosNo5 may form a stabte ordered chalcopyrite compound, while decreasing epitaxial stability

against decomposition is expected for InAso.ajN0.59, GaAso._rN0.19 and AIAs0.82No.ts. As an example,

in the case of [nAso.4jN0.59 the ordering may result in [n.As0.alN0.59 being an alloy of the chal-

copyrite-like [n2AsN and the famatinite-like [n4AsN3, or as an InsAs2N3 ordered compound, rather

than a random alloy of InAs and InN. For quaternary alloys such as the AIGaAsN compounds on

silicon an ordered group V sublattice would be expected, while the group [II sublattice can be ran-

dom owing to the similar radii of gallium and aluminum.

The second question is that of the bandgap range available in the III-V N compounds. Munich and

Pierret first calculated the bandgaps for AIGaAsN compounds 15, in particular, for the silicon

matched compounds they Fund a direct-bandgap range of about 1.7 eV to 3.0 eV. However, they did

not take into account the extrinsic bowing as described by Van Vechten and Bergstresser 16. On the

other hand, Sakai 6 et al. by taking into account the extrinsic bowing predict a semimetallic nature

(zero bandgap) over a wide range of the (InAIGa)(SbAsP)N compounds. The "negative" bandgaps

predicted correspond to a structure that has zero bandgap between the main conduction and valence

bands but that has negative Eo, i.e. an inverted band structure as in HgxCd__xTe 17. However, the ex-

trapolations used in Ref. 6 to calculate the bandgap at high alloy concentrations, i.e. x = 0.5, may

be beyond the validity of the model used, as described in Ref. 16, since the perturbation potential

caused by the alloying has become sufficiently large to affect the character of the valence and con-

duction bands. An ab initio calculation is needed to obtain a more reliable theoretical estimate. Re-

cently Rubio and Cohen 18calculated a finite bandgap of 0.7 eV for GaAso.75No.25 using the local den-

sit,/ approximation (LDA) without, however, internal relaxation of the crystal structure. Neuge-

bauer and Van de Walle 19 calculated the bandstructure for a (1 1I) superlattice of GaAso 5N0.5 with

internal relaxation and found a zero bandgap mettallic structure. Recent results obtained by Tang 2°

et. al. at Texas Instruments using LDA with internal relaxation have shown that some of the ordered

structures of GaAsosNo.5 and GaAso.75No.25 have a finite bandgap.

Preliminary experimental bandgap results at [arge nitrogen content are so far inconclusive 3. The

bandgap range available in the nimde alloy system is thus still open to debate. An estimate can be

made for the random alloys using the recently obtained experimental values for the bowing coeffi-

cient in GaAsxNI__ j'5 (18 eV) and GaP_NI._ 21 (14 eV). As pointed out in the previous section the

bandgap values obtained at high alloy concentrations using this method may not be accurate. Figure



1showstheestimatedbandgapversuslatticeconstantfor thetemariesof the InGaAIAsPN material
system,usinga bowingcoefficientof 14eV for the phosphidenitridesand 18eV for the arsenide
nitrides.The solid linesrepresenttheF-pointbandgapwhile the dashedlinesrepresentthe X-point
bandgap.Alsoshownin figure I is the estimatedbandgapfor theFamatiniteorderedGaAso.75No25.
Althoughthebandgaprangethatwouldbeavailableonsilicon is still uncertain,the early indications
arethattherangewill be in the infraredto redpart of the spectrum, enablingsuchapplicationsas
1.55/amdetectorsand.lasers, and devicessuchas FETs and HBTs usingthe low bandgapAI-
GaAsNquaternaries.At latticeconstantssmallerthanthatof silicon,alloyscoveringthe entire visi-
ble bandgaprangemightbefeasible,enablingapplicationssuchascolor displays andhighefficiency

•multijunctionsolarcells.

As aresultof thestrongbowingin theIII-V N alloys which shifts the bandgaptowards the infra-
red, the applicationsrequiringa red to bluewavelengthbandgaprange such as color displays and

high efficiency multijunction solar cells may need to be grown on smaller lattice constant materials,

e.g. SixCI.x with x = 0.75 to x = 0.60 as most likely.
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Figure t. Bandgap vs. lattice constant in the [n-
GaAIAsPN material system. The solid lines represent
empirical extrapolation from low nitrogen content al-
loys for the direct bandgap, while the dashed lines rep-
resent the X-point. The point labeled Faro. is the ab-
initio theoretical prediction for the bandgap cf
Famatinite GaAso.7_N0.25.

bandgap range on silicon is possibly more limited,

several heterostructure devices are possible using

AIGaAsN quaternaries. For example a resonant

tunneling diode could be made using A1AsN as the

barrier material and GaAsN as the well and contact

material. Similarly, FETs and HBTs can be made

using the AIGaAsN quaternaries. In addition, the

piezoelectric properties of III-V semiconductors in

general and of the nitride alloys in specific would

Therefore, the growth of high quality lattice-

matched materials covering a bandgap range as wide

as the entire visible range on a single substrate may

be achieved, making possible the monolithic inte-

gration of full color displays and detectors. As with

other material systems quaternaries can be used for

bandgap engineering and device optimization. An

example of the versatility possible with a wide

available bandgap range is shown m figure 2: by

making use of the optical low pass nature of semi-

conductors, a true multi-color pixel can be achieved

by vertically stacking the red, green and blue pixel

of a color display. The vertical stacking

results in a pixel with a true color appearance irre-

spective of viewing angle and distance. Though the

Figure 2. A true color pixel as an example ofone _"
the new applications possible with the I.nGaAIAsPN
material system.



allow the integration of surface acoustic wave devices on silicon.

Finally, it should be noted that due to the uncertainty of theoretical predictions of bandgaps that

the actual bandgap range of the InGaAIAsPN compounds will not be accurately known until it is

experimentally determined.

3. Experimental results

Several methods have been used in this study for the growth of GaAs_._N_ alloys. The first

method used in this study is MOMBE: a metalorganic source is used for the arsenic (TBA or

TDMAAs) and a solid source is used for the group [II elements; an ECR nitrogen source is used for

the nitrogen supply. A number of varying nitrogen flow rates, ECR power and substrate tempera-

lure were used for the growth. The initial choice of_ubstrates in this study is GaAs to avoid the

antiphase domain boundary defects that would be associated with growth on silicon. All films had a

rough surface with a hazy to orange peel look. At high substrate temperatures, 600 °C, the epitaxiaI

material formed is a polycrystalline cubic GaN film. For one of the growths, at low substrate tem-

perature, 500 °C, a polycrystalline film is formed which has been identified as having two major

components: a GaAsi.xN_ compound with a nitrogen content of about 6.5% and a second compound

Ga3As2N, i.e. with 33 % nitrogen. Figure 3 shows the thin film X-ray diffraction pattern for the

polycrystalline film containing Ga3As2N 22. Three of the intensity X-ray peaks are identified as

(l t 1), (220), and (400) reflections of GaAs_.xNx with x = 6.54%. Two of the other peaks are identi-

fied as (111) and (224) reflections of GaAsi.xNx with x = 33.75%. This last result of a nitrogen frac-

I000, ,, t I i I I
: I< ! GaAsN
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Figure 3. Thin film X-ray diffraction of a polycrystal-
line sample grown by MOMBE.

tion of 33.75% is interesting since it indicates that

high nitrogen fraction compounds can be formed.

Moreover, the close to 2 to 1 ratio of As to N sug-

gests that this material system may be likely to

form ordered compounds at high nitrogen fractions.

The second method used to grow the GaAst.xNx

alloys in this study is conventional MBE: solid

sources are used for both group III and group V

elements, except for the nitrogen which is again

provided for by an ECR nitrogen source. At small

nitrogen fractions up to t.5% it is possible to ob-

tain a single crystal epitaxial film and the bandgap

of the material has a red shift with increasing nitro-

gen fraction with a bowing coefficient of about 18

eV as has been previously obtained in other stud-

ies t'2. Figure 4 shows the bandgap dependence of

GaAsxN_.x at small nitrogen fractions 23. Also

shown in the same figure is the empirical bandgap dependence assuming an 18 eV bowing coeffi-

cient.
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For films with greater than 1.5%

nitrogen no single crystal epitaxial

film has been obtained to date.

Again, a polycrystalline film is ob-

tained for the higher nitrogen frac-

tion films. Figure 5 shows the thin

film diffraction pattern of such a

polycrystatline film, one grown on

silicon and the other on GaAs. The

large peak at 34.5 degree is associ-

ated with (1L1) cubic GaN or

GaAsxNI.x with a small As fraction.

Three peaks are identified as

GaAst.xN_: the peaks near 28, 46,

and 54 degree are associated with

(IIi), (220), and (311) crystal

plane reflections. Assuming Ve-

gard's law, and without correcting for strain deformation, the nitrogen composition associated with

each peak is 25.5%, 2.8%, and 5.8% for the GaAs substrate based sample and 11.7%, 9.7%, and

9.7% for the silicon substrate based sample respectively. Due to the polycrystalline nature of the

film it is not possible to determine the amount of strain deformation, and therefore also the true ni-

trogen content, in each of the differently oriented grains. From the silicon substrate based sample

one can conlude that the nitrogen content is at least 10%.
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Figure 5. Thin film X-ray diffraction of GaAsN grown on silicon (shown on the left) and on GaAs (shown on the right)

in comparison to a GaAs reference diffraction pattern.

Thus far we have not been successful at detecting any photoluminescence from the high nitrogen

fraction compounds observed here, which leaves open the question of the electronic properties of

the high nitrogen fraction arsenic nitride alloys.



4. Conclusions

In conclusion, InGaAIAsPN technology may impact all of the existing [II-V technology. Silicon-

based epitaxy will enable III-V technology to keep in step with Si technology and wafer size, re-

suiting in a significant reduction in cost of [II-V technology. Reliable and high yield monolithic

cointegration of lasers, optical detectors, surface acoustic wave filters, microwave circuits and VLSI

circuits on a single chip may be possible for the first time, thereby drastically reducing system size

and increasing system reliability. To achieve the full potential of this material system further

growth studies of the nitride and arsenide nitride materials are needed. The authors would like to

acknowledge stimulating discussions with Drs. G. Frazier, T. Moise, J. Randall and A. Seabaugh.

The outstanding technical assistance of D. Chasse, A. Fowler, F. Stovall, R. Thomason, and K. Var-

gason is much appreciated.
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ABSTRACT

Developed by Texas Instruments, the Digital Micromirror Device (DMD TM) is a quickly emerging

and highly useful Micro-Electro-Mechanical Structures (MEMS) device (See Figure 1). Using

standard semiconductor fabrication technology, the DMD's simplicity in concept and design will

provide advantageous solutions for many different applications. At the rudimentary level, the

DMD is a precision, semiconductor light switch.

In the initial commercial development of DMD technology, Texas Instruments has concentrated

on projection display and hardcopy. The paper will focus on how the DMD is used for projection

display. Other applicational areas are being explored and evaluated to find appropriate and
beneficial uses for the DMD.

Figure 1. Photograph showing several DMD mirror

elements and the mirror substructure (center).



Introduction

Starting in 1977, Texas Instruments began working on an analog light modulating technology

called the Deformable Mirror Device, or DMD. This technology had limited performance and

yield characteristics. By 1987, a bistable (digital) DMD was created that offered enhanced

performance and showed no fundamental yield limitations. The DMD acronym was maintained

but it now abbreviates the Digital Micromirror Device.

A DMD is a Micro-Electro-Mechanical Structures (MEMS) device composed of a two

dimensional array of thousands of small, tilting, mirrors mounted atop of complementary metal-

oxide-semiconductor (CMOS) Static RAM (S-RAM). In addition to having MEMS properties,

the DMD also has an optical component, the tilting micromirrors. These mirrors, when

combined with the proper optical projection system, create a truly digital process for displaying

images.

Since the DMD is built over a standard CMOS circuit using conventional semiconductor

processes, fabrication costs are expected to drop in line with a CMOS-like learning curve. These

anticipated cost reductions have created a lot of excitement at Texas Instruments as it opens up

the possibility of exploring many new markets. In investigating other applicational areas and

markets for the DMD, the complete interrelationship of the DMD's MEMS and optical properties

must be considered. Proper understanding of all aspects of DMD technology will give better

insight as to how a DMD might become the solution to yet another technological challenge.

Markets

Texas Instruments is bringing DMD technology to the marketplace through its Digital Light

Processing (DLP TM) subsystem. At the core of a DLP subsystem is the DMD. Other DLP

components are: memory, electronics, a power supply, a light source, a color filter system and

projection optics. The goal for DLP is to compete in the projection display market; a market that

is expected to have world wide sales of $4.6 billion in 1995 L.

Three projection markets have been targeted in which to sell DLP subsystems: consumer,

business, and professional. The consumer market consists of front and rear-screen projection

televisions. Projection television sales have been steadily increasing. This year alone, U.S. sales

are up 29.1% over 1994". DLP will enter the business market in the form of a conference room

business projector. High brightness, 3-DMD DLP subsystems will be sold into the professional

market for large screen display applications. Ultimately, these high brightness systems would be

the cornerstone of future, digital cinemas.

DMD Structure

Each DMD consists of thousands of tilting, microscopic, aluminum alloy mirrors. The mirrors

are 16 !am square and are separated by I lain gaps. These mirrors are mounted on a yoke and

hidden, torsion-hinge structure which connects to support posts. The torsion hinges permit mirror

rotation of +/- 10 degrees. The support posts are connected to an underlying bias/reset bus. The

i Source: Stanford Resources, Inc. "Projection Displays," Second Edition, 1994-95, pg. 3

Source: Television Digest, Vol. 35, No. 38, pg. 12



bias/reset bus is connected such that both the bias and reset voltage can be supplied to each

mirror. The mirror, hinge structure, and support posts are all formed over an underlying CMOS

address circuit and a pair of address electrodes (See Figure 2).

Applying voltage to one of the address

electrodes in conjunction with a bias/reset

voltage to the mirror structure, creates an
electrostatic attraction between the mirror and

the addressed side. The mirror tilts until it

touches the landing electrode that is held at

the same potential. At this point, the mirror

is electro-mechanically latched in place.

Placing a binary "1" in the memory cell

causes the mirror to tilt,.+lO degrees while a

"0" causes the mirror to tilt -I0 degrees.

Each mirror on a DMD array has the ability

to modulate incident light digitally as a

semiconductor light switch. Full "on" to full

"off' switching time is less than 20 _ts.

Mirror Assembly

The DMD chip is fabricated using 0.8 !ttm

CMOS technology. The mirror system is

built in CMOS wafer form on top of a chem-

mechanical protective layer that separates the

mirror system from the CMOS SRAM layer.

" 1
Mirror Support Post

Landing Torsion Hinge
Tips

Address

Yoke
Electrode

Hinge Support Post
Support Post

Metal 3 Address Pads

Landing

Bias/Reset Bus.

To SRAM

Figure 2. Exploded view of DMD mirror structure.

Construction of the mirror systems begins after contact openings for the address electrodes and

bias/reset bus have been formed in the circuit's protective chem-mechanical oxide layer. Five

photolithographically defined layers are surface micromachined to form the DMD mirror

structure. From bottom to top, these five layers include: the metal layer that is connected to the

CMOS structure via address electrodes and the bias/reset bus, a sacrificial layer, a coplanar hinge

and address electrode layer, another sacrificial layer, and the reflective, aluminum alloy mirror

layer. The sacrificial layers are made of an organic material that is plasma-ashed to form the two

air gaps, one between the bottom metal layer and the coplanar hinge and address electrode layer,

the other between the mirror and the hinge/address electrode layer. The other layers are formed

from dry plasma etched, sputtered aluminum. The spacing between the mirror and bottom metal

layer is 2 _tm, enough room for each mirror to tilt +/- 10 degrees (See Figure 3).

After fabrication, the wafer on which the DMDs have been formed undergoes a wafer saw step.

During this process, it is extremely important that the DMDs not be contaminated with particles.

Micron size particles can interfere with the mechanical operation of the DMD as well as reduce

its optical performance.
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Figure 3. Cross sectional view of the DMD mirror structure,

Upon completion of the wafer saw, the chips are placed in a plasma etching chamber, where

isotropic etching removes the sacrificial layers. Once these sacrificial layers are removed, the

DMD finally becomes functional. Die attach, wire bond, window seal, and final test complete

the sequence of assembly operations.

Video and Graphic Sources

To fully comprehend how a DMD functions in a display system, it is important to understand

what needs to be displayed. The two dominant projection display sources are video and graphics.
Standards for these sources are outlined below in Table I.

NTSC" National Television System Committee-the interlaced, 60 Hz, 525 line color TV' standard adopted by

the United States in 1953. NTSC is also used in North and South America and Japan. Of the 525 lines, only

480 lines are active or visible to the viewer. In the interlaced mode, two 1/60 of a second TV fields make up

one TV frame. Each field contains 240 alternating lines of information. As the two fields are interlaced,

viewers see 480 active lines per TV frame. In the horizontal direction, NTSC TV can display about 330
vertically drawn black and white lines. This is often referred to as the horizontal lines of resolution, meaning

the number of lines viewers can resolve when counting vertically drawn, black and white lines, across the

)icture. NTSC specifies a 4:3 aspect ratio.

PAL: Phase Alternation Line-the 625 line color 'IV standard used in Europe. PAL has 576 active lines per "IV
frame, the same 4:3 aspect ratio, operates in an interlaced mode but is specified for 50 Hz operation. PAL TV
has about 420 horizontal lines of resolution.

HDTV: High Definition TV-a higher resolution TV standard that will have a 16:9 aspect ratio. Since all "IV
applications do not have the same requirements, multiple formats have been proposed. The highest proposed

resolution is a 1,920 x 1,080 non-interlaced format.

VGA/SVGA/XGA/SXGA: Computer industry resolution standards with 4:3 aspect ratios, video, super video,

extended, and super extended graphics adapter. VGA resolution specifies 640 x 480 pixels, SVGA specifies

800 x 600 pixels, XGA specifies 1,024 x 768 pixels, and SXGA specifies 1,280 x 1,024 pixels. Graphics

modes are usua!!y shown in a non-interlaced mode.

Table 1: Video and Graphics Signals standards



DMD Array Size

Depending on the requirement, DMD arrays can be configured in various formats. For projection

display, arrays are built according to the resolution of the information intended to be displayed.

bzitia I A rra y

The first DMD chip was an array dc_signed to display PAL broadcast signal, the European

television standard. With square pixels, a 4:3 aspect ratio, and 576 visible lines in the vertical

dimension, a DMD PAL chip is 4/3 x 576 = 768 mirrors wide. A DMD with an array of 768 x

576, containing 442,368 micromirrors was designed specifically for the purpose of displaying

this PAL resolution TV signal. This chip also has the capability of displaying NTSC broadcast

signal since NTSC has slightly lower resolution than PAL. When displaying the lower

resolution, mirrors that are not addressed with information are simply tilted to the "off" position.

Other Arrays

Other array sizes of 864 x 576, 848 x 600, 1,280 x 1,024, and 2,048 x 1,152 have been built to

support different aspect ratios and multiple resolutions of video and graphics input sources. A

long, linear array of 64 x 7,056 mirrors has also been fabricated. Its intended use is to provide

600 dots per inch printing resolution across a 297 mm wide page for hardcopy applications.

HDTV Array

Demonstrating the DMD's ability to display future video sources, Texas Instruments with

financial support from the Advanced Research Projects Agency (ARPA), developed a HDTV

prototype projection display system. This system was designed to display the highest proposed

16:9 HDTV resolution, 1,920 x 1,080. The projector is based on three DMD chips, each

containing 2.3 million, 16 _m square, micromirrors in 2,048 x 1,152 arrays. The project was

successfully completed at the end of 1993, solidifying DMD display technology as a competitive

solution for displaying current and future, video and graphics information.

DMD Display and Systems

Every time a binary "1" or "0" is delivered to the memory cell directly below each mirror, the

proper address electrode is activated, and the mirror tilts to the "on" or "off" position. By using

the DMD as a spatial light modulator, light incident on each of the thousands of mirrors on the

chip can be precisely reflected to, or away from, a lens configuration. The light transmitted

through the lens system is imaged onto a screen. The light that is reflected away from the lens

system hits a black, light absorbing material. Through this process, a digitally projected image is

possible (See Figure 4).
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Figure 4. Light is directed onto the surface of the mirror at 20 degrees relative to the optic ax_s
(which is perpendicular to the surface of the chip). A mirror that is tilted +10 degrees to the "On"
position will direct the incident light directly up the optic axis, through a projection lens. This
light then forms a pixel image on a screen. A mirror that is tilted -10 degrees will reflect light -40
degrees from the optic axis, away from the projection lens. This light is directed towards a black,
light absorber.

Grayscale is achieved through a digital technique called pulse width modulation (PWM). With

PWM, the amount of time that a mirror is "on" for a given TV field is controlled by the binary

code sent to the memory cell. By varying the time the mirror is on, grayscale levels are

generated.

For example, if 128 grayscale levels are desired, a 7 bit binary signal would be used (See Figure

5). The most significant bit is assigned to half of the TV field while. Proceeding bits are

assigned to half of the remaining TV field with the least significant bit being assigned to 1/128th

of the TV field. The DMD mirrors will tilt "on" or "off" for the given bit and the amount of

reflected light is integrated by the human visual system to create perceived intensities or

grayscale levels.



Color is added through a color filter or prism system, depending on the application and

performance requirements.

TV Field Time

0 !

I I
1 0
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Figure 5. A 7 bit Pulse Width Modulation (PWM) code gives 27 = 128 grayscale levels. The human visual

system integrates the light that is reflected or "on" during the TV field and grayscale levels are realized. The 7

bit signal of 0110011 results in an intensity encoding of 40%, or a grayscale level of 51.

Video Proiection Display

Currently, a video TV frame consists of two interlaced fields. One field writes every other line

and the subsequent field writes the alternating lines. Interlacing works well for cathode ray tube

(CRT) display because the phosphor glow persists long enough to make the image visible. DMD

projection display is inherently a non-interlaced or progressive display technology; the entire

array of mirrors is addressed for each TV field. It is therefore necessary to convert conventional

interlaced TV signals into a non-interlaced format.

Several techniques can be adopted to convert interlaced signals into non-interlaced ones: line

doubling, field jamming, and adaptive motion interpolation. Line doubling simply displays each

TV line twice during the TV field, filling in the space between alternating lines. With field

jamming, a memory buffer stores one of the interlaced fields and displays it with the other field,

superimposing the two fields. Adaptive motion interpolation looks at the alternating lines in

real-time, on a pixel-to-pixel basis, and "interpolates" what the picture should look like in

between the two lines. The interpolated information is then scanned in between the alternating

lines. This seems to be the best approach to compensate for motion artifacts that are more

noticeable when the other two techniques are used. Proper conversion of the interlaced signal

into a progressively scanned signal also has the advantage of increasing the apparent perceived

resolution of the projected image.

Graphics Proiection Display

The majority of computer monitors today operate in a non-interlaced mode. They scan every line

and write the entire frame in just one field. Without non-interlaced scanning, the fading of the

phosphors between each alternating line can be more noticeable, causing the screen to flicker.

Since the DMD shows a full, progressively scanned image, it couples well with graphics inputs

and displays razor sharp graphics images. Ideally, a DMD used for graphics projection would

map each pixel of information to its own mirror. This way, exact digital pixel control can be

achieved. It is also possible to display higher resolution graphics sources on a DMD having less

mirrors than pixels through the use of scaling techniques.



I-Chip System

In a single DMD projection system, a color wheel is used to create a full color, projected image.

The color wheel is a red, green, and blue, filter system which spins at 60 Hz to give 180 color

fields per second. In this configuration, the DMD operates in a color field sequential mode.

The input signal is broken down into red, green, and blue (RGB) components. The signal goes

(hrough the DMD formatter and picture buffer electronics. It is then written to the DMD's

SRAM. A white light source is focused onto the color wheel through the use of condensing

optics. The light that passes through the color wheel is then imaged onto the surface of the

DMD. As the wheel spins, sequential red, green, and blue light hits the DMD. The color wheel

and video signal are in sequence such that when red light is incident on the DMD, the mirrors tilt

"on" according to where and ho,;v much red information is intended to be displayed. The same is

done for the green and blue light and video signal. The human visual system integrates the red,

green, and blue information and a full color image is seen. Using a projection lens, the image

formed on the surface of the DMD can be projected onto a large screen (See Figure 6).

Since a NTSC TV field is 16.7 ms (1/60 of a second), each of the primary colors must be

displayed in about 5.6 mill-seconds. Given that the DMD has <20 t.tm switching time, 8-bit

grayscale per color (256 shades) is possible with a single DMD system. This gives 256 shades

for each of the primary colors or, 2563 = 16.7 million possible colors that can be generated.

When a color wheel is used, 2/3 of the light is blocked at any given time. As white light hits the

red filter, the red light is transmitted and blue and green light is absorbed. The same holds true

for the blue and green filters; the blue filter transmits blue and absorbs red and green, the green

filter transmits green and absorbs red and blue. The result is that a 1-chip system is inefficient in

its use of light, however, for certain applications, this approach offers an excellent

price/performance match.

3-Chip System

Another approach is to add color by splitting white light into the three primary colors by using a

prism system. In this approach, three DMDs would be used, one for each of the primary colors.

The main reason for using a 3-DMD projection system is for improved brightness. With 3

DMDs, light from each of the primary colors is directed continuously at its own DMD for the

entire 16.7 mill-second TV field. The result is that more light gets to the screen, giving a brighter

projected image. In addition to increased brightness, higher bit color can be realized. Since light

is directed to each DMD for the whole TV field, 10 or l 1-bit grayscale per color is possible.

This highly efficient, 3-chip projection system would be used for large screen and high brightness

applications.



Figure 6. l-chip, DMD projection system: White light is focused down onto a color wheel filter system that spins at

60 Hz. This wheel spins in sequence with the red, green, and blue video signal being sent to the DMD. Mirrors are
turned "on" depending on where and how much of each color is needed for each TV field. The human visual system

integrates the sequential color, and a full color image is seen.

Advantages

DMD based projection display systems have many advantages over the existing Cathode Ray

Tube (CRT) and Liquid Crystal Display (LCD) projection technologies.

Pixel Fill Factor and Uni[:ormitv

DMD chips with 16 .am square mirrors spaced on 17 am centers have a fill factor of up to 90%.

In other words, 90% of the pixel/mirror area can actively reflect light to create a projected image.

Pixel size and gap uniformity is maintained over the entire array and is independent of resolution.

LCD's have at best, a 60% fill factor. CRT's are not capable of producing square pixels since

they rely on an electron beam scan, not a pixelated array. The DMD's higher fill factor gives a

higher perceived resolution, and this, combined with the progressive scanning, creates a

projected image that is much more pleasing to the eye than conventional projection display.

Light Efficiency

The DMD is capable of having an overall light efficiency of over 60%. The definition of light

efficiency here is simply the percentage of output light as compared to the amount of input light.



For a DMD, therearefour multiplyingcomponentsthatmakeup its light efficiency:a temporal
component,thereflectivityof surface,thefill factor,anddiffractionefficiency.

DMD Light Efficiency= (Actualtime"on") x (Re.of Surface)x (Fill Factor)x (D. Efficiency)

= (92%)x (88%)x (90%)x (85%)= 61.9%

LCD projectiondisplaysareinherentlylight inefficient.First, theyarepolarizationdependentso
one of the polarizealight components,or half of the lamp light is not used. Other light is
blockedby the transistors,gate,and sourcelines in the LCD cell. In addition to theselight
losses,the liquid crystalmaterialitself absorbsa portionof the light. The resultis that only a
smallamountof the incidentlight getstransmittedthroughtheLCD panelandonto thescreen.

Higher Resolution and Brightness

Increasing the input resolution simply means that more mirrors on the DMD have to be activated.

Higher resolution can be achieved independent of brightness. As brightness is increased with

CRT projectors, the phosphors "bloom" causing resolution to drop. In a DMD projection system,

increasing brightness simply means that more light is reflected off of the DMD and onto the

screen, with no loss in resolution. The amount of brightness for a given DMD system is a

function of the light source used and the number of DMDs in the system. Several hundred to

thousands of lumens of brightness can be displayed using DMD technology. This provides

flexibility to both the manufacturers and markets that DMD projection display will serve. The

DMD's higher resolution and brightness capabilities makes it more desirable for current and

future projection display applications.

Digital Control

Each pixel of information displayed on a screen is precisely and digitally controlled independent

of surrounding pixels. Spatial repeatability is achieved and through the use of PWM, grayscale

and color levels can be accurately repeated, time after time.

Reliability

The DMD has passed all standard, semiconductor qualification tests. In addition to these tests,

Texas Instruments has evaluated the DMD's performance reliability for the DLP subsytems that

will be sold to the three previously mentioned markets: consumer, business, and professional.

The DMD has passed a barrage of tests meant to simulate actual DMD environmental operation

including: thermal shock, temperature cycling, moisture resistance, mechanical shock, vibration,

and acceleration testing.

Because the DMD relies on a moving hinge structure, most of the reliability concerns are focused

on the hinge life. To test hinge failure, approximately 100 different DMDs were subjected to a

simulated one year operational period. Some devices have been tested for over 1 trillion cycles,



equivalentto 20yearsof operation.Inspectionof thedevicesafter thesetestsshowednobroken
hingesonanyof thedevices.Hingefailure is notafactorin DMD reliability.

Conclusion
Producedusingstandardsemiconductorprocesses,theDMD is becominga highly usefuloptical
MEMS devicefor projectiondisplay. Devicereliability hasbeenvalidatedleavingno reasonto
inhibit marketplaceacceptance.Other applicational areas for DMD technology are being
evaluatedbut the current thrust for DMD deploymentinto the marketplaceis in the areaof
projectiondisplay. DMD and DLP technologywill offer manyperformanceadvantagesover
currentprojectiondisplaytechnologies.High speedoperal;ion,brightness,resolution,fill factor,
high optical efficiency, and 16.7+ million color reproductionsare all advantagesof DMD
projectiondisplay. CombiningtheseDMD advantageswith completedigital control makesDLP
anexciting new technology.TexasInstruments'Digital Light Processing,basedon the DMD,
offersanexcellentsolutionfor projectiondisplayastheworld beginsto enterinto a true,digital,
multimediaage.
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_/ficroc]cctromechanical systems (MEMS) technology can significantly reduce the cost to

design, build, launch and oper_ space systems. This will require new enabling technologies for

the next generation of spacecraft. The MEMS research community is also actively looking for

applications. Collaboration can bring _eat benefits to bo_ groups.

MF2_S technology offers low cost, small, light weight and reliable devices. These can
significantly reduce the size, weight and cost of spac_cralt while increasing their rcliabRity through

durability and reciundancy. A standard spaceborae interface/cabinet that is w.adily available for

experimenters will enahl_ inexpensive testing of MEMS devices in space, Such a testbcd is being

proposed for use on the Space Shuttle, and an initial design and set of specifications is now being

developed. This wiLl allow the MP__S community to explore new applications thaz have thus far

been cost prohibitive.

There arc many aclvantage.s to a predef'med and readily available testbed: leveaagc of the
technology and innovations from universities and industry, rapid and inexpensive flight testing of

devices in the space environment and incorporation into space programs, a vehic.ie for technology

insertion studies, built in environmental monitoring by the host platform, and experiment recovery

for post mission analysis. It will also provide a means for incremental development and testing of

spacecraft systems from individual MEMS devices through completed, flight tested MEMS

components and subsystems, possibly stimulating new technologies and devices in the process.

The MEMS tcstbed will provide fixtuxcs for holding MEMS devices, ambient environment

monitoring, an assomnent of available operating voltages, RF and low frequency signal inputs,

sources of various gases and pressure monitors, a command and control interface computer, and a

data interface which will record or transmit the data and performance parameters of these small

systems. Since the testbed itself will have been space qualified, the burden of space qualification for

the cxpe.rimenterwillbe limitedto theexperiment itself,not theancillaryoperatingsystems.

Individual experimentshave, to date,eitherprovided thesecapabilitiesthemselves or relied

on the interventionoftheshuttlecrew.Both arcexpensivealternatives.Providingthem on asingle,

pre.xiefincdMEMS testbcd alleviatesmuch of the expense and logisticsburden from the

experimenter and shuttlecrew, and encourages participationin the space community by MEMS

researchers.This readilyavailablespaceborn¢tcstbedwillbe availabletoexperirn_nte_worldwide

at a minimal cost.



Low volume packaging for a microinstrumentation system
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A folding, mull-platform assembly has been developed for the packaging of a multi-chip
microinstrumentation system. The assembly includes three solid platforms connected by flexible
micromachined ribbon cables and can be populated by sensors and electronics from a variety of
technologies including surface mount and IC processes. The entire structure is fabricated from a
four-inch silicon wafer using a simple four mask process and a post-process EDP etch. The
micromachined ribbon cables allow the platform assembly to be folded into a three level structure
with control electronics on the bottom level, microsensors and interface electronics on the second
level, and sensors that need environmental access on the top level. Utilizing the silicon multi-
platform assembly, a prototype microinstrumentation system has been developed that includes a
microcontroller unit and sensors for measuring temperature, barometric pressure, humidity, altitude,
and acceleration as well as a telemetry device for wireless communication. When folded into the
three level structure, this microsystem occupies only 5cc and can be placed in an outer case the size of
a wristwatch.

Poster not available at time of publication.
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ABSTRACT

VDF/TrFE pyroelectric sensors have now definitely reached the level of a product. Based
on a bidimensional staring array, it can be considered as a whole system with a
monolithic technology processed on a silicon substrate provided with the integrated read
out circuit.

The paper will describe the main procedures dealing with the elaboration of a 32x32
Focal Plane Array developed, in the context of the PROMETHEUS PROCHIP European
Program (EUREKA), as a passive infrared obstacle detection (1) applied to automotive.
Additional experimental data suggest that this microsystem could operate in space
environment.

INTRODUCTION

A few years after the emergence of copolymers as pyroelectric elements, the high grade
material currently commercially available (2) and its capability to be processed on a
silicon substrate in a way similar to any microelectronic system, offer a real chance of
industrial development to these sensors. Large sectors of industry dedicated to mass
production like automotive, but also, medecine, agronomy, space.., are concerned, and
new developments of the Microelectromechanical system (MEMS) which can be adapted
to the technology of these sensors deserve to pay attention to a material, which appears as
a true challenger of 'high tech - low cost' infrared detectors already present or arriving on
the market.

incident radiation

"Radiation Absorbing Layer )VDF-TrFE t

Thermal Insulator J

( Silicon Substrate )

NiCr

NiCr

NiCr

detector: P(VDF-TrFE)
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Fig.1 Basic Sensor Structure Fig.2 Detector array - Pixel cross-section



This paper intends to describe the latest development achieved in the design and the
technology of a 32x32 copolymer VDF-TrFE staring array, associated with a focal plane,
and coupled with a signal processing circuit integrated in a silicon substrate.
The heterostructure (Fig. 1) basically includes:
- a copolymer layer (VDF,0.7 - TrFE, 0.3) allowing the pyroelectric detection after
absorption of the chopped incident infrared radiation; converted into a temperature
variation, it will induce a pyroelectric signal between the electrodes deposited above and
underneath the copolymer. This material is provided on top with a thin absorber film.

- a silicon substrate in which the read out circuit is processed in a 1.2_m C.MOS

technology.
- a thermal insulator (polyimide), sandwiched in between copolymer and silicon, which
improves the thermal sensitivity of the pixels.

ELABORATION OF THE STARING ARRAY

A schematic partial cross-section of the array is displayed in Fig.2, showing the different
layers of the heterostructure. The 'via' allows to connect electrically copolymer and signal
processing circuits.

|°e
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|.l

Fig.3

h)

Cross-talk 3D map of a pixel (pitch 10011m)
a) when the whole area is covered

by the copolymer layer
b) when the copolymer is reticulated



Three main steps were successfully completed to validate this approach:
- the copolymer, which cristallizes directly in a beta polar phase, is available under a
liquid form and deposited by spin coating upon its support (polyimide+silicon). The real
difficulty is to perform the poling procedure across the whole heterostructure already
provided with the read out circuit. This has been achieved without any damage of the
electronic circuit. The method used, first developed by F.BAUER (3), consists in the
application of a very low frequency electric field (0. I Hz) at room temperature, allowing

to generate many times the hysteresis loop while the magnitude of the field is increased
continuously up to a limit slightly under the breakdown voltage of the material

(3xl08Wm). Reproducible values for the remanent polarization, equal or higher than

8_tC/cm ? are commonly reached.

Fig.4 Dry etching for reticulation of the sensor array



- Thelow thermalconductivityof (VDF-TrFE)shouldallow to avoidanyreticulationof
thecopolymerlayerin thematrixarray; However,accordingto Broadhurst et al (4) and
confirmed by our experiments, a large part of pyroelectricity in this material is mostly due
to a coupling between piezoelectricity and thermal dilatation of the material rather than to

the variation of the spontaneous polarisation in the crystalline phase at constant volume.
For this reason and for its beneficial impact on the thermal cross-talk as well, the
reticulation by oxygen plasma etching of the different layers constituing the active part of
the detector - metal, absorber, copolymer- has been successfully tested; this procedure
allows a maximum of deformation under the effect of a temperature variation, improves
the pyroelectric coefficient, and a minimum thermal cross-talk has been also checked after
this procedure (fig.3). A SEM picture of the reticulation is shown in figure 4.
- The signal processing silicon circuit has a direct impact on the sensitivity of the sensor.
A first system (IRPY1) elaborated has demonstrated the necessity to reduce the fixed
pattern noise by a self calibration integrated at the level of each unit pixel. Therefore, a
second generation (IRPY2) has been designed, including a reduction of the read out
capacitance and of the, access resistances, allowing a significant decrease of the whole
area by a factor 2 (see the picture of both sensors on their headers).
In order to optimize the performance of the sensor, the theoretical analysis of the
response of the array has been investigated through the thermal diffusion model adapted
to a general heterostructure by Shu-Yau Wu (5), and through a second model based on a
network of distributed thermal resistances and capacitances associated to each layer, to
include the effect of the 'via' on the thermal behaviour of the sensor.

As a result, a thickness of 17Bm for the copolymer, and of 10btm for the polyimide have

been selected in the project.(4). The thermal cut off frequency has been optimized below
50Hz for the frame rate application of 10Hz.

The read out circuit is a 32 lines x 32 columns, 100#m pitch staring array. The pixel

signals are addressed by lines and the internal data bus buffers are multiplexed to the
video amplifier. Fig.5 gives a schematic view of the array architecture whose
characteristics are detailed in Ref.(6).

Fig.5 Copolymer Focal Plane Array: Architecture
of the read out circuit



SENSOR PERFORMANCE

Interest of (VDF-TrFE) in the present application does not rely on its pyroelectric
coefficient, fairly low when compared to other traditional pyroelectric materials (see Table
1). Other parameters like dielectric constant (fig.6) and loss tangent (fig.7) have
hopefully a direct impact on the sensor performance and allow the copolymer to exhibit a
good voltage merit factor. In addition, the material does not require costly preparation, is
insensitive to humidity, is chemically inert, stable, and, as already said, available under a
liquid form, properties which make it attractive in IR imagery.
Improvement on two particular performances has been emphasized: sensitivity and noise
properties.

Matenal Wol"m Curie point

°C

Charge readout

merit factor merit factor

TGS Crystal 49 4.9

LiTaO_ Crystal 620 2.6

PbTiO 3 Ceramic 490 2. I

PZT Ceramic > 300 2

125

Pyroelecttic Permitfivity
coefficient F/m

nClgcm2/K

35 50

17 43

30 200

35 300

4 7

Thermal Voltage readout
diffusion

cm/*C

72 7

4

140 1.5

II0 1.2

20 I 5.7CopolymerP(VF_-TrFE) 1.5

Pyro.-electric materials • properties, performances and ability to readout.

Table 1

32x32 pyroelectric copolymer arrays
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- concerning the sensitivity, a double correlated sampling (double DEC), using the
subtraction of the signals generated in both initial positions of the chopper inducing in a

pixel +AT (aperture), then -AT (shutting), allows to double the response (fig.8).

- concerning noise properties, the fixed pattern noise is ruled out by the double DEC
procedure, while other noise sources have also been shrunk by optimization of the
connexion lengths, leading to the circuit lay out of the second generation. Figure 9 and
figure 10 illustrate the improvements of the responsivity and of the Noise Equivalent
Temperature Difference (NETD) with both technologies IRPYI and IRPY2, including
different upper electrodes.
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Chopper frequency (Hz)
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• flUry2 DISPO 9444

Fig.9 Evolution of the responsivity with the improvement
of the technology.
nature of the upper electrode: 92-2 thin Cr layer;
92-16 graphite spray; 93-05 thin Cr layer;
93-04 thin Cr layer; 94-41 absorber; 94-36 thin Cr layer;
94-44 reticulated absorber.
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Fig.10 Noise properties for different technologies
(se fig.9 for the nature of the upper layer)



The NETD histograms presented in figure 11, with an ideal optic transmission and a F/1

numerical aperture, give a mean measured value of 0.40K performed on all pixels of the
IRPY2 array, which could be even decreased to 0.16K as noticed through simulation on
the same figure.

IO0_

140

t40

1)0

°i
Ot

0

,, /
(K)

NEDT IRPY2 9442 (Absorbcr)

mean value : 0.48K
variance : 0.12K

2 ) 4 qJ _t | ) 4

([) (K)

NEDT IRPY2 9441 (Absorber) NEDT IRPY2 _ (Thin Cr el_r_le)

mean value : 0.40K mean value : 0.75K
variance : 0.16K variance : 0.1$K

Optimum simulation NEDT : 0.16K
bandwidth : 8-141.tm, optics f/l, transmission : 1

Fig.ll NETD Histograms of the IRPY2 devices

COMMENTS

This project has demonstrated the capability of VDF-TrFE to be processed as a
pyroelectric Focal Plane Array dedicated to infrared imagery, with latest performances

able to reach those presented in recent alternative solutions, namely the microbridge
resistive bolometer array developed by Honeywell (7), and the hybrid dielectric
bolometer processed by Texas Instruments (8). This copolymer thin film heterostructure
and a micromachined linear array also implemented elsewhere (9) make clear that the

Microelectromechanical systems (MEMS) will be the most predictable approach selected
for 'high tech-low cost' IR imagers.

If automotive has been the driving force of this application, this Conference is a good
opportunity to examine how space can be also considered as a potential field for this
material. Tests experimented at different temperatures have demonstrated a working
stability between -50°C and +50°C before unfolding, and in the range'-150°C/+150°C,
when operating outside. Stability with time in another useful factor in favour of

copolymer, property which emphasizes the role which could be played by this system in
the payload of a satellite: a 10 years storage does not disturb the response of the active
material. Furthermore, we must keep in mind the tremendous characteristics of (VDF-
TrFE) in piezoelectricity, demonstrated in shock compression (10) and accelerometer
applications (11). Some early successful tests have been made to examine the behaviour

in a heavy ion ambient and more investigation is likely needed to check its properties
versus other kinds of charged particles; nevertheless, in a period where the space
technology is going to know a huge transformation, capabilities of the pyroelectric and
piezoelectric copolymer cannot be ignored, even if additional data must be provided to
state whether they appear as a useful approach to the space field.
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Abstract

We present a novel stereo algorithm based on a coarse texture segmentation preprocess-

ing phase. Matching is performed using string comparison. Matching substrings correspond

to matching sequences of textures. Inter-scanline clustering of matching substrings yields

regions of matching texture. The shapes of these regions yield information concerning ob-

jects' height, width and azimuthal position relative to the camera pair. Hence, rather than

the standard dense depth map, the output of this algorithm is a segmentation of objects in

the scene. Such a format is useful for integration of stereo with other sensor modalities on

a mobile robotic platform. It is also useful for localization: height and width of a detected

object may be used for landmark recognition, while depth and relative azimuthal location

determine pose.

The algorithm does not rely on the monotonicity of order of image primitives. Occlu-

sions, exposures, and foreshortening effects are not problematic. The algorithm can deal

with certain types of transparencies. It is computationally efficient and very amenable to

parallel implementation. Further, the epipolar constraints may be relaxed to some small but

significant degree. A version of the algorithm has been implemented and tested on various

types of images. It performs best on random dot stereograms, on images with easily filtered

backgrounds (as in synthetic images), and on real scenes with uncontrived backgrounds.

1 Introduction

1.1 Motivation

A common deficiency among standard stereo algorithms is that they do not provide a segmented

representation of the scene, with each region corresponding to a distinct object in the scene. This

reduces the potential usefulness of such algorithms within the context of a mobile robotic system.

A common assumption is that if a mobile robot is to use a stereo system as a sensing modality, it

*Portions of this research were supported by the following grants and contracts: ARPA Contracts N00014-92-
J-1647, and DAAtt04-93-G-0419; ARO Contracts DAAL03-89-C-0031PRI, and DAAL03-92-G0153; NSF Grants
CISE/CDA-88-22719, IRI92-10030, IRI92-09880, IRI93-03980, and IRI93-07126.



is the task of other modulesfurther alongin the dataflowpipeline to segmentthe output (usually
a densedepth-map) and extract from it whatever information is requiredby the system.

In contrast, wedesignedthe stereoalgorithm describedin this paperwith the specificintention

of using tile output on a mobile robot to aid in localization of the agent. Furthermore, we wished

to use stereo in conjunction with other sensor modalities. In essence, we addressed the design of

a stereo processing technique by (a) deciding what type of output would be most useful for the

task of localization, and (b) taking into consideration how the modality would be integrated into

the system as a whole.

For these reasons, we stressed the following attributes:

1. Computational efficiency.

. Predictive power: If the data representation allows prediction of expected sensor measure-

ments, then correspondence matching between extracted and stored features is facilitated.

This supports localization. The dense depth-map output by standard stereo algorithms does

not facilitate this prediction.

3. Robustness: The stereo algorithm should work well on real, uncontrived indoor images with

ordinary high-textured backgrounds.

This paper describes a stereo algorithm which is computationally highly efficient, performs well

on real scenes with highly textured backgrounds, and produces output in a form which is very

compatible with other sensor modalities. In particular, the output of height, width, azimuthal

location and range of an object in the scene is very useful for landmark recognition and localization.

1.2 Overview

In [5] it is pointed out that there are three major components of any stereo algorithm: prepro-

cessing, matching and 3-D structure determination. This is based on the assumption that the

data-flow consists of (i) an input of two or more images of the same scene from different vantage

points, and (ii) an output of a dense depth-map of the scene. Algorithms differ in the type of

preprocessing performed, and hence in the nature of the primitives upon with the matching is

executed, in the type of matching, as well as in the post-matching 3-D reconstruction.

Many trade-offs are made. Several algorithms extract features from the images. Examples of

typical features are single-edge points (often extracted by finding the zero-crossings of the con-

volution of the image with the L o G operator) 1 [2, 7, 15], and linear edge segments extracted

using some edge detector [1, 13]. Feature extraction reduces the number and ambiguity of the

primitives to be matched, thus reducing the complexity of the matching problem. Feature-based

methods also lead potentially to great accuracy since features can be located in each image to

sub-pixel precision. On the other hand, feature extraction can itself be computationally expen-

sive. Furthermore, the product of matching features is a sparse depth-map, which must then be

interpolated. Not only can the interpolation be a difficult and computationally expensive task,

but it can also lead to ambiguities in reconstruction and the blurring of the very edges which were

used for matching.

Area-based correlation methods compare windows surrounding points in both images. Various

metrics are used to evaluate how well the windows are correlated [6, 8, 14]; the windows around

points on epipolar lines with greatest correlation values are deemed to match. While such an

t where L is some discretized form of the Laplacian (second derivative) and G is a Gaussian smoothing operator.



approach leads to a dense disparity map (in theory, all non-occluded pixels have associated dis-

parities), the correlation process is very computationally intensive. In effect, the set of primitives

is the set of all windows. A large set of primitives (i) necessitates a large amount of matching, and

(ii) leads to frequent occurrences of ambiguities. A trade-off exists in selecting the window size:

the window size must be large enough to include enough intensity variation for reliable matching,

but small enough to avoid the effects of projective distortion [9]. Also, the larger the window size,

the greater the computational expense. For n x n images and a window size of w × w, the naive

correlation-based stereo algorithm has complexity O(n3w2). An effective adaptive windowing

technique is discussed in [9]. Being pixel-based, the precision of area-based correlation methods

is limited to pixel-sized discretization [3].

There are several algorithms which are pixel-based and yet do not rely on windowing techniques

[4]. This allows them both to yield a dense disparity map and to be faster since no features need

be extracted, nor are window comparisons necessary. Indeed, the algorithm described in this

paper is of this type.

In general, the greater the distinctiveness of the features extracted, the less matching is required,

but also the more time has to be spent in feature extraction, and the sparser the resultant disparity

map.

In many streo algorithms, assumptions are made regarding the nature of the scene:

1. Many algorithms rely on the monotonicity assumption, i.e. that the ordering of primitives

along epipolar lines is the same in both images. In fact, not only does this assumption not

always hold, but it is violated in cases where the effects of taking two different views of a

scene are greatest; it would seem that an algorithm exploiting stereo effects should utilize

rather than avoid these cases.

.

.

.

In the interests of computational efficiency, many stereo algorithms limit the search for

matches to small disparities. This is, in effect, assuming that all objects of interest are far

enough away that disparities will not be large. Once again, it would seem such algorithms

are avoiding the very effects upon which stereo is based. By limiting themselves to small

disparities, such algorithms constrain the area of interest to relatively great depths, where

errors are greatest [12, 3].

Most stereo algorithms have difficulty dealing with occlusions and exposures. In actual fact,

any object which stands out from the background and thus differs from its background in

disparity will cause part of that background to be occluded in one of the images. Moreover,

any occlusion in one image corresponds to an exposure in the other. Once again, it would

seem that occlusion and exposures are necessary and expected artifacts of stereopsis, and

should be manageable, if not exploited, by stereo algorithms.

Many stereo algorithms assume a frontal planar nature to detected surfaces. This arises

from the assumption of orthogonal rather than perspective projection, combined with a

parallel-axis stereo geometry: under these conditions, the projections of a surface onto the

two image planes are identical, regardless of the orientation of the surface; therefore, upon

reconstruction, nothing more complex than frontal planar surfaces is justified. In reality,

some information may be gleaned from the effects of foreshortening and the use of perspective

projection in stereo.

5. During 3D reconstruction, some algorithms interpolate a dense depth-map from a sparse

disparity map. Many such algorithms assume a continuous underlying "rubber" surface,



which hasbeenstretchedto passthrough the detecteddepth points. Sucha reconstruction
model blurs and smooths the edgesbetweenobjects in the scene;rather than facilitating
the segmentationof the scene,clusteringof points of similar depth into "objects" is made
moredifficult.

While theseassumptionsmay indeedbe valid in certain environments,the invocation of these
assumptionsdetracts from the versatility and applicability of an algorithm. Moreover, it seems
the previousassumptionsall arisefrom a singleunderlying requirement: that the product of a
stereo system should be a densedepth-map. It is assumed that if a system is to use a stereo

system as a sensing modality, it is the task of other modules further along in the dataflow pipeline

to segment this dense depth-map and extract from it whatever information is required by the

system.

In this paper we present a stereo algorithm whose output is not a dense depth-map of the

scene. In fact, the stereo modality is not used to yield depth information at all. In this work,

we move in the opposite direction to the standard data-flow. Our stereo algorithm makes use of

depth information acquired from ultrasound sensors to guide the search for correspondences. The

output of our algorithm is a partial segmentation of the scene: at the very least, the algorithm

yields information regarding the extents and azimuthal position in the scene of the particular

"segment" (i.e. object) which reflected the ultrasonic energy. We believe the output of clustered,

segmented data to be a novel aspect of stereo algorithm design. Such a format has proved to be

very useful for the integration of stereo with other sensor modalities, especially for the purposes

of landmark recognition and localization.

Several other attributes of the stereo algorithm presented in this paper are:

. The monotonicity constraint is not inherently necessary: a string-matching algorithm which

handles transposition can be used. However, in our current implementation, we do not make

use of this capability.

2. Highly textured, or easily filtered backgrounds (as in synthetic images) are preferred.

3. Since the output of the algorithm is not a dense depth-map, occlusions and exposures do

not, in general, hinder the operation of the algorithm.

4. Foreshortening effects can be detected by the algorithm, and may, therefore, be exploited

for the reconstruction of surfaces at a non-zero angle to the image plane. We do not look

for forshortening effects in our implementation.

5. The algorithm can deal with certain types of transparencies.

6. The algorithm is computationally efficient.

7. The algorithm is very amenable to parallel implementation.

8. Preliminary experimentation has shown the approach to be qualitatively robust to slight

relaxation of the epipolar constraints.

1.3 Basic operation

The basic operation of the algorithm is described in detail in Section 2. Like most stereo algo-

rithms, it is divided into three stages:



. In the pre-processing phase, each image is segmented very coarsely according to texture.

Texture-segmentation here includes color-segmentation and intensity-based segmentation,

among others. Each texture region is then labeled with a letter from the alphabet of possible
textures 2-.

2. In the matching phase, the two strings of texture labels associated with epipolar scan-

lines in the two images are compared. Matching substrings are extracted. Each substring

corresponds to a sequence of texture labels, regardless of whether members of that sequence

have been foreshortened or not. In fact, once matches have been established, the pixel widths

of corresponding texture regions may be compared; a change in region width indicates

either foreshortening or occlusion. Some higher-level reasoning system may be used to

disambiguate the two cases.

A string matching approach has several advantages: By the nature of string matching, the

uniqueness constraint 2 is propagated automatically. If long substrings are searched for first,

cohesivity is stressed, possibly at the expense of the number of total matches. Occlusions

and exposures in the scene correspond to string deletions and irfsertions respectively, and

cause no problems. Non-monotonicity of order of image primitives corresponds to substring

transposition, and is manageable by most sophisticated string matching algorithms. Any

of a host of new string matching algorithms developed for use with genetic data may be

called upon for the efficient execution of this phase. Finally, since each scanline is processed

independently, this phase is amenable to parallel implementation.

3. In the 3D reconstruction phase, we cluster matching substrings over multiple adjacent scan-

lines. Substrings beginning or ending at approximately the same horizontal location in

the image plane over multiple scanlines are clustered together.In this way, objects consist-

ing of similar texture patterns are segmented. Since we are interested in properties of the

multi-scanline segment and not each scanline, the algorithm allows for a certain amount of

relaxation of the epipolar constraint. Misalligned scanlines will simply result in the top or

bottom of a region being in error.

1.4 Domain of applicability

The algorithm described in this paper has been implemented and tested on various types of images

including:

• random dot stereograms,

• synthetic "blocks world" images with controlled backgrounds,

• real images of indoor scenes with controlled (low texture) backgrounds, and

• real images of indoor scenes with uncontrived (highly textured) backgrounds.

Several of the image pairs and the resultant output of the algorithm are shown in Section 3.

In general, since the algorithm treats the background in exactly the same way as the foreground

objects, it performs better on more highly textured backgrounds. For cases where the background

is less textured than the foreground objects of concern, and where foreground objects are sparse,

"The uniqueness constraint states that each primitive in the left image can be matched to only one primitive

in the right image.



most of the matching is performed on the background, and the foreground objects do not stand

out in the resulting set of matches. Matches on a low-texture background do not generally yield

accurate disparity estimates since there are no texture changes on which to fixate; background

pixels match background pixels with many different disparities. Note that low texture causes

problems only for the background; low-textured foreground objects will still result in reliable

string matches.

For this reason, the algorithm seems to perform best on random dot stereograms, on syn-

thetic images for which the background can be filtered out, and on real scenes with uncontrived

backgrounds. See Section 3 for examples. We are currently investigating the application of this
algorithm to mobile robot localization.

1.5 Related work in stereo

Reference [,5] presents a comprehensive survey of recent developments in establishing stereo cor-

respondence for the extraction of the 3D structure of a scene. In particular, we mention here the

work of Lim and Binford [10], Ohta and Kanade [15], and Cox et al [4], with which our work
shares some similarities.

In [10], preprocessing of each image consists of edgel (edge elements) detection. Edges are

linked into connected edges and curves. Surfaces are identified by boundary-tracing, and bodies

are identified as groups of surfaces that share edges. Matching is attempted at the highest level.

Results of matching are propagated to each successive lower level (surfaces, curves, edgels) [5].

As is pointed out in [5], "the advantage of this hierarchical stereo system is that the depth-map

obtained is already segmented and ready for surface interpolation." The algorithm described in

this paper shares this desireable property. One of the differences, however, is that in this work,

stereo matching is used in the region-growing phase.

In [15], the search for matches "is formulated as a path-finding problem in a 2D search space

in which vertical and horizontal axes are the right and left scanlines, respectively" [5]. Dynamic

programming is used to find the path which minimizes a cost function "based upon variances of

gray-level intensities of the scanline intervals being matched." The results of the intrascanline

search "are used to establish global consistency among matches achieved in neighboring scanlines

using an interscanline search." Edge connectivity is used to impose a consistency constraint.

Dynamic programming is also used in [4], though in that work a maximum likelihood cost function

is optimized. Certain assumptions are made about underlying probability distributions. Several

cohesivity constraints are imposed to guarantee "that solutions minimize the original cost function

and preserve discontinuities" [4]. "The constraints are based on minimizing the total number of

horizontal and/or vertical discontinuities along and/or between adjacent epipolar lines, and local

smoothing is avoided."

There are several correspondences between the work described in this paper and those in [41

and [15]:

1. String matching is similar to the dynamic programming approach. A fundamental difference,

however, is that for string matching, no cost or regularization function need be defined;

rather, specific behavior can be guaranteed by the appropriate selection of string matching

criteria. As an example, in [4], it is shown that more accurate results are obtained if

the sum of horizontal discontinuities is minimized. The cost function is then modified to

incorporate this criterion. Using string matching, this cohesivity constraint may be satisfied

more directly by simply searching for long substring matches first; in effect, a set of matches



involving m_ adjacent pixels is deemed superior to a set of rnnc non-contiguous matches,

even if mnc > m_,

. Differences exist in the approach taken for inter-scanline clustering. In [15] the problem

is posed as that of finding the least-cost path in a 3-D search space [5]. In [4], the prob-

lem is formulated as that of minimizing the sum of horizontal and vertical discontinuities.

Since "minimizing vertical discontinuities between epipolar lines cannot be performed by

dynamic programming" [4], an approximation is obtained by using a relaxation technique

to "minimize the local discontinuities between adjacent epipolar lines." In our implementa-

tion, matching substrings over multiple scanlines are compared; those with similar starting

or ending locations in the image plane are deemed to belong to the same cluster.

Though the algorithm described in this paper is pixel-based, it differs from area-based corre-

lation or sum of squared differeces (SSD) approaches such as those in [6, 8, 9, 14] in that no

windowing is used. Similarly, though the preprocessing phase of coarse texture segmentation may

be seen as a form of feature detection, this approach does not really fall within the genre of

feature-based stereo algarithms such as those in [1, 2, 7, 13, 15], since we are using strings of these

features for matching.

2 Stereo based on string matching

Our approach for extracting segmentation information using stereopsis comprises three phases:

texture segmentation, string matching and inter-scanline clustering.

2.1 Texture segmentation

In the pre-processing phase, each image is segmented very coarsely according to texture. The

purpose of the stereo algorithm is to "grow" these coarse segments into regions of similar texture

patterns in both images. Possible types of texture-segmentation here include color-segmentation

and intensity-based segmentation, among others. Each texture patch is then classified and labeled

with a letter from the alphabet of possible textures T. Ideally, each texture segment would

correspond to a part of an object in a scene. Since foreshortening of texture patches is expected,

ideally texture classification should also be invariant under scaling in the horizontal direction.

Similarly, the texture classification should be invariant under small changes in illumination. See

Figure 1 for an example image and the desired type of segmentation.

Let P be a texture-based segmentation operator which partitions an image into patches accord-

ing to texture. Let T denote a texture classifier assigning one of ITI labels to each patch. Let

R be a binary relation over elements of T, R C_ T x T, such that for any textures tl, tj E T,

(ti, tj) E R implies that texture ti is similar to texture tj. In other words, t_., tj G T, (t;, tj) E R

implies that a patch of texture tl in one image may be considered to correspond to a patch of

texture tj in the other image.

Hence, an implementation of this phase of the algorithm consists of

• a texture segmentation algorithm T o P capable of reliably segmenting a scene into texture

patches and classifying each patch into one of 7- textures, and

• a similarity relation R defined below.



Figure l: (Left) Exampleof sceneto be analyzedusing stereopsis.(Right) Idealized
exampleof the type of texture segmentationsuitable for stereoanalysis by string
matching (asdescribedin this paper). This segmentationwasobtained manually.

Sinceefficient region-growingbasedon texture is still an openproblem, in our implementation
wesimplify the texture-segmentationphaseand rely on the string-matching phaseto "grow" the
texture segments. We considereachpixel to be its own texture patch, and we discretize the
only information we have about the pixel's "texture", i.e. its intensity, into ITI levels. Each
texture patch (i.e. each pixel in our implementation) is therefore assignedone of 171 labels.

Represent these labels with the first ITI letters of the alphabet. In our implementation, ITI = 16.

The coarseness of the discretization makes the texture classification robust in the face of small

foreshortening and illumination effects. Though this is a simple "segmentation" requiring very

little computation, the trade-off is that, for n x n images, each scanline consists of long strings

of n texture patches, making the string matching phase more computationally intensive. The

stereo algorithm is not inherently pixel-based, and the use of any reliable texture-segmentation

algorithm yielding texture patches larger than a single pixel would enhance the performance of

the string matching greatly. The specification of such a texture-segmenter is beyond the scope of

this work.

Due to the simplicity of the texture space we selected for our implementation, the similarity

relation R we chose is also simple: each texture is considered to match its immediate neighboring

textures in the alphabet, and to be dissimilar to all other textures. A binary matrix representing

R is shown in Figure 2.

If color images are available, a possible "texture" classification would consist of the discretiza-

tion of a-dimensional (RedxGreenxBlue) color space into appropriately sized bins. A possible

similarity relation R would then be

R= {(ti, tj) : tiis26-adjacent totj, ti, tjET} U {(t_,ti) : tiET}

The crucial attribute of any such (T o P) - R combination is that T discretizes the space of

textures sufficiently finely to distinguish textures, and yet R is sufficiently rich to allow matches

among non-identical texture patches. This is necessary since noise in each image, foreshortening

and illumination effects often result in the same surface in the scene being classified differently in

the two images. In other words, if pl and pr are corresponding texture patches in the left and right

images respectively, we do not insist that r(p_) = T(pr), but merely that (g(pt), r(p_)) E R. This

is a much easier criterion to meet since R may be designed with knowledge of the behavior of To P

and the types of scenes involved. Indeed, R may be changed for various scene and illumination

types.



R a b c d e f ...

a 1 1 0 0 0 0

b 1 1 1 0 0 0

c 0 1 1 1 0 0

d 0 0 1 1 1 0

e 0 0 0 1 1 1

f 0 0 0 0 1 1

Figure 2: Simple similarity relation R between elements of the texture alphabet 7-. A

"1" in position (i, j) indicates that the texture designated by the ith character in the

texture alphabet 7- is deemed "similar" to the texture designated by the jth character.

In this instantiation of R, all texture are considered similar only to themselves and

to their immediate neighbors in the alphabet.

Area-based correlation approaches to stereo may be thought of as consisting of a classifier

T which assigns a texture label to each pixel based on the surrounding window. Matches are

determined by finding the closest point in texture space on the corresponding epipolar scanline.

This relies on the underlying assumption that texture is numerically quantifiable, and that the

distance metric used over texture space imposes a topology which adequately reflects reality. In

our approach, the use of the binary relation R as the metric results in a very different topology.

In effect the metric is of the 0 - 1 type, and two textures are considered either to match or not.

The relation R gives us much greater control over the topological neighborhoods of texture space,

and hence over the model of reality it reflects.

2.2 String matching for each scan-line

In the matching phase, the two strings of texture labels associated with epipolar scan-lines in

the two images are compared. Matching sequences of texture patches are extracted, even if some

of those patches have undergone foreshortening; a difference in patch widths of corresponding

textures indicates either occlusion or foreshortening.

The field of efficient string-matching alogrithms has received extensive attention in recent years

in the context of genetics and the human genome project. Any of a host of new algorithms may be

utilized for this phase of the stereo algorithm. Desireable properties of a selected string-matching

algorithm are:

• Efficient handling of deletions and insertions. These correspond to occlusions and exposures

in the image scanlines respectively.

• Efficient handling of substring transpositions. This corresponds to non-monotonicity in the

order of matching primitives in the scene.

In our implementation, we use an algorithm which does not explicitly look for transpositions, but

does produce substring matches in a form which is easily amenable to a search for transpositions.

The string matching algorithm begins by looking for long substring matches, and if no such

matches are found, progressively shorter and shorter substring matches are searched for. In this

way, cohesivity rather than high pixel-match count is stressed.

Let left and right represent corresponding epipolar strings of texture labels in the left and

right images respectively. Let the length of left and right be n. Let stringp denote the



substringof string beginningat the ith location and ending at the ruth. Denote the kth character

of string by string[k]. Note that string_[k] denotes the same character as string_[i + k - 1].

If a matching substring is found, say between the first p characters of legt_ and right_, then

the algorithm recursivety searches for matches of length smaller than p between the substrings

left_ -1 and right{ -1, as well as for matches of length p and smaller between substrings leftp+p

and right_+p. The algorithm used to compare two strings left and right in our implementation
is shown in Figure 3.

The output of the algorithm consists of the two strings with various substrings designated as

matches. Transpositions may be taken into'account, in a second pass: matches may searched for

among unmatched portions of left and right which have not yet been compared.

If a naive approach is used for the string comparison function string_match, the complexity of

algorithm in Figure 3, per scanline, ranges from O(n) in the best case (complete match) to O(n s)

in the worst case (no matches found). In our implementation, we employ a dynamic programming

approach in order to expedite the string_match function in the worst case scenario.

Let M be a n x n matrix such that Mi,j contains the length of the longest common prefix of

left_ and right_. In other words, for R as in Figure 2,

and (left_[Mij + 1], right_[M_,j + 1]) _R

As an example, consider the strings left = 'aaddbbe' and right = 'gcdbbdd'. Then

left r = 'ddbbe', and right r = 'cdbbdd'. Since (d, c) E R and (e, d) E R, the longest matching

prefix of these substrings has length 5. Hence Ma,= = 5. For this example,

M

0004100

0001300

0510021

0140011

0103100

0201200

0010011

Note that if Mi,j > O, then Mi+_,j+l = Mi,j - 1. It is this property of M that we exploit to

expedite the search for substring matches. If the matrix M for two strings left and right was

known a priori, then the comparison of two p-length substrings of left and right would consist

of a simple table look-up rather than the O(p) character-by-character comparison naive approach;

the overall complexity of a scanline match would drop to O(n 2) in the worst case, a significant

improvement. Unfortunately, the matrix M is not known a priori. In our implementation, however,

we partially construct M as string matching progresses.

We begin by setting all values of M to -1. When searching for a substring match of length p

between leftl +q and righti +_, where q, r >_ p, we consult the current value of Mi,j. If this is still

-1, then these substrings have not been compared before. We therefore compare the substrings

and find the true value of Mio. Mi,3 cannot be larger than p since if it was, then we would have

found a match while searching for longer substring matches. If M_,.i = p, then we have located a

match. If Mi,3 < p, we update M as follows: for each value of 0 _< k _< p, set M;+k,j+k = Mi,3 - I_.

If upon consulting the current value of M_,3, we find that it is not equal to -1, then these

substrings have been compared before; there is no need to compare them again. Hence, though

the update of M requires O(M_,j) operations, it potentially saves O(M_j) character comparisons



match_strings (left, right, left_length, right_length)

max_length = min(left_length, right_length) ;

if (max_length == O) {

/* Base case */

record_match(left, right, 0);

return (0) ;

/* 0 matches found */ }

else {

p = max_length;

while (p > minimum_match_size) {

i = O;

while (i <= left_length - p) {

j =0;

while (j <= right_length - p) {

if (string_match(left_ +p, rightJ>P, p) == TRUE) {

/* Recursively search formatches between left{-* and right_ -I */

pre_match = match_strings(left_ -I right_ -I i-i j-l)"

record_match(left{ +p, righti +p, p);

/* Recursively search for matches between leftn+p and right_+p */

post_match = match_strings(leftp+p, rightj_+p, n-i-p+l, n-j-p+l);

return (pre_match + i + post_match);

/* Number of matches found */ }

j = j+l; }
i= i+l; }

p=p-1; } }

Figure 3: The algorithm used to compare two strings left and right in our im-

plementation. The ranges over which i, j and p vary may be changed to take into

account minimum possible disparities between the left and right images.



string_match(leftl +q, righti +_, length)

if > -i) {

/* We have already tried a match starting at these points before */

if (M_,j >_ length) return (TRUE);

else return (FALSE) ; }

else {

/* Must do the comparison. If successful, there is no need to update

M since we will not be accessing these portions of the strings again */

count = O;

while (count < length AND (lefti+V[count+1], righti+_[count+1]) E R)

count = count + I; }

if (count == length) return (TRUE);

else {

/* Update M */

m = O;

while (m _< count) {

Mi+m,j+m = count - m;

m = re+l; },

return (FALSE); } }

Figure 4: An efficient algorithm for the string_match function which checks whether

strings left'/+q and right_ +_ share a common prefix of length length.

in subsequent (shorter) substring comparisons. Efficiency is improved significantly. Hence, an

efficient algorithm for the string_match function is shown in Figure 4.

2.3 Inter-scanline clustering

Once matching substrings, and their associated disparities, have been found, a 3D reconstruction

of parts of the scene may be performed: each substring match corresponds to a horizontal strip

of an object in space. By analyzing the distortion in pixel width of each "character" (i.e. texture

patch) in the match, foreshortening or partial occlusion may be inferred. In our implementation,

however, since each primitive texture patch is a single pixel, foreshortening is more difficult to
detect.

In our implementation, we choose to cluster matching substrings over multiple scanlines by

examining their disparities, as well as their beginning and ending points: substrings with similar

disparities and beginning or ending at approximately the same horizontal location in the image

plane over multiple scanlines are clustered together. The output is a polygon in the image plane

circumscribing all contributing substrings. The polygon is assigned a disparity corresponding to

the average disparity of the contributing substrings. Thus, each polygon corresponds to a region

of corresponding texture patterns of similar disparity in the left and right images. For calibrated

cameras, the polygon may be projected back into 3D space, and corresponds to a section of a

frontal planar surface. This approach blurs information concerning disparity variation within each

region. However, for our purposes -- the extraction of objects' extents and azimuthal position



within the scene-- suchinformation is not necessary.
One advantageof this approachto inter-scanlineclustering is that it can handle certain types

of transparencies.Consider,for example,a scenecomprisingan object behind a Venetian blind.
Eachscanlineeither containsthe object, or oneof the bladesof the Venetianblind. In either case,
matching substringsareextracted, though the set of disparities will beeasilypartitioned into two
subsets: thosecorrespondingto the depth of the object, and thosecorrespondingto the depth of
the Venetianblind. The output of the algorithm in this casewill consist of two polygons: one
circumscribing the object, the other outlining the Venetianblind. Rotation of the Venetianblind
by 90degreeswill causea completelydifferent effect: Each bladeof the Venetianblind will now
besegementedinto its own region,andthe object will similarly bedissectedinto "vertical strips"
SeeSection3.2and Figure 7 for experimentsinvolving synthetic imagesof Venetianblind scenes.

3 Experiments

The algorithm described in this paper has been implemented and tested .on various types of images

including:

• random dot stereograms,

• synthetic "blocks world type" images with controlled backgrounds,

• real images of indoor scenes with controlled (low texture) backgrounds, and

• real images of indoor scenes with non-contrived (highly textured) backgrounds.

In general, since the algorithm treats the background in exactly the same way as the foreground

objects, it performs better on more highly textured backgrounds. For cases where the background

is less textured than the foreground objects of concern, and where foreground objects are sparse,

most of the matching is performed on the background, and the foreground objects do not stand

out in the resulting set of matches. Matches on a low-texture background do not generally yield

accurate disparity estimates since there are no texture changes on which to fixate ; background

matches background with many different disparities. For this reason, random dot stereograms,

synthetic images for which the background can be filtered out, and real scenes with uncontrived

backgrounds are most suitable for application of our algorithm.

3.1 Random dot stereograms

In order to test the correctness of the stereo matching algorithm, the algorithm was tested on a

random dot stereogram pair. Figure 5 shows the output generated. The output is in the form of a

polygon circumscribing the region deemed to match. Note the jagged vertical edges on both sides

of the polygon. Since the algorithm detects matches by way of string comparison, "extra" pixels

on either end of the "genuine" shifted string will often be included in the match: there is a 50°-/;

chance of a single random pixel matching, a 25% chance of two consecutive pixels matching, etc.

Once these random artifacts of random dot stereograms are taken into account, the algorithm is

seen to perform flawlessly, correctly matching 100% of the shifted pixels.
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Figure 5: A random dot stereogram pair and the output of the algorithm in the

form of a polygon circumscribing the matching region. The jagged vertical edges

are a result of random "extra" matching pixels adjacent to the shifted region. 100%

of actual shifted pixels are identified. Processing time for these 125 x 120 images,

including the clustering into the polygon, is approximately 20 seconds on a Sparc 10.

3.2 Synthetic images

Figure 6 shows a pair of blocks world images of an assortment of objects. Directly below the

images is the output of the algorithm where no distinction has been drawn between background

and objects; the longest matching strings therefore comprise mostly background, and swamp the

output. The next image illustrates the output once the algorithm has been instructed to filter

out the dark background and black "floor". Regions correspond very well to the objects. The last

pair of images shows the polygons thus found superimposed on the original images to show how

the regions match the underlying images.

Figure 7 illustrates the ability of the stereo algorithm to handle certain restricted types of

transparency. The top figure shows a rectangular block behind a horizontal Venetian blind. The

output of the algorithm is shown below it: two regions are found, each corresponding to one of

the objects in the scene. The numbers next to each polygon are the disparities associated with

the region: The Venetian blind has a disparity of 18 pixels, whereas the more distant block has

been successfully segmented at a lower disparity of 8 pixels, despite the foreground occlusion by
the Venetian blind.

When the Venetian blind is placed vertically, the algorithm fails to cluster all portions of the

block into a single region. The block has been "dissected" into three vertical strips. Due to large

perspective differences between the two images, the blades of the Venetian blind are not found.

3.3 Real images

3.3.1 Non-textured background

Figure 8 shows two sets of real images involving a chair against a relatively low-texture background.

In the first set of images, the illumination was from above; in the second set of images, an additional

illumination source was placed facing the chair so that a shadow of the chair was cast on the

background wall. In both sets of images, the output polygons of the algorithm are superimposed

on the images.

In both sets of images, the non-textured background is seen to swamp the output: the largest

polygons correspond to the background wall or curtain, or to the floor. Since these are real images,
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Figure 6: (a) Left and right blocks world images of an assortment of objects. (b)

Output of algorithm on images including background and floor. (c) Output of algo-

rithm on objects only (background and floor filtered out). Numbers represent average

disparity for each region: more distant cylinder has lower disparity than front two

objects. (d) Corresponding regions superimposed on the images.
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(b)

Figure 7: Example illustrating ability to handle certain types of transparency. (a)

Left and right images of block behind horizontal Venetian blind, and corresponding

output: two regions are found, one corresponding to the Venetian blind (average

disparity 18), and the other to the more distant block (average disparity 8). (b) Left

and right images of block behind vertical Venetian blind, and corresponding output:

the block has been "dissected" into three vertical strips of average disparities 8, 9 and

9. Large perspective differences between the two images precludes the matching of

the blades of the Venetian blind.
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Figure 8: (a) Real left and right images of a chair against a controlled (low-texture)

background, and the associated output. Though the shape of the chair is segmented,

the largest regions correspond to the background. Since the intensities of objects and

background are similar in real images, it is much more difficult to filter out background

before processing than in synthetic images. (b) Real left and right images of a chair

against a controlled (low-texture) background, and the associated output. Additional

illumination from the front casts a shadow of the chair on the wall. Both chair and

shadow are segmented, though the output is swamped by matches of the background.



Figure 9: Output for a pair of real imageswith a non-contrivedbackground. All
regions are found to beportions of a frontal planar surfaceat distance286 centime-
ters. Most notable regioncorrespondsto the column. Examine the distancesof the
extracted region from the portion around the checker-boardpattern at the lower left
of the column: the algorithm has matched correspondingportions of the column,
despitechangesin perspectivebetweenthe two images.

it is muchmoredifficult to filter out the backgroundand floor without alsoremovingparts of the
foregroundobjects of interest. Nevertheless,in the first set of images, the back and seat of the

chair are segmented. Similarly, in the second set of images, both the chair and its shadow are

clustered well into regions.

The errors in matching which are labelled "A" in the first set of images are due to noise in the

images and differences in illumination between the left and right image. Those labelled "B" are

due either to image noise, illumination effects, or to a misMignment of epipolar lines. The upper

error occurs at a horizontal junction between dark and light areas, while the lower error is caused

by a a small spot (electric socket) on the rear wall. The additional illumination in the second set

of images creates greater contrast, and hence exacerbates these effects.

3.3.2 Textured background

Finally, Figure 9 shows the algorithm operating on a real set of images involving an non-contrived,

textured background. Most of the regions corresponding to background objects do not exceed the

minimum size requirement to be considered interesting. In fact, only five regions are displayed:

two correspond to carpet, one to a patch of the side wall, one to the light fixture (matched with

incorrect disparity), and one to the foreground column. The scene is similar to that of Figure 1,

except that no chair is present.

The quality of the region corresponding to the column is significant: at first glance, it may

appear that the algorithm has matched different portions of the column: in the left image, the

region is aligned with the right-hand edge of the column, whereas in the right image, the region is

aligned with the left edge of the column. However, the algorithm has, in fact, matched correspond-

ing portions of the column very well. This can most easily be checked by examining the portion

around the checker-board pattern on the lower left of the column: the polygon weaves around

the pattern at approximately the same distance in both images. The reason for the apparent

misalignment is that the two images show different perspectives of the column. The numbers in

the image represent approximate depths; all regions were found with the same approximate dis-

parity, and hence are shown with the same approximate depth of 286 centimeters. As mentioned

in Section 2.3, each region is deemed to correspond to a portion of a frontal planar surface in



space.

4 Conclusions

We have presented a novel stereo algorithm based on a coarse texture segmentation preprocessing

phase. We selected a very simple texture segmentation preprocessing phase for our implementa-

tion: each pixel defines its own texture patch, and its intensity level is used to infer a texture

label. More sophisticated texture segmentation would enhance the performance of the algorithm

considerably. The use of texture labels rather than values allows greater versatility in the choice

of the similarity relation between textures, and hence in the choice of topology in texture space:

instead of the relation imposed by the usual metric on real numbers, any similarity relation may

be specified.

Matching is performed using string comparison. A string matching approach has several advan-

tages: By the nature of string matching, the uniqueness constraint is propagated automatically.

If long substrings are searched for first, cohesivity is stressed, possibly at the expense of the

number of total matches. Occlusions and exposures in the scene correspond to string deletions

and insertions respectively, and cause no problems. The monotonicity constraint is not inherently

necessary: a string-match.ing algorithm which handles transposition can be used. Any of a host

of new string matching algorithms developed for use with genetic data may be called upon for

the efficient execution of this phase. Finally, since each scanline is processed independently, this

phase is amenable to parallel implementation.

Matching substrings correspond to matching sequences of textures, even in the presence of

foreshortening. By analyzing the widths in the image plane of matching members of a sequence,

foreshortening effects can be detected. In theory, these effects may be exploited for the recon-

struction of surfaces at a non-zero angle to the image plane. In practice, however, it is difficult to

disambiguate foreshortening from occlusion.

Inter-scanline clustering of matching substrings yields regions of matching texture. The shapes

of these regions yield information concerning objects' heights, widths and azimuthal positions

relative to the camera pair, while the average disparity of pixels in these regions may be used to

estimate the objects' distances. Hence, rather than the standard dense depth map which must

still be segmented and further processed, the output of this algorithm is a partial description

of objects in the scene. We believe the output of clustered, partially segmented data by a stereo

algorithm to be novel. Such a format has proved to be very useful for the integration of stereo with

other sensor modalities. In particular, we are currently investigating the utility of this approach,

in conjunction with other modalities, for pose estimation and mobile robot localization [11].

The algorithm can deal with certain types of transparencies. Further, the nature of the approach

permits a slight realxation of the epipolar constraints. Furthermore, the algorithm is computation-

ally efficient: the particular version of the algorithm which was implemented for the experiments

in this paper uses a dynamic programming approach to keep the complexity somewhere between

O(n _) (best case) and O(n a) (worst case) for an n x n image, including the time required for

intra-scanline clustering. This compares favorably with the complexity for window-based corre-

lation or SSD methods (O(nSw 2) for w-sized windows and for unclustered output). Comparison

of efficiency with feature-based approaches is difficult, since the complexity of a feature-based

approach depends on the type of feature detection performed.

The speed of the algorithm may be greatly enhanced by integration with other sensing modal-

ities. In our implementation, for example, the ultrasound modality is used to measure depth of

an object of interest. This measurement is used as to infer approximate disparity, and hence to



guide the sear.ch for substring matches. The output of the stereo algorithm is not the depth of

the object, which has already been measured accurately by the ultrasound modality. The output

is, instead, the physical extents (width and height) and azimuthal location (relative to the cam-

era pair) of that object of interest. This information, in conjuction with data from other sensor

modalities, is very useful for landmark recognition and localization of a mobile robot. We are

currently investigating this area of application.

The version algorithm has been tested on random dot stereograms, synthetic "blocks world" im-

ages with controlled backgrounds, indoor real images with controlled (low texture) backgrounds,

and indoor real images with uncontrived (highly textured) backgrounds. The results are encour-

aging, with 100% successful matching on shifted pixels in the random dot stereogram, and good

qualitative segmentation of images with easily filtered backgrounds (such as in synthetic images).

Perhaps most significant, however, is the successful segmentation of foreground objects against a

highly textured backgound in real uncontrived scenes.
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Little Spaces for Outer Space

William Trimmer

Belle Mead Research, Inc.

It is difficult and expensive to work above the earth's atmosphere. Launch costs are huge,

and once launched, the pay loads are difficult to access. Micromechanical devices have some

inherent advantages in satellites.

Consider what happens if the size of a satellite system is decreased by a factor of a

hundred. The mass and volume scale as the size to the third power, s3, and the mass volume

of this system decreases by a factor of a million. This is a substantial decrease in launch

weight and volume requirements. Small objects also tend to be more robust and less easily

damaged. Ants demonstrate this as they carry loads many times their weight, and can fall

from heights without damage.

Because they are light, many micromechanical (or MEMS or MST) devices can be flown

on a mission for less than the cost of one big satellite. These multiple systems allow

redundancy and can improve the reliability of a mission.

Often there is excess launch capacity; the launch vehicle can orbit more than the weight

of the planned satellite. Small satellites can tuck into this excess launch capacity, and perform

auxiliary missions for smaller costs. Conversely, smaller and less expensive launch vehicles

can be used for smaller satellites.

There are a range of new fabrication technologies that can inexpensively make large

numbers of micro systems.

Some things scale less favorably into the micro domain. Power for example, small

batteries have diminishing amounts of energy. Communications is a second example. One

still needs antennas of sufficient apertures and sufficient power to communicate. Designing

micromechanical space systems requires a total system approach to maximize the advantages

of these small, light weight systems in space.



Key to all micromechanicalapplicationsin space is the greatly reduced size and mass of

the micro systems. It is possible to build systems whose incremental costs to orbit are quire

small. Using this concept to advantage, however, requires rethinking system philosophies.

In the conventional launch vehicles and systems, the failure of one small part can abort an

entire mission. Hence the philosophy of "Zero Defects." Things are different for micro

systems. Large numbers of micro systems can be included with a single launch to accomplish

a myriad of interesting, but not system critical missions. There is not a major penalty if a few

of these micro'systems fail. A better philosophy for the plethora of micro hitch hikers is

"Zero Cost."

To take advantage of the micro devices requires the proper support systems and

infrastructure. Designers of interesting micro systems need easy access to power,

communication, computing capabilities, and special requirements such as pressurized gasses

and optical systems. To design this infrastructure for each micro device, reduces the cost

advantage. What is needed is "standard services" that these micro systems can easily access.

Not only wilI the integration of micromechanical devices enhance our space capabilities,

reduce costs, and speed the development, the incorporation of inexpensive microsystems and

appropriate support systems will help bring other new technologies into space.

The intriguing job of designing micromechanical systems to help our space program is

before us.
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Abstract

Draper Laboratory has been developing miniature micromechanical instruments for over 10 years,

using and maturing silicon microfabrication techniques to achieve high yields in this batch

processing environment. During this time, we have made considerable progress in the development

and fabrication of micromechanical gyroscopes, accelerometers, and acoustic sensors. We have

fabricated gyroscopes and accelerometers with dynamic ranges from 50 to 500 deg/s and I0 to

100,000 g, respectively. Bias stability of 33 deg/h and 0.55 mg has been demonstrated over a wide

range of thermal and environmental conditions. In recent room temperature tests, 1 °/la performance

over a 0.1 Hz bandwidth, corresponding to 24°/h performance over 60 Hz, has been achieved. Our

continuing development activities are expected to yield over an order of magnitude in performance

enhancement. Draper builds its micromechanical instruments using a silicon wafer process that

results in crystal silicon structures that are anodically bonded on a Pyrex (glass) substrate that

contains sensing and control electrodes. This silicon-on-glass configuration has low stray

capacitance, and is ideally suited for hybrid or flip-chip bonding technology.

Several generations of micromechanical gyros and accelerometers have been developed at Draper.

Current design effort centers on tuning-fork gyro design and pendulous accelerometer configuration.

Over 200 gyros of different generations have been packaged and tested. These units have

successfully performed across a temperature range of -40 to 85°C, and have survived 30,000-g shock

tests along all axes. Draper is currently under contract to develop an integrated Micromechanical

Inertial Sensor Assembly (MMISA) and Global Positioning System (GPS) receiver configuration.

Ultimate projections of size, weight, and power for an MMISA (after electronic design of the

application-specific integrated circuit (ASIC) is completed) are 2 x 2 x 0.5 cm, 5 grn, and less than 1

W, respectively. This paper describes Draper's fabrication process, the current gyro and

accelerometer designs, and system configurations.

Introduction

Draper has been developing miniature micromachined instruments for over 10 years, using and

contributing to the maturation of silicon microfabrication technology. During this time, we have

made extensive progress in the development and fabrication of micromechanical gyros,

accelerometers, microphones, and hydrophones. In this context, we have fabricated gyros and

accelerometers with dynamic ranges from 50 to 500 deg/s and 10 to 100,000 g, respectively.

Performance resolution of 33 deg/h and 0.55 mg have been demonstrated over a wide range of

thermal and environmental tests. Our continuing development activities are expected to yield an

order of magnitude in performance improvement. Our acoustic sensors have demonstrated

sensitivities that are significantly higher than comparably sized commercial units.

Consistent with the goal of transitioning technology to industry, Draper has entered into an alliance

with the Rockwell International Corporation (R.I). In 1993, the Draper/Rockwell alliance was

consummated for the purpose of transitioning Draper-developed inertial micromechanical

technology for production and commercialization. The proven performance and high-volume,



low-costmanufacturabilityachievementshavedemonstratedcommercialviability, andRockwellhas
establishedamanufacturingcapability.

Initial RI productsare targetedfor automotiveapplications. Extensiveinvestmentshave already
beenmadein the developmentof this technologyand its preparationfor production. While RI's
currentprimary emphasisis orientedtoward large-volumeapplications,Draperremainscommitted
to enhancingtheperformanceof thesedesignsandextendingour micromachiningcapabilitiesto
other instrumentsand applications. We currently provide, and will continue to seek,additional
opportunitiesto applyourmicromechanicaldevelopmentexpertiseto meettheuniqueneedsof DoD
and NASA. Toward this end, we believe our current instruments can be tailored to address
miniaturespacecraftobjectivesfor GN&C androbotics. Thesecapabilitiescanalsobeappliedto a
hostof integratedpayloadinstrumentationsuites,aswell asvehiclehealthmonitoringsystems.

This paper specifically derails Draper's micromechanical silicon dissolved wafer fabrication process

and describes and illustrates the current gyro and accelerometer development and fabrication status.

Draper's achievements in micromechanical inertial systems technology has demonstrated a level of

performance and manufacturability that warrants its consideration in Space and DoD applications.

We are prepared to provide gyros, accelerometers, and inertial system development and fabrication

activities that could result in near-term deliveries of components and systems for ground test and

space flight demonstration. For example, under U.S. NAVY-NAVSEA sponsorship, Draper is

developing an MMISA of three gyros and accelerometers, and is integrating it with a miniature GPS

receiver for an Extended-Range Guided Munitions Demonstration Program (ERGM). We are

interfacing these units with a TMS320C31 processor, and implementing software to perform attitude

determination, instrument calibration, receiver aiding, and navigation, with an initial delivery
scheduled for February 1996.

Fabrication Process

Draper builds its micromechanical instruments using a dissolved silicon wafer process that results in

crystal silicon structures anodically bonded on a Pyrex (glass) substrate that contains the electrodes.

Compared to conducting substrates, this silicon-on-glass configuration has low stray capacitance.

Although on-chip electronics are not yet possible with P+ silicon on glass, this configuration is ideal

for hybrid or flip-chip bonding technology.

The micromechanical instrument dissolved

wafer fabrication process is illustrated in

Figure I. Reaction ion etching (RIE) and
boron diffusion are used to define the final

structure. As shown, the process starts with a

silicon wafer of moderate doping. In the

Mask 1 step, recesses are etched into the

silicon using KOH. These recesses define the

height of the silicon above the glass to allow

gap spacing for the capacitive sensing plates

and metal runs. A boron diffusion step
follows, which defines the thickness of the

structure. The structure's features (patterns)

are then defined (Mask 2) and micromachined

using RIE by etching past the diffused boron

layers. This etching process results in straight

side walls and high aspect ratios.

SILICON GLASS

MASK 't: EtCla rilcan MASK 3: _$ & rnelal 0epoil_tion

I
DiRtJ_ i0or_l Electrostatic bon0ing

MASK 2: RIE str_ctute I)llttem Wilier etc/1 in I_OP

Figure 1. Dissolved wafer, silicon-on-glass process.



The glass processing(Mask 3) recessesthe glassand then depositsand subsequentlylifts off a
multimetalsystemona glasswafer. This results in a planar structure with metal electrodes and runs

protruding only slightly above the glass surface. The metal forms the sense and drive plates of

capacitor transducers and their output leads. The silicon and glass are then electrostatically bonded

together. This electrostatic bonding process draws the silicon and glass tightly together to ensure a

low-resistance contact. The final step corresponds to a selective etch in ethylene diamine

pyrocatechol (EDP), which dissolves the undoped silicon and stops at the heavily boron diffused

layers. This overall fabrication sequende requires only single-sided processing with 3 masking steps.

Figure 2 illustrates the quality of the straight wall etching process.

Draper has achieved high yields using this batch processing technique. Hundreds of gyros are made

on single wafer. Figure 3 (courtesy of RI) illustrates a tuning-fork gyro (TFG) wafer under probe

test. Under Internal Research and Development (IR&D), Draper continues efforts to perfect these

processing techniques to enable fabrication of higher performance instruments. Our fabrication

capabilities will address and assess the future potential of micromechanical fabrication for a large

variety of instrument applications.

Figure 2. The comb structure on a TFG. Figure 3. TFG wafer under test probe.

Micromechanical Inertial Sensors

Draper has developed several generations of micromechanical gyros and accelerometers, The

current build process is described in the Fabrications section of this paper. This section describes

our current micromechanical TFG and pendulous mass accelerometer designs.

Tuning Fork Gyro

The TFG's principle of operation and construction features are illustrated in the mechanical

schematic shown in Figure 4. Both an in-plane (top view) and a cross-sectional (side view) are

shown. The top view shows two vibrating mass members suspended by sets of flexural (struts)

supports. The proof masses are vibrated in the plane of the structure by the operation of electrostatic

forces applied through the interaction of the motor drive comb structures. An AC excitation is

applied to the comb drives to sustain a lateral oscillation of the proof mass members. The resulting

oscillation yields an in-plane peak velocity, V, that is a function of the drive frequency (f) and the

peak amplitude of the vibration displacement (YA).

V -" 2_fYA (1)
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Figure 4. Micromechanical yaw rate sensor

configuration.

The mass members are excited so that

their velocities are 180 deg out of phase

with respect to each other.

When an angular rate (_) is applied

about the input axis (IA), one of the

vibrating masses will lift up out of the

plane and the other will move drwn due

to Coriolis forces F 1 and F2 (side view),

respectively.

F = 2f2Vm (2)

where m is the integrated mass of the

vibrating member.

The capacitor electrodes (sense plates)

below these proof masses sense this

motion. Feedback through a control

loop can apply voltages to the rebalance

plate electrodes to provide nulling
electrostatic forces. For lower cost and

performance applications, open-loop

operation is adequate.

A scanning electron microscope (SEM) photo of the TFG is shown in Figure 5. Figure 6 shows the

device next to an ant for size comparison. The unit shown corresponds to the product of many

design and test iterations. Over 200 gyros of different generations have been packaged and tested.

Steady performance improvement has been achieved. These units have survived 30,000-g shock and

centrifuge tests along all axes.

In open-loop, low-bandwidth tests, compensated bias stability of 33 deg/h has been demonstrated

over a temperature range of-40 to +85"C. Figure 7 illustrates the open-loop voltage output of the

TFG across a +100 deg/s input angular rate. Scale-factor (SF) repeatability of better than 0.1% has

Figure 5. Micromachined comb drive TFG. Figure 6. Silicon micromechanical gyro size

comparison
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Figure 8. 100-g accelerometer schematic.

been achieved in testing across numerous temperature cycles and shutdowns. Continued TFG

development and design enhancement is planned, and a long-term performance goal of 1 to 10 deg/h

over -40 to +85"C is projected. Draper has made steady progress in the evolution of the

micromechanical gyro with continuing improvements in performance. In recent room temperature

tests, l°/h performance over a 0.1 Hz bandwidth, corresponding to 24°/h performance over 60 Hz,

has been achieved. Table 1 illustrates the performance progress that has been achieved from 1993 to

date. A projected 1996 performance target of 0.25°/h is shown. Fabrication of a larger unit and

improved sense electrode preamplifier is expected to provide significant performance enhancements.

Table 1. Micromechanical gyro performance history*.

DATE/STATUS

5/93

6/94

Measured

RMS DRIFT

(deg/h,

0.1-60 Hz)

1000

ARW

(deg/4h)

1.52

DRIFT

(0.1 Hz)

40.8

SF

STABILITY

(ppm)

-150

Measured 500 0.76 20:4 <100

8/95 Measured 200 0.3 8.17 --

10/95 Measured 24 0.037 0.98 -50

11/96 Projected 6 0.009 0.25 -10

* Room temperature tests

Pendulous Accelerometer

A schematic of the accelerometer is shown in Figure 8. A simple mechanical design is employed.

The acceleration-sensitive element corresponds to a single thickness proof mass that is suspended on

a pair of micromachined torsional flexures. The pendulous effect is achieved by mounting the

structure off center (one side is longer than the other). A pair of electrodes lies below the proof mass

structure. Capacitive changes occur when the proof mass rotates about the flexure axis (FA) in

response to acceleration inputs along the unit's input axis (IA). The gaps between the proof mass



structure and the SG electrodeschange(one gap opens while the other closes). The resultant

capacitive changes are proportional to the input acceleration, and a net current flows out of the proof

mass flexure into the low-noise preamplifier. The flexure and proof mass structures are scaled to

accommodate the desired g range. Units may be operated in an open- or closed-loop torque-to-

balance mode. Closed-loop operation is achieved by electrostatic forces resulting from feedback

voltages applied to the torque generator (TG) electrodes. Selection of open- or closed-loop operation

is a function of cost considerations and accuracy requirements. Draper has configured units with

three design ranges: 100,000, 100, and 10 g. For the 100,000-g unit, open-loop operation has been

more than adequate. The high-g rangedevelopment activity has been under U.S. Army sponsorship

for kinetic energy projectile tests.

A SEM photo of the 100-g accelerometer is shown in Figure 9. As in the case of the gyro, the proof

mass structure is perforated. These devices have undergone vibration and shock tests, and centrifuge

testing has been performed to set the unit's SF and determine its linearity. Figure 10 shows a

centrifuge test run on a 100-g accelerometer stack (with electronics) with a 100-Hz control loop.

Due to centrifuge limitations, the SF test was constrained to a 22-g input. A 0.57% SF linearity was

measured. Bias stability on the order of 0.55 mg, have been demonstrated in tests on the 100-g
accelerometer.
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Figure 9. 100-g accelerometer. Figure 10. 100-g accelerometer stack output

voltage vs acceleration input.

System and Device Development

As noted in the introductory section, Draper is currently developing an integrated MMISAJGPS for

the ERGM Demonstration Program. Draper has also configured a number of single-axis gyro

packages with hybrid electronics, and configured TFG units with R_I-fabricated ASICs for test

evaluation, and has delivered accelerometer units for high-g applications.

Representative sensor packages are shown in Figures 11 and 12. Figure I 1 is a magnified photo of a

TFG installed in a l-in x l-in hybrid single-axis package, and Figure 12 is a photo of a triad of

microaccelerometers in a l-in x 1-in hybrid package with preamplifiers. Device development could

be oriented to provide further device performance enhancements or to tailor devices for relevant

payload applications. For example, TFG devices could complement camera imaging sensors by

providing wide-band rate stabilization signals or be used in a structural array to provide sensing for

flexural mode sensing and damping.



Figure 11. TFG in hybridpackage. Figure 12. Three-axis100:gaccelerometerhybrid.

Conclusion

Draper Laboratory has made significant progress in the development of micromechanical
instruments.Furtherdesignenhancementsandhigh densitypackagingdevelopmentareinprocess.

A gyro packagewith compensatedperformanceon theorder of 10deg/hover -40 to +85°Cwith a
+100 deg/s dynamic range will be realized by early 1997.

ASIC technology design iterations and validations will be completed in mid-1996, and the goal of a

fully miniaturized micromechanical inertial sensing system will be realized:

• Three axes of gyros and accelerometers.

• 2 x 2 x 0.5 cm package; 5-gm weight.

• Less than 1 Wpower.

Performance enhancements are expected as continued IR&D design improvements are realized. For

example, currently, IR&D efforts have doubled the proof mass thickness and the drive amplitude.

Improved fabrication techniques are also under evaluation.

• Gyro TFG performance goals:

+ 100 deg/s rate range.

0.1% SF stability.

<1 deg/h drift stability.

• Accelerometerperformance goals:

100-g measurement range.

0.05% SF stability.

100-p.g bias stability.

Micromechanical Development Facilities

Draper has a well-equipped 1200-ft 2 laboratory dedicated to micromechanical device fabrication.

Diffusion, oxidation, photolithography, metallization, chemical vapor deposition (CVD), and plasma

and wet etching are performed within the laboratory. Internal fabrication allows process



optimization for our sensorsandmaintainspropercontrol over the development. Theprocessing
staffareexperiencedin bothbulk andsurfacemicromachining.

Facilitiesnow include: 11diffusion/oxidationtubesfor oxidation,including low-pressurechemical
vapordeposition(LPCVD) tubesfor the depositionof polysilicon, silicon nitride, silicon dioxide,
andphosphorosilicateglass;andtwo contactmaskaligners,including a Karl Susswith infrared
capability, allowing front-to-backsidealignmentof silicon wafers. Reactiveion etchand plasma
CVD equipmentwererecentlyaddedto themicrofabricationresources.A plasma oxygen asher is

used to remove trace organic residues and photoresist. A dc magnetron sputtering machine allows

up to three metals to be deposited in one pump-down. In-house computer-aided design (CAD)

facilities are used to design photomasks and to perform finite-element analysis on all designs prior to
fabrication.

System and component packaging is performed at Draper. Conventional die mounting and wire

bonding facilities, and a hybrid assembly facility are available. Custom ceramic substrates are

fabricated, and chip components can be assembled, along with the sensors; preamplifier, and

electronics in the sensor package.

Electronics packaging facilities at Draper include CAD design for printed circuit boards, ceramic

wiring boards, and multichip module wiring. Fabrication facilities include an extensive printed

circuit prototype facility and a ceramic wiring board facility that can produce screened multilayer

ceramic boards and multilayer boards using green tape processing. Draper also maintains a

multichip module rapid prototyping facility that is compatible with industry manufacturing

"foundries." Draper ASIC electronic design capabilities are mature, and many Draper designs have

been manufactured in quantities for fielded systems using qualified high-reliability foundries. These

facilities will be available for development activities in support of small spacecraft initiatives.
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Abstract

With the development of MEMS, its applications in many fields attract more and more attention in

the world. Among kinds of MEMS, micro motors which include electrostatic, electromagnetic type

are the typical and important ones. As an alternative approach, the piezoelectric traveling wave

micro motor, based on thin film material technology and IC technologies, circumvents many of the

draw_backs of the above two type of micro motors. It displays its distinct advantages. In this paper,

we report a PZT piezoelectric thin film traveling wave motor. The PZT film with thickness of 150gin

and diameter of 8mm was first deposited onto a metal substrate as the stator material. Then, eight

sections were patterned to form the stator electrodes. The rotor was 8kHz frequency power supply.

The rotation speed of the motor is 100rpm. Besides, the influences of the friction between stator and
rotor and the structure of rotor on the rotation have been studied.

Introduction

With the development of microelectromechanical systems(M_MS), the application attracts the

attention of the world. Among kinds of M_MS, micro motors that include electrostatic,

electromagnetic type are the typical and important ones. As an alternative approach, the

piezoelectric traveling wave micro motor, based on thin film material technology and IC

technologies, circumvents many of the drawbacks of the above two type of micro motors, and can be

possibly applied in the research of piezoelectric vibratory gyroscope.

In this paper, we report a new structure for PZT thin film piezoelectric traveling wave motor, and

discuss the relationship between rotation speed of rotor and friction, and that between excitation

frequency and rotation speed.

Design and fabrication process of the piezoelectric motor

I. Traditional design of the piezoelectric motor structure

The structure of the traditional piezoelectric mini-motor[l] or micro motor[2] is shown in Fig. 1. In

this structure, the public electrode is fabricated on the substrate. Then, the piezoelectric thin film is

deposited, sputtered or coated on the substrate. The piezoelectric thin film is patterned to form fans,

which support the rotor. The piezoelectric thin film is excited by AC source to produce acoustic

vibration that leads to the rotation of the rotor. The design principle for the piezoelectric motor is

that the mechanical deformation of the piezoelectric material electrically excited prodt_ces the

traveling wave that drives the rotor. In the traditional structure, a short possible happens between

the metal rotor and the fans. Therefore, another insulator layer on the fans is necessary. However,

this extra layer causes a series of disadvantages and increases the complexity of process, even though

suitable material has been selected to improve the rotation condition by increasing the friction
between the rotor and the stator.
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Figure 1 . Schematic diagram of the traditional motors

2. New design of the piezoelectric motor structure

ARer analyzing the vibration mode of PZT material for the rotor of the piezoelectric motor, the

mechanical deformation of PZT thin film under AC excitation is determined to be an entirety

deformation of the material. Meanwhile, the piezoelectric motor with new structure has so'me

advantages compared with other motors fabricated with IC processes• The new designed structure is

shown in Fig.2. In this structure, the public electrode, or the stator, of the piezoelectric motor faces

upwards to support the rotor as shown in Fig.S, while the fans face downwards for linking leads

easily as shown in Fig.4.

3.Fabrication processes for the piezoelectric motor

The stator material is commercially available• The substrate is copper with a thickness of r'ess 2001.tin,

which supports the PZT thin film with a thickness of less 150).tm. Both faces of the PZT thin film

are fused with silver layers as the electrodes. The outer silver face is also patterned to form eight fans

for the connection with AC source. The inner silver face is a ring-shape public electrode and adhered

to the copper substrate. This stator is then assembled on an axle with the public electrode upwards

and fans downwards. When AC source is applied, the stator with above new structure can drive the

rotor of the piezoelectric motor on the public electrode. In our experiment, the piezoelectric motor

with a 8ram diameter rotates in a rotation speed of above 100rpm under 10V AC excitation•

There is another fabrication process for the rotor of the thin film piezoelectric motor• The copper

sheet with a thickness of less 2001.tin is the substrate, on which Si02 layer is deposited• The PZT t_n

film with etched fans and leads is adhered to the substrate with epoxy. The public stator faces

upwards to support the rotor. The final structure of the piezoelectric motor is shown in Fig.5.
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Results

I. Weight of rotor and rotation speed

The rotor on the public stator is even supported by the public stator. It is important to determine the

weight of the rotor. The relationship of the weight of the rotor and the rotation speed is shown in

Fig.6. When the rotor is very light, the friction force between the rotor and the stator is too small to

drive the rotor. On the other hand, when the rotor is very heavy, the friction force hinders the

rotation on the contrary. Only in the case of the rotor with a proper weight, it can rotate stably and
continuously. In addition, the structure of the rotor is another important factor that influences the

rotation mode. Therefore, the piezoelectric motor with a proper rotor, i.e., that is of proper weight

and well-designed structure, can be in the best rotation state.
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2. Comparison of the rotation speed for the rotor with the two strTlctures

There is no sensible difference of the rotation speed wherever the rotor is supported, by the public

electrode or the fans as shown in Fig.7 and Fig.8.
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3.Relationship of the resonant frequency and rotation speed

The rotor of the piezoelectric motor is driven by the vibration of the piezoelectric thin film under AC

excitation. The experiment showed that the rotation speed is sensitive to the excitation frequency,

i.e., unless the piezoelectric thin film is resonantly excited, it produces large mechanical output to

drive the rotor. The rotor of the new structure motor can rotate only near at the resonant and anti-

resonant frequency, though with a great difference of mechanical output: With a small frequency s_fi

from the resonant and anti-resonant value, the rotation speed decreases sharply and soon reaches

zero. In Fig.9, the relationship of the excitation frequency and rotation speed for the rotor with

proper weight is shown.
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Figure 9.Relationship between the rotation speed and the resonance frequency

Discussion

Ira this piezoelectric motor with such a new and simple structure, its rotor of micro piezoelectric

motor can be fabricated with IC process. Combined with electro-moulding process, it is feasible to

fabricate piezoelectric micro motor. The problem of the short between fans can be solved in our new

structure piezoelectric motor though the rotor is fabricate with metal materials. The new gtructure of

the piezoelectric micro motor with 2ram diameter is shown in Fig. I0. In the.structure, the transition

layer of TiN, which is deposited on the silicon substrate and patterned, helps adhere the electrodes

and leads on PZT thin film to the substrate. The fans and leads are all made of platinum. The other

face of the PZT thin film is deposited with metal and patterned to form the public electrode. A/I

above construct the stator of the new structure piezoelectric micro motor. Assembled with the axle

and rotor fabricated with electro-moulding process, a piezoelectric micro motor can be

developed completely.
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The starting design of our spectrometer was based on a modified Czerny-Turner configuration containing
five precision surfaces encapsulated in a monolithic structure. We were interested in exploring novel

system designs, fabrication technologies, and examining numerous material systems, in the development
of the micro-spectrometer. Our purpose at tlae early stages was to demonstrate the feasibility of the

technology and not an attempt to address a specific sensing problem. Thus, we had great liberty to select
the first prototype m_terial, which is usually application specific. The first substrate material chosen was
optical quality polymethyl methacrylate (PMMA).

DESIGN

Many starting designs were initially examined for the demonstration of this micro-sensor. 1 The final
system design decision was eventually narrowed down to two possible configurations containing five and

six precision surfaces which are shown respectively in figures la and lb. The design shown in figure la
was chosen for development. This five surface design was chosen since it contained one less precision
optical surface, yet included multiple off-axis aspheres. Although the alternate design had greater linear
dispersion, due to a longer focal length, the difficulty of fabricating an additional surface could not be
justified in this technology demonstrator. This is especially true since the six surface design contained a
folded optical path such that scatter / optical homogeneity became much more important. Among the many
and often conflicting design goals, the physical parameters were assigned particular importance. The

overall volume was targeted at less than 6 cm3. This requirement was met with the extreme dimensions
consisting of 2.4 cm X 1.9 cm X 1.2 cm. In this particular design, and material system, the mass was
kept below 7 g. The wavelength range (bandpass) design goal was 1 gm (0.6 gm - 1.6 gm). The PMMA
is particularly transparent in this wavelength region and there are interesting effects to monitor within this
band. The optical system was designed and optimized using the ZEMAX Optical Design software program

to be entirely alignment free (self-aligning).2
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Figure 1. (a) Micro-spectrometer system layout of prototype. (b) Alternate design with higher resolution.



Theentranceapertureconsistsof anoptical fiber input.This fiber is positioneddirectly on theentrance
surfaceat a specific locationon that planerelativeto theotherfour precisionsurfaces.The numerical
aperture(NA) of the input fibermustbelargeenoughto fill theusefulportionof thecollimatingsurface
(first off-axis parabola).In this designtheNA of this 62.5gmcorediameterfiber was0.275(-160 half
angle).This corediameterrepresentsthespectrometerentranceslit width andis not variableasin most
laboratorysizedinstruments.Thecollimatingsurfaceredirectsthe light energytowardthegratingwith a
focusat infinity. The light impingingon the grating arrivesat a specific angleand with a collimated
diameterof approximately6mm.Thegratingin thisdesignis a300lines/ mm flat surface operating in the
-1 order. The grating surface disperses the incident light toward the focusing surface (second off-axis
parabola). The light at this point is diverging from the approximately 6ram diameter beam that impinged
onto the grating. Thus the useful area of the focusing surface is the largest of the five precision surfaces at
approximately a diameter of 10 ram. The focusing surface intercepts the diverging cone of light and
focuses it onto the image surface. A linear detector arrant is then attached directly to this image surface.

The tolerances on the angles and spaces between these five precision surfaces were very challenging to
maintain. However since a state-of-the-art diamond turning machine was used for the fabrication process,
coordinates locations were achieved that met the required tolerances. The specification on surface figure
was < 0.1 waves @ 632.8 nm. Although this requirement appears very stringent for an off-axis asphere,
the full parent surfaces were generated in an uninterrupted single cut. The parent surfaces and useful clear
apertures are shown in figure 2. The surface finish requirement was < 50 firms. The mechanical tolerances

of intersurface tilt and despace were +/- 0.3 mRad and +/-5 gm, respectively. This sensor was designed
around readily available high power light sources. Since this was a prototype demonstration, the freedom
to choose the wavelength range simplified that aspect of the optical design. The laser diodes chosen for
calibration were 0.635 gm, 0.780 gm, 0.850 gm, 0.980 tttm, 1.310 gin, and 1.550 gm. Miniature
tungsten-halogen broadband, and mercury-argon calibration, sources were also used in the testing phase.
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Figure 2. Optical layout with full parent surfaces included.

The bulk of the optical design effort centered on minimizing the focused spot size across the entire
wavelength bandpass. Figure 3 illustrates the spot diagram for the final design for all six laser diode
wavelengths.

Since the linear detector array lays along a vertical line connecting the spot diagrams for all six
wavelengths, the horizontal spectral spreading is of no significance. A compromise focus was chosen for
performance optimization across the detector array. This is evident from figure 4 which shows an
expanded view of the individual spot diagram for the 0.980 gm laser. However, to maximize performance
across the spectrum this particular prescription was selected. Since typical detector arrays have pixel sizes



ranging from - 15 gm to 50 tim in length, we see that at most one to two pixels will be illuminated in this
case. Thus achieving diffraction limited performance may not be required in all applications.
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Figure 3. Spot diagram for all six laser wavelengths.
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Figure 4. Spot diagram at 0.980 gm shows essentially single pixel illumination.

Once the optical prescription was finalized, a monolithic mechanical design was needed to encompass the
internal light path. The design was optimized for minimum size. The relationship between the optical and
mechanical designs is evident from figure 5. The five precision surfaces are labeled as in figure 1.

The mechanical design was accomplished using the Pro Engineer software package. This design tool was
a great aid in linking the optical design to the fabrication process. This was particularly important since the

diamond turning machine required global coordinates.
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Figure 5. Micro-spectrometer mechanical design.

3. FABRICATION

The fabrication technique that was developed is particularly applicable to the manufacture of monolithic
optical components and systems. The entire fabrication process including; fabrication engineering, rough
machining, diamond turning, fixture fabrication, assembly, and coating, was performed at the Oak Ridge
National Laboratory (ORNL). All of the diamond-turning was performed on the Nanoform 600 machine.

The six major diamond-turning operations are shown in figure 6.

Figure 6. Fabrication steps.



TESTING

The micro-spectrometer was immediately subjected to qualitative tests after the initial fabrication process
was complete. Light was injected into the entrance plane by means of a optical fiber. A visible wavelength
was used to aid in the alignment process. However since this was a monolithic structure, with all optical
surfaces predefined, only the input fiber and the detector array required alignment. A simple translucent
white card was used to identify the image surface as the focal plane of the system. The different orders of
the injected visible source were brought to a very sharp focus at the image surface as required. This quick
test verified that the system contained no gross errors in either the design or fabrication phases. Thus the
system was performing as a spectrometer although it had not yet been cut out of its surround.

Some of the system requirements were difficult to measure directly. For this reason system signal / noise

was not specified explicitly. Since scattered light energy from all the internal surfaces contributes to the
noise of the system the surface finish, which is directly related to scatter, was specified instead. This

•parameter, as well as surface figure, were readily accessible to physical measurement with both

interferometers and profilometers.3 Since all of the precision diamond turning was preformed on the

Nanoform 600 machine, the measured values of - 50 _. rms met our specification as expected.4

Since this was a totally new spectrometric device, calibration was pursued soon after reasonable signals
were detected. The calibration was accomplished with multiple laser diodes. The diodes were first

analyzed through a more conventional spectrometer with greater resolution. Then the same signals were
introduced into the micro-spectrometer and compared. Data was first taken before the device was separated
from its fabrication surround. The results showed a higher than expected noise floor due to the presence of
fabrication "dummy surfaces" that were not in the optical design. However, reasonable signals were
achieved. After the device was separated from its surround the noise level was reduced substantially.
Finally the device was blackened on all its rough machined non-optical surfaces and the desired results
were achieved. The wavelengths used thus far for calibration were; 635nm, 780nm, 850nm, and 980nm.
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Figure 7. Calibration laser diodes 635nm to 980nm.

Evident from figure 7 are the second order spectra associated the 635 nm and 780 nm calibrating laser
signals. This was due to the use of an oversized linear detector array containing 1024 pixels. Although for
calibration purposes this can be advantageous, if more than a single wavelength is used the results can be
confusing. The 850 nm laser in figure 16 also shows the beginnings of a second order signal. However
the detector runs out of useful pixels before aaything more than a small tail is seen. The 980 nm signal
shows no signs of second order signals as expected.



CONCLUSIONS

It now appears clear that ultra-precision monolithic sensors, such as a micro-spectrometer, can be
successfully fabricated. The prototype system that has been demonstrated can now serve as the basis for
low cost production techniques involving mold fabrication. This would include both the Sol-Gel
technique, which can produce silica systems, as well as traditional plastic injection molding. The system
was designed for a linear dispersion of -200 nm/mm. However a design has been shown that, with the
addition of a single flat surface, will produce a system with linear dispersion between 75-100 nm/mm.
This is typically sufficient for low / medium resolution sensor applications and would be tailored to the
specific applications as required. The detailed analysis of the micro-spectrometer performance will be
ongoing. The already identified applications include, emission mode laser warning receiver, transmission
mode chemical / environmental detector, and a reflection mode corrosion monitor.
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ABSTRACT

The development of a family of silicon based integrated vibration sensors capable of sensing

mechanical resonances over a broad range of frequencies with minimal signal processing requirements is

presented. Two basic general embodiments of the concept were designed and fabricated. The first

design was structured around an array of cantilever beams and fabricated using the ARPA sponsored

MUMPS process at MCNC. As part of the design process for this first sensor, a comprehensive finite

elements analysis of the resonant modes and stress distribution was performed using PATRAN.

Dependence of strain distribution and resonant frequency response as a function of Young's Modulus in

the Poly-Si structural material was studied. Analytical models were also studied. In-house experimental

characterization using optical interferometry techniques were performed under controlled low pressure

conditions. A second design, intended to operate in non-resonant mode and capable of broadband

frequency response, was proposed and developed around the concept of a cantilever beam integrated

with a feedback control loop to produce a null mode vibration sensor. A proprietary process was used to

integrate a MOS sensing device, with actuators and a cantilever beam, as part of a compatible process.

Both devices, once incorporated as part of mutifunction data acquisition and telemetry systems will

constitute a useful system for NASA launch vibration monitoring operations. Satellites and other space

structures can benefit from the sensor for mechanical condition monitoring functions.

INTRODUCTION

Over the past 10 years the research and development efforts aimed towards producing very small

electromechanical components using microelectronics fabrication techniques have received ever

increasing attention. As a result of these efforts, various competing technologies have emerged as

leading contenders. In Europe, high aspect ratio microstructures fabricated using the LIGA

(Lithographie, Galvanoformung und Abformung) process based on the use of thick photoresist,

synchrotron based x-ray lithography and injection molding has become dominant. Japan, driven by

MITI coordinating efforts, has chosen to miniaturize components through mechanical microfabrication

using high precision machinery. In the United States the most developed technology for the fabrication

of micromachined devices relies on using silicon bulk or surface micromachining.

A typical silicon surface micromachining process begins with a silicon wafer upon which

alternating layers of structural (Poly-Si) and sacrificial material (SiOz) are deposited and selectively

etched to produce structures that have relatively small aspect ratios. The thickness of the depositions is

limited to a few microns because of photoresist thickness and etch rate limitations, and because of built-



in or intrinsic residual stresses that tend to increase as the thickness of the layers increases. These

process created stresses can only be partially relieved through thermal annealing and the remaining
residual stress can determine severe structural deformations after final chemical release.

Although silicon micromachining of Micro-Electromechanical Systems (MEMS) has rapidly

become a major research area, only a handful of successful commercial devices have been produced.

The consolidation of MEMS devices as a segment of the sensors and microelectronics industry

ultimately will rely on proper product definition, skillful market identification, and competitive cost-

benefit ratios. InterScience, Inc. has decided to focus its research and development efforts in a group of

relatively simple integrated mechanical vibration sensors suitable for real time vibration analysis of

mechanical structures. These types of sensors would have applications in transportation and other

mechanical systems where reliability if of utmost concern. Systems such as launch and orbital vehicles,

permanent space structures, aircrafts and missiles are examples of such systems of direct interest to

NASA, FAA and DoD. Also, high reliability mechanical systems are found throughout the nuclear

cycle. Some potentially mass producible applications, such as engine analysis in the ground and sea

transportation industries, are also readily conceivable. Cost-benefit tradeoffs will ultimately be the

determining factor in the commercial success of these types of sensors.

Earlier work by Benecke and Csepregi 1 demonstrated the feasibility of building resonant
vibration sensors using a piezoelectric sensor located at the base of the cantilever beams, where the

strain is maximum. Additional work by Motamedi 2 from Rockwell demonstrated cantilever based

accelerometers fabricated in silicon using piezoelectric capacitive sensors and a PMOS amplifier, in a

process fully VLSI compatible. Both sensors exhibited narrow band responses that could potentially be

improved through the use of feedback control schemes. Inspired by these initial investigations, our team

decided to pursue the development of a family of vibration sensors, both resonant and non-resonant,

using silicon surface micromachining 3. The goal of the first effort was to develop a resonant vibration

sensor capable of real time spectral analysis using an array of cantilever beams. The goal of the second

related effort was to produce a wideband vibration sensor incorporating feedback control and integrated
capacitive position sensing.

This paper describes the various aspects that we have encountered in the development of our

vibration sensors. Critical proprietary information has been left out of the discussion. The development

is still an ongoing effort implying that some critical information for performance assessment is missing.

The paper starts with a review of the effort of producing an array of resonant piezoresistive vibration

sensors. It follows with a review of the fabrication process which was used by MCNC in our first

design. Numerical analysis of our sensors, based on finite element methods is then surveyed. It follows

a discussion of the rationale for incorporating feedback forced balance schemes. Finally a discussion of

our in-house mechanical characterization capabilities based on interferometry is presented.

SILICON MICROMACHINED RESONANT VIBRATION SENSOR

A number of functional prototypes were fabricated using the MCNC (formerly Microelectronics

Center of North Carolina) foundry as part of the MUMPS4 (Multi-User MEMS Process, Run # 4). This

multiproject process is supported by ARPA as part of a multi-year infrastructure program for MEMS

development. Figure 1 is a general cross section of the two-layer polysilicon surface micromachining

MUMPs process 4. This process has the general features of a standard surface micromachining process:

(1) polysilicon is used as the structural material, (2) deposited oxide is used as the sacrificial layer, and

(3) silicon nitride is used as electrical isolation between the polysilicon and the substrate.
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Fig. 1 Double-layer Poly-Silicon MUMPS process (not to scale)

The MUMPS fabrication process begins with n-type <100> 100ram silicon wafers. Next, a

500nm thick low stress silicon nitride layer is deposited on the wafers as an electrical isolation layer,

followed by a thin layer of electrical polysilicon deposited to allow the user to design an electrical

sensing or electrode plate, isolated from the wafer, below the first mechanical polysilicon layer. It is

followed by a 2.0 grn thick first oxide sacrificial layer. This layer of oxide is will be removed at the end

of the process to free the first mechanical layer of polysilicon. Next, the first structural layer of

polysilicon is deposited. The thickness of the polysilicon layer is 2.0 grn. A thin masking layer of

second oxide is deposited. After the first layer of polysilicon is patterned, a second sacrificial thin oxide

layer is deposited. This oxide layer will be removed at the end of the process to facilitate the release of

the second mechanical polysilicon layer. Next, the second 1.5 lam thick polysilicon layer is deposited.

As with the first polysilicon layer, a thin sacrificial oxide layer is deposited as an etch mask and dopant

source. The final deposited layer in the MUMPs process is a 1.0 grn thick aluminum layer. The front

side of the wafer is protected and the polysilicon and oxide layer on the back of the wafer are removed

by wet chemical etching. The nitride layer is left on the back of the wafer in case post-processing of the

die is desired at the MUMPS participants own facility.

Each of the dies fabricated using MUMPS4 contained an array of resonators. The typical

resonator consisted of a cantilever beam that has an additional loading mass of deposited aluminum

placed on the free end to reduce the resonant frequency. It could also have a piezoelectric material

deposited at the base that acts as a strain gauge. A depiction of the 1 cm 2 die fabricated is shown in

Figure 2. An schematic representing the basic concept is shown on Figure 3.



Figure 3. Cantilevered beam showing placement of
piezoresistor and loading mass.

Figure 2. A 1 cm2 die containing the first four cantilever
test structures fabricated using MUMPS 4.
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Figure 4. Transfer function of a single cantilever beam
oscillator.

The resonant frequency of the beam is a function of several parameters including Young's

Modulus of elasticity, the beam length, the thickness of the beam, the density of the polysilicon, and the

density of the surrounding media. A typical transfer function is shown in Figure 4. The selectivity is

represented by the peak at the resonant frequency, fr, and it is characterized by the width at half

maximum power (FWHM), which is strongly dependent on the geometry of the end mass and the

viscosity of the surrounding gas or fluid. For the particular designs implemented, the width of the

resonant peak is about 1 Hz in vacuum and 800 Hz in air at STP. The selectivity and sensitivity are

trade-offs that have to be made to provide the right combination for the particular application. The strain

is related to the driving acceleration and the physical parameters of the beam. The maximum

acceleration that the beam can sustain is given by substituting the maximum yield strength for silicon of

10-3N/m 2 into the strain equation. The resulting value is in the thousands of g's range for our design.

A variable resistance directly proportional to the strain is developed in the piezoelectric crystal. It is also

proportional to the piezoelectric material's coupling coefficient, and the area of the piezoelectric

deposition, and inversely proportional to the combination of the capacitance of the piezoelectric material

and parasitic capacitances.

FINITE ELEMENT ANALYSIS

The critical aspect of the design is the resonant frequency and the mechanical quality factor, Q,

of each cantilever beam. An advantage of a micro-machined vibration sensor, in addition to its small

size and potential for low cost fabrication, is the ability to provide high sensitivity to a discrete set of

vibrational frequencies.

In order to accurately predict the response of the beams to the driving forces, it is necessary to

perform finite element analysis calculations. The use of finite element analysis also provides estimates
for the strain induced at the anchored end of each beam. The strain distribution thus calculated is used



to predict theoptimumlocationfor the piezoelectricmaterialin orderto maximize the charge that will

accumulate in the piezoelectric material, which is directly related to the output piezo-voltage to be
measured.

Initially, the numerical analysis was carried out using the commercial software package for finite

element analysis, PATRAN. The analysis of the shortest cantilever beam in the array, measuring 380

gm to the inside edge of a 300 gm square paddle. Based on the finite element analysis performed, the

resonant frequency of the beams vary from 220 Hz to 2,245 Hz. It is important to be aware that the FEA

models rely on a priori knowledge of the Young's Modulus, a parameter that for the case of Poly-Si,

varies significantly for each specific fabrication process. More recently we have centered our numerical

analysis work around the FEA package WECAN.

The fundamental frequency of the beams depicted in this section is much higher than will be

designed and is only being used for illustrative purposes. Figure 5 shows the stress distribution in a

beam that has a paddle on the free end. The paddle reduces the resonant frequency and broadens the

resonant peak. This shows the use of the FEA, to identify areas of high stress during the design process

in order to alleviate any problems by careful early planning.
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Figure 5. Stress distribution in a typical beam showing the highest stress concentration at the constrained end.

For a structure which is 1.5 pm thick, 60 grn wide and 200 gm long, the fundamental mode,

shown in Figure 7, occurs at 50,859 Hz and the typical deflection is 144 gm when it is not constrained.

The stress distribution is represented by the shading. The shape of the deflection is important because

the capacitance will vary as the beam is deflected. At higher modes 3 and 5 the beam twists. The next

four frames in Figure 8 show the shape the beam takes in each of the first four higher order modes,

numbers 2 through 5.
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Figure 7. The shape of a simple beam in the fundamental mode.
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Figure 8 The first four higher order modes, 2-5, of a typical beam showing the shape and the scaled deflection. The strain

distribution is represented by the shading.

The comparison of the normalized deflections shown in the preceding pictures shows that the

maximum displacement associated with the higher order modes is always less than 30% of the

displacement of the beam in its fundamental mode. Figure 9 below shows the relative displacement of

the beam in each of the first five modes relative to the sixth mode. It shows that there is very little

deflection associated with the higher modes, although it cannot be ignored.
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Figure 9 Relative deflection of the beam in each of the first six modes.

The resonant vibration sensor was determined to be adequate for applications in which a priori

knowledge of the mechanical frequencies is available. Although in principle it is possible to cover a

large spectral range through the use of a very large number of cantilever beams, in practice however, this

approach will result in large and highly redundant devices, implying high unit cost. Furthermore,

resonant devices impose severe packaging restrictions since they require vacuum sealed operation to

reduce viscous damping.

A concept that has been used for several decades in the field of seismology is the null mode

forced balance feedback operation of an inertial vibration sensor which improves all the mechanical

performance figures. It enables wider broadband, higher sensitivity and simplified packaging

requirements.

SILICON MICROMACHINED WIDEBAND NON-RESONANT VIBRATION SENSOR

The force-balance vibration sensor derives its name from the forces applied electrostatically

between its suspended mass and frame through the use of a feedback loop. Two forces are involved, one

variable force proportional to the displacement of the mass relative to the frame that tends to balance this

displacement and so behaves as a variable spring, a second force is proportional to the relative velocity

and provides lossless dynamic damping.
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Figure 10. Force-balance feedback control block diagram.



The fundamental equation describing any inertial vibration sensor isS:

d2x,. _ R dx,. + 1 _ d2xi
,t-7 -ff6x"-7

where M is the suspended mass, xi is the external mechanical excitation, R is the viscous damping

resistance and C is the compliance of the supporting spring.

Acceleratio_
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H(f) ___ AVibration Sensor Transducer & Amplifier
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Figure 11. Force-balance feedback control diagram

The application of negative force-feedback to a seismometer produces a number of advantages

and is in fact essential when a small mass is suspended with a high Q, in order to achieve a satisfactory

transient response. The most useful form of feedback is negative displacement, which tends to keep

the mass fixed in a position with respect to its support, making the suspension appear more stiff and

increasing the natural frequency.

The transfer function of the vibration sensor represented in Fig. 1 1 is •

X_z.r - 1

xi s2 + 2_09oS + 092

s=jw is the Laplace operator and _"is the damping ratio. The closed-loop transfer function is

v__._.o= A
-" 2

xt s2 + 2e°9oS + _o

where vo is the output voltage, A is the gain in the forward path and B is the transfer function of the

feedback path, and becomes 1/B when AB is the dominant term. If it is assumed that AB is independent

of frequency, the DC loop gain L is (1/09o2)AB and the natural frequency is increased by a factor L 1/2,

the damping being reduced by the same factor. The response is essentially flat (to acceleration) from

DC to the new natural frequency and the transient response can be controlled by a compensation

network in the feedback path.

The fundamental limit of detection of any vibration sensor is determined by the Brownian

motion of the mass. It has been shown that the noise equivalent acceleration (d2xi/dt 2) for a bandwidth f

is given by

4Rkrz_ 4kT 0.)o

(X)2"e-- M 2 M Q

where kT is the equi-partition energy and Q is the quality factor of the suspension. It can be observed

that a small mass may be used provided that the damping is low. A typical micromachined device, such

as the one we have developed has a mass of about 0.3 _g_ Q of about 1000, and a natural frequency of a

lkHz which determines that the noise equivalent acceleration is about 3.5 x 10 "13 m2s -3. In fact this



device is extremely sensitive, thus Brownian noise will not be important and the electronic noise, mainly

thermal, will ultimately determine the sensitivity of the micro seismometer.

Mechanical design requirements are eased and the desired wideband response is simply

determined by the feedback parameters. The signal-to-noise is unaffected by feedback. The response is

controlled by applying forces to the mass; this does not affect the Brownian motion, whereas adding

damping to control the response in an open loop-system increases the dissipation and therefore increases

the Brownian motion. Furthermore, it is easy to verify that a very small mass can be suspended with a

high Q and employed in a feedback system of suitable loop gain, can thus provide a flat response and

adequate detectivity over the whole range of interest in seismology. Additionally advantages, over

conventional open-loop instruments are obtained in linearity, dynamic range and calibration.

In the control loop shown in Figure 10, two electronic transducers are attached to the sensor, one

being the modulator, in our case our proprietary capacitive sensing device, and the other being a driver

or control electrodes to provide mechanical force opposing the displacement. The cross section of a

device currently being fabricated that implements this closed feedback control loop is shown in Figure
12. It can be observed in the cross-sectional view that two control electrodes have been inserted. The

sensing element of the loop is a proprietary capacitance measuring device.

]Poly I

Poly 2

_'--_ Poly 3

D Nitride

[] Phosphosilicate Glass (PSG)

]Silicon Dioxide (Si02)

f--] Single Crystal Silicon (SCS)

Figure 12 Cross-sectional view of the Silicon Micromachined Wideband Vibration Sensor.

EXPERIMENTAL CHARACTERIZATION USING OPTICAL INTERFEROMETRY

TECHNIQUES

Following fabrication of a vibration sensor die, they must be tested and characterized. This is

accomplished by using an interferometric technique developed in our own laboratories. A diagram of

the optical test set-up used to characterize the frequency response of the resonators is shown in Figure

13. A Fabry-Perot (FP) type interferometer is to be used to measure very small deflections of the

cantilever beam. In general an FP interferometer contains two plates separated by a gap. In the case of

the FP interferometer used here, the first plane is a partial reflector, formed by the end surface of the

fiber. The total reflector is the silicon target. Provided that the resonator is moving, the standoff

distance will change producing a changing interference pattern. The fringe pattern can be resolved using

our system to an accuracy of L/30 or up to +27 nm for an 820 nm wavelength source.
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Figure 13. Fabry-Perot-Interferometer based on single mode fiber interface.

The fringe visibility is given as

/max -/min
a-

Imax + lmin

where lma x and Imi n are the relative maxima and minima of the intensity in the range of d+Ad. The

deflection of the beam, which is variation of the stand-off distance, will change with the applied voltage.

The resulting optical phase difference varies linearly. The optical phase difference ¢(t) corresponds to

_(t) =gd(t)

where d(t) is deflection of the beam and Z is the wavelength of the light source.

The beam is deflected with the application of a modulation current through the electrode. A

variety of deflection waveforms can be used to characterize the material parameters and the response of

the beam. A moving beam will modulate the frequency of the interferometric signal. In addition, a

reference signal is needed to differentiate the motion of the vibrating beam from any residual motion of

the surrounding support structure. The reference signal is achieved by a second interferometer that is

pointed to the die substrate. Figure 14 shows the setup of the measurement system.
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Figure 14. Setup for measuring the movement of the beams.



As mentioned above, the data resulting from this interferometric system is acquired using

LabView. This software package is used to both control laboratory equipment and to analyze the

resulting measurements through the use of virtual instruments. However, an illustrative example is

included below. First data is collected and processed to show the magnitude and phase of the signal.

This data is consequently processed to determine the spectral content. The information in the frequency

domain will include the fundamental frequency as well as a beat frequency generated from the mixing

that occurs due to the nature of the interferometric system. This beat frequency comes from the

convolution of the two signals, one is the reference and the other is the beam itself. Figure 15 shows the

results of the analysis with the spectral content of the beam response clearly shown.

FFT Interferometer Siqnalsl

Front Panel

Figure 15. Results screen of virtual instrument showing the spectrum producedfrom the Fourier

Transform and the impulse response of the beams.

CONCLUSIONS

The evolutionary development of a micromechanical vibration sensor has been described

Starting from a preliminary concept implemented using the ARPA sponsored MUMPS at MCNC, the

fabrication and characterization of a number of resonant vibration sensor was carried out. During

characterization of this type of sensor, it was determined that viscous damping imposes severe

limitations on the performance of the simple resonators indicating the need for vacuum sealed

encapsulation of the devices.

Finite element modeling efforts were able to provide qualitative information. The fact that the

Young's Modulus for Poly-Si can assume a wide range of values requiring experimental determination

for each particular process, reduces the quantitative potential of the FEA in earlier design stages.

The use of a closed feedback control loop in a configuration known as force balanced vibration

sensor, has the advantage of enabling broadband operation thus simplifying the number of cantilever

sensors required at expense of higher processing complexities. At present we are still carrying out the

various fabrication steps and currently this second set of devices is awaiting final processing.



Metrological characterizationof the devices has been implemented using a fiber optic
interferometric techniquedevelopedat InterSciencethat hasbeensuccesfully applied for directly
measuringdeflectionandfrequencyresponseof cantilevertypevibrationsensors.
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ABSTRACT

This paper reports a hybrid micro-
instrumentation system that includes an embedded
microcontroller, transducers for monitoring
environmental parameters, interface/readout
electronics for linking the controller and the
transducers, and custom circuitry for system power
management. Sensors for measuring temperature,
pressure, humidity, and acceleration are included in
the initial system, which operates for more than
180 days and dissipates less than 700p.W from a
6V battery supply. The sensor scan rate is adaptive
and can be event triggered. The system
communicates intemaUy over a 1MHz, nine-line
intramodule sensor bus and outputs data over a
hardwired serial interface or a 315MHz wireless

link. The use of folding platform packaging allows
an internal system volume as small as 5cc.

INTRODUCTION

The development of highly-integrated "smart"
microsystems merging sensors, microactuators,
low-power signal-processing electronics, and
wireless communication promises to have a
significant and pervasive impact during the coming
decade [1], finding applications in such diverse
areas as industrial process automation, health care,
automotive systems, and environmental
monitoring. These systems will require the high-
density integration of state-of-the-art circuitry,
sensors formed using a variety of process
technologies, and intelligent system management.

This paper describes a generic multiparameter
sensing system for environmental monitoring that
could serve as a prototype for such devices. The
microsystem is implemented in a hybrid fashion as
shown in Figure 1. This architecture allows the
process technologies for each of the sensing
elements and circuit components to be individually

optimized and allows high precision sensors to be
fabricated without unduly complicating the

production of the integrated circuits. Additionally,
a hybrid implementation allows commercial
components to be used and individual elements to
be updated without modifying the entire system.

I '
: : U_!t(_)' i I

Figure 1: Hybrid system architecture for a
microinstrumentation system.

SYSTEM DEFINITION

Based on the generic microinstrumentation
system architecture shown in Figure 1, a multi-
element sensing system has been developed. A
block diagram of the system is shown in Figure 2,

and specifications for the prototype system
implementation are listed in Table 1. The
microsystem is built around an embedded Motorola
68HCll microcontroller unit (MCU) having on-
chip memory, an 8b ADC, a timer, and serial
communications hardware. The MCU
communicates with the front-end transducers via a

nine-line intramodule sensor bus and custom

interface circuitry integrated on the transducer chips
or on a separate hybrid. Sensor data collected by
the MCU is calibrated in-module, stored, and sent

out either through a hardwired RS-232 I/O port or
via an on-board telemetry device. A custom power
management chip performs several functions for
minimizing power consumption in the battery
powered system. The system employs an open
architecture that permits it to be populated as

desired by transducers using a mix of technologies.
Transducers for measuring barometric pressure,

altitude, humidity, temperature, and acceleration
are included in the initial system.
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Figure 2: Block diagrani of the
microinstrumentation system.

Table 1. Specifications for the initial version of the
microinstrumentation system.

Parameter

Power Supply
Ave. Power Dissipation*
Lifetime (with battery)*
Package Configuration
System Volume
Packaged Volume
Sensor Bus Frequency
Wireless Range
Temperature
Barometric Pressure

Humidity
Vibration/Acceleration

* scan rate dependent

Typical Valu¢

6V, External or Battery
400-700$.tW
330-180 Days
Card or Wristwatch

5cc (wristwatch structure)
25cc (card structure)
1MHz
> 100 feet
-20 to +60°C _+0.2°C
600-800 Torr +25mTorr
30-90%RH +3%RH

-2 to +2g _+0.1g

During normal operation the system runs in a
periodic scan mode in which data is collected from
each sensing element and stored in the MCU's
RAM. Each transducer has a block of code in the

MCU which contains information regarding the
sensor characteristics, self-test procedures, etc.
Floating point software routines allow the sensors
to be calibrated and digitally compensated for
cross-parameter sensitivities (e.g., temperature
dependence) in-module before the data is delivered

to a remote host for further analysis. Digital
compensation algorithms vary depending on the
sensor response but have been chosen to minimize
processing time, power consumption, and MCU
memory. The compensation methods currently
employed are look-up tables and polynomial
evaluation [2].

Each sensor scan is followed by a sleep period
in which the system enters a low power mode.
The duration of this sleep period is determined

adaptively based on the variation in the sensed
parameters with previous measurements. At the
end of the sleep period the system is awakened and
the cycle starts again with another sensor scan.

INTERFACING TO THE SENSOR BUS

During each sensor scan the MCU
communicates with the front-end devices over an

intramodule sensor bus described in Figure 3. The

sensor bus [3] contains three power leads (ground,
a continuous 6V line from the system supply, and a
switched 5V reference), four outputs to the front-
end circuitry (chip enable and strobe handshaking
signals, a 1MHz clock, and a serial data line), and

two inputs from the front-end electronics (data out
and data valid). The data valid line signals the
MCU when valid data is present on the data out
line and is also used to initiate interrupts triggered
by the front-end devices. Figure 3 also shows the
bus protocol for serial data delivered by the MCU,
which includes a 4b chip address followed by a 5b
sensor/actuator address, 3 command bits, and up to
12b of input data. This format allows each
microsystem to access up to 16 interface chips
which can, in turn, service up to 32 sensors and 32
actuators.

Sensor Bus

GND: Ground CLK: Clock

VDD: Power CIN: Serial Input
VR: 5V Ref. DV: Data Valid

CE: Chip Enable DO: Data Out
STR: Strobe

Serial Data (CIN) Format

I I/:! I It111111_ :=! I I
Chip Element Address

Address Command

Ii::l.iii_:_iH ! 1 I I I l:1 I I
Extended Write Data

Data

Command Codes

R/W C1 CO Input Command (CIN)

Figure 3: The intramodule sensor bus, serial data format,
and command format used in the microsystem.

To interface between the front-end transducers

and the bus, a standardized interface chip, shown
in Figure 4, has been designed. This interface chip
contains switched-capacitor readout circuitry [4]

for up to six capacitive sensors with digitally
programmable gain and three digitally selected
reference capacitors that can be laser trimmed. The
chip also contains all bus interface circuitry, a 3b
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Figure 4: Block diagram of the capacitive

sensor interface chip.
Figure 5: Integrated CMOS capacitive sensor interface chip

for a standardized intramoduIe sensor bus.

DAC for sensor self-test, and an on-chip
temperature sensor. A photograph of the 3.2mm x
3.2mm 3gm p-well 1M/2P CMOS chip is shown
in Figure 5. The sensor interface chip operates
from a 5V supply at about 400gA.

SENSORS FOR ENVIRONMENTAL
MONITORING

The sensors in the initial system and their
specifications are listed in Table 1. The
temperature sensor, integrated on the sensor bus
interface chip, is a simple temperature-dependent
oscillator, although a bandgap sensor is being
developed for future versions of the system. For
barometric pressure, a multi-element, thin-
diaphragm, micromachined, capacitive pressure
transducer [5] is used. While one diaphragm
measures pressure over the entire measurement
range, the other elements measure segments of that
range with much greater resolution (equivalent to
changes in altitude of approximately one foot at sea
level). Humidity is measured by a high aspect ratio
inter-digitated hygrometer. This capacitive
transducer utilizes micromolding [6] and
electroplating to form electrodes that are separated
by a polymer (e.g., DuPont PI2723) having a
moisture-sensitive dielectric constant. Acceleration

is measured by a bulk-silicon capacitive
microaccelerometer with overrange protection and
force feedback electrodes [7]. This device has a

bandwidth of 75Hz using a bridge structure with
four folded beam supports. Many of these
transducers have utilized optimal design of
experiments [8] for calibration and testing. Future
versions of the system will add sensors for gas
type, gas purity, and acoustic inputs, as well as a
link for a global positioning system (GPS). Thus,

the device will be able to monitor many aspects of
its environment and its position within that
environment.

POWER MANAGEMENT

The microinstrumentation system can be
powered though the wired I/O port or, as many
applications demand, can operate as a wireless,
battery-powered system using two 3V, 270mA-hr
lithium batteries. To control power consumption
and maximize the life of the battery-powered
microsystem, a power management (PM) chip has
been designed. Figure 6 shows a block dia_am of
this 2.2mm x 2.2mm chip fabricated using the
same technology as the interface chip above. The
primary function of the PM chip is to control and
monitor system functions between sensor scans
when the MCU goes into a low-power sleep mode
and power is removed from many system
components. The duration of this interva/ is
programmed by a 4b coded input from the MCU
and can range from 40 seconds to 8 minutes. The
MCU adaptively adjusts this interval based on the
amount of variation in the sensed parameters. An
on-chip clock generator and counter provide the
PM timing functions that wake the system from its

sleep mode. This chip also includes integrated
switches for shutting off the voltage reference and
the telemetry device. The PM chip also contains

circuitry for converting the telemetry data to the
necessary 3V level and provides pull-ups at the
appropriate MCU inputs.

During the sleep period, only the-MCU (in
sleep mode), the power management chip, and a
threshold accelerometer interface chip remain
powered, keeping the continuous power



dissipation under 400/.tW. The threshold
accelerometeris a micromachined device with
three cantilever beams that act as switches
measuringaccelerationatthreedifferentthresholds
(l.5g, 10g,and 100g). Theseswitchesfeed to a
2.2ramx 2.2ramthresholdaccelerometerinterface
chip formed in 3_tm p-well 1M/2P CMOS
technology. This chip is programmedby the
MCU throughthesensorbusto monitoroneof the
threshold values, latch results, and wake .the
systemfrom its sleepmodefor an event-triggered
response.Theadditionof this deviceto thesystem
allowsslowly-changingenvironmentalvariablesto
be scanned at a wide time interval while
continuously (and autonomously) monitoring
higher-frequency vibration activity. The
combination of these functions enables the
microsystemto operate using 700_tW at the
maximumscan frequency, providing a battery-
poweredlifetime of about180days.

Sensor Bus
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Figure 6: Block diagram of the power management

chip and its connections to the system.

a superheterodyne receiver and a one inch loop
antenna, a range of over 100 feet has been
observed. The message format for wireless

transmission consists of eight data bits precededby
a start bit and followed by a parity bit and a stop
bit. Additional error checking is handled by
software at the receiver end, and some data

compression is performed in-moduleby the MCU.
Future additions to the microsystem will include a
2.4GHz link using a micromachined antenna

structure expected to produce a range of several
thousand feet.

PACKAGING

A major requirement of this system is that it be
very small and still compatible with a variety of
sensor technologies. The packaging scheme must
permit selective environmental access for those
sensors requiring it and should permit repair or
replacement of defective chips during test. In the
initial version of the microinstrumentation system,
a three-levelprinted circuit board (PCB) has been
used to integrate the hybrid system components.
Figure 7 shows a microinstrumentation cluster
populating the 65mm x 35mm PCB which

provides access to all system components during
testing. This "card-like" packaging structure with
two coin cell batteries attached below the board is

placed into the cavity of an anodized aluminum
outer case. The case has an external volume of

approximately 25cc and provides battery access
from the back. An O-ring, seated between the
PCB and the outer case, seals the system
components from the external environment while

providing access to the humidity and pressure
transducers. The transmitter's loop antenna is
wrapped into a groove on the perimeter of the case.

EXTERNAL I/O

The system offers both a hardwired external

port and a wireless link. Included in the eight-line
hardwired bus are power and ground, two lines for
asynchronous serial RS-232 communications, and

four advanced feature selects (e.g., programming
toggles). For normal data transfer operations this
bus can be reduced to four lines. The telemetry
device on the rnicrosystem is a commercially
available 315MHz, amplitude-modulating
transmitter (HX 1005; RFM, Inc.) driven at a 3kHz

bit rate. This device operates from a 3V supply
and requires an average current of 4mA. The

transmitter is active only in battery powered
operation where its 3V supply can be tapped off the
center contact of thetwo series 3V batteries. With

Figure 7: Complete microinstrumentation system mounted
on the printed circuit board version of the system packaging.

An additional package that has been developed
to further reduce the system volume is shown in
Figure 8 and consists of several micromachined
silicon platforms connected by gold-plated silicon
ribbon cables [9]. The platforms include sites fora



Figure 8: Three-level folding-platform packaging using
micromachined silicon platforms and ribbon cables.

standardized intmmodule sensor bus is used along
with interface/readout circuitry that links the
transducers to the embedded microcontroller. A

custom circuit provides additional power
management control permitting the system to
operate up to 330 days at 400_tW (average) from a

6V battery supply while communicating with a
remote host through a wireless transmitter that

provides a range greater than 100 ft. Both printed
circuit board and micromachined silicon platform
structures have been developed for system
packaging.

number of sensing chips and, when folded, form
three levels: one for the MCU and other system

electronics, one for sensors that do not require
environmental access, and a final level for sensors
that do. The system is populated as desired,
tested, and then folded into the required package
shape which provides room for large components
such as the transmitter and crystal. The use of

silicon platforms allows high-density
interconnects, a low-resistance ground plane under
the components, the possibility of in-platform
switching/buffering, and compatibility with
micromachined antenna structures. Figure 9
shows a prototype platform assembly before it is
folded into a 5cc wristwatch-size cavity.

Figure 9: Prototype microinstrumentation system using a
silicon micromachined platform assembly.

CONCLUSIONS

A generic structure for a multi-element sensing
system has been developed and applied to a
specific microinstrumentation system for
environmental monitoring. Transducers for

pressure, humidity, temperature, and acceleration
are present in this system along with a
microcontroller for in-module sensor calibration,
digital compensation, and system control. /k
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ABSTRACT

Optical spectrometers, and mass spectrometers to a lesser extent, have a
long and rich history of use aboard spacecraft. Space mission applications include
deep space science spacecraft, earth orbiting satellites, atmospheric probes, and
surface landers, rovers, and penetrators. The large size of capable instruments

limited their use to large, expensive spacecraft. Because of the novel application
of microfabrication technologies, compact optical and mass spectrometers are
now available. The new compact devices are especially attractive for spacecraft
because of their small mass and volume, as well as their low power consumption.

Dispersive optical multi-channel analyzers which cover the 0.4-1.1 gm
wavelength range are now commercially available in packages as small as 3 x 6 x
18 mm, exclusive of drive and recording electronics. Mass spectrometers as small

as 3 x 3 x 3 mm, again without electronics, are under development. A variety of
compact optical and mass spectrometers are reviewed in this paper. A number of
past space applications are described, along with some upcoming opportunities
that are likely candidate missions to fly this new class of compact spectrometers.

I. INTRODUCTION

This paper focuses on two classes of compact sensors, both spectrometers,
which are already commercially available or now under development. They are
optical and mass spectrometers, both of which have clear promise for use in
spacecraft applications. Their smaller weight and lower power requirements, as
well as their potentially greater reliability, will clearly have a major impact on

new spacecraft. This is true for two reasons: (a) they permit putting greater
functionality on conventional spacecraft, for the same weight and power, or
reducing the launch and housekeeping needs for the same functionality, and (b)
they enable the design of radically new miniature spacecraft which have not been

possible before the emergence of microsystems (1).

Microsystems, for example, microelectromechanical systems (MEMS), are
particularly attractive for spacecraft. Specifically, the motivations for designing
microsystems into spacecraft include the following. Smaller instruments can



enable the use of smaller launch vehicles. Smaller launch vehicles translate to

lower program costs, more flight opportunities, and possibly less program risk.

Microsystems can similarly reduce secondary program costs such as facilities,

integration and test, and transportation costs by reducing the physical scale of

these operations. Another motivation for using microcomponents is that they

permit the collocation of sensors with their electronics, which can yield better

signal to noise performance and more efficient packaging. Components and

subsystems which are lighter and smaller can relieve a variety of mission

requirements. If they require less power, spacecraft can be designed with smaller

solar arrays (often the largest single contributor to spacecraft surface area) and

smaller batteries (often the largest single contributor to spacecraft mass).

Microsystems can improve the capability and performance of a spacecraft by

making it possible to fly more sensors, either of the same variety, for

redundancy, or of different types, for improved functionality.

Practical factors and limits to miniaturization have to be evaluated. It is

only somewhat beneficial if one or more of the smaller or less power hungry

subsystems is miniaturized, because the weight and power budget of the entire

craft is little reduced. Also, reduction in the size of a component has limits,

because of the need for a package which can be handled, fixed in place and

connected appropriately. Other limits on microsystems concern their

performance, rather than merely their physical characteristics. Several examples

of performance limits have been widely discussed. Among them are the aperture

limits for small optical systems, the need to match antenna sizes to radio-

frequency wavelengths and the fact that the very small proof masses in MEMS

accelerometers are limited by thermal (Brownian) noise.

The hardware for any system can be subdivided into a number of

subsystems. For spacecraft, these include the structure, power, thermal control,

computer, communications and the payload (2). For example, the payload in
many cases includes sensors, along with additional control electronics and data

storage components. Each of the subsystems on a spacecraft or payload, is a
candidate for miniaturization, either in the near term or in the future. Sensors for

either housekeeping or as part of the payload are very attractive targets for
miniaturization.

II. SPECTROMETERS

Like imagers, spectrometers provide an abundance of data. The spectral

lines each have at least a position (energy or mass) and an intensity. For both

optical and mass spectra, the position of lines gives qualitative analyses (what is

it?) while the intensities yields quantitative analysis (how much?). The continuum



in many optical spectra also provides a great deal of information. Both the lines
and continuum, properly interpreted, indicate the mechanisms which are active in
the production of the observed spectra. Optical spectra can also be used for the

characterization of hot or energetic sources. Mass spectra provide data on the
makeup of natural plasmas, for example, ionization in the upper atmosphere, and
plasmas produced by hypervelocity impact of man-made objects.

The next section deals with compact optical spectrometers, many of which
are already on the market. The third section focuses on miniature mass
spectrometers which are under development, and may be available in small
numbers in the foreseeable future. In both these sections, some background is

provided before a review of specific instruments. Then the fourth section reviews
some earlier space applications of optical and mass spectrometers, before
considering new opportunities for utilization of available and emerging compact
spectrometers aboard spacecraft in the fifth section. Special emphasis is given to
the coming Clementine II program which might include both optical and mass
spectrometers for observation of the impact of microsat interceptors with a
sequence of three asteroids.

III. COMPACT OPTICAL SPECTROMETERS

The utilization of optical spectrometers on earth and in space has a long
and rich history. There are two major trends now in the evolution of optical
spectral instruments. The first is continued reductions in size, which is the focus
this paper. The other is full integration of spectrometers with imagers to provide
a "cube" of information, namely two spatial dimensions (say, X and Y) and the

spectral distribution at each pixel (the wavelength dimension). Such hyper-
spectral imagers are instruments which work in a way analogous to our vision,
which provides an image with colors. At this time, hyper-spectral imagers have
been integrated into aircraft, but not into spacecraft. Multi-spectral imagers,
such as on Landsat, which provide images in a few wavelength bands, are really
not spectrometer systems in the usual sense. That is, they provide intensities in
only a few wavelength bands and not the entire spectrum in a more or less
continuous manner.

Many good references on the basics of optical spectrometers are available
(3,4). There are two main types of optical devices, each with a pair of major
variants. The first is dispersive instruments based on prisms or gratings. The
second is interferometric spectrometers, such as the Fabry-Perot or Michelson

types. Compact optical spectrometers now available commercially employ
diffraction grating dispersion elements in reflection geometries. Their description
constitutes the body of this section. MEMS spectrometers, with moving



components providing dispersion in Fabry-Perot and other designs, are under
development. They will be mentioned briefly at the end of the section.

Micro-optical spectrometers behave very much like their larger
counterparts. The wavelength of light (from the ultraviolet near 0.2 p-m, through
the visible 0.4-0.7 p-m, to the near infrared around 1.0 p.m) is small compared to
geometries in even compact spectrometers. The light collection efficiency
depends on optics external to the spectrometer, the size of the entrance slit, and
the angular acceptance (called the f number). The ability of the spectrometer to
register photons, namely its efficiency, varies across the spectrum and depends on
the individual efficiencies of the grating and the detector. The resolution is
determined by the size of the entrance slit, the geometry of the grating and
spectrometer, and the size of the detector elements (pixels).

The range over which a given spectrometer works depends on its design,
the grating ruling density, and the size of the instrument. When only point
electronic detectors were available, grating spectrometers had to be scanned to
record an entire spectrum sequentially (serial readout). With the availability of
solid-state detector arrays, such as charge-couple devices (CCD) and photo-diode
arrays (PDA) in the 1980s, it is possible to capture an entire spectrum
simultaneously (parallel readout). This mode, the so-called optical multi-channel
analyzer (OMA), is similar to the way in which photographic film was used to
record spectra before there were any electronic detectors.

Many standard, laboratory-size OMA spectrometers and spectro-
photometers are on the market. Three commercial grating optical multi-channel
analyzers, which are compact and relatively inexpensive, will now be described.
To our knowledge, none of these has been flown on a spacecraft, but all are
candidates for missions to be described in the fifth section.

A spectrometer which literally fits in the palm of a hand is shown in Figure
1. It, and variants of it, are manufactured by Ocean Optics, Inc. (5). Light arrives
at the instrument in an optical fiber, the end of which serves as the entrance slit.
Hence, one can trade resolution (linear in the fiber core diameter) for intensity
(quadratically dependent on the diameter) in a straightforward manner. The
instrument is assembled from separate components, a folding mirror, grating and
detector array, and then sealed. That is, switching of internal components is not
possible in the current versions. The company offers several different input
fibers and gratings so that the buyer can tailor the intensity, resolution and range
to the application. It is possible to cover a 500 nm range, say, from 250 to 750
nm, with 2.5 nm resolution, or a 125 nm region with 0.7 nm resolution. The
detector is a CCD containing 1024 elements. Spectra can be collected in as little as
8.2 msec, that is, it is possible to record over 100 spectra per second. As



illustrated, the instrument is mounted on a half-board which fits a standard PC.

The computer performs both control and data recording functions, with

subsequent spectral analysis being readily performed with either the vendor

supplied, or third party, software. The cost of the spectrometer on the board,

input fiber, and software is about $2000.

Figure 1. Optical grating spectrometer, fed by the optical fiber shown at the

bottom, covers half a short board for a PC.

Another compact grating OMA is made by Carl Zeiss (6) and pictured in

Figure 2. This system, which contains a grating and a diode array, is also fixed

in construction. It is offered in two versions. One covers the 190-735 nm region

with 2.2 nm resolution, while the second is good for the 320-1100 nm range with

2.2 nm resolution. The detector is a PDA with 256 elements. It can provide 12

bit information in 10.5 msec or, with different electronics, 14 bit data in 9 msec.

While the spectrometer itself is quite compact (24 mm diameter body 28 mm

long), it is mounted in a housing so that the entire unit is 40 mm x 50 mm x 65

mm in size (for the longer wavelength version). In addition, a separate external

electronics box 60 mm x 100 mm x 100 mm is needed between the spectrometer

and a PC plug-in board. The entire basic system including the spectrometer with

the housing, 12-bit electronics box and PC board, and connecting cables costs
$3000. The 14-bit electronics are an additional $2850.



Figure 2. Compact optical spectrometer, with the input optical fiber, a grating
under the curved top and detector array near the output pins.

The most compact commercial spectrometer is made by a German
company called MicroParts GeseUschaft fur Mikrostrukturtechnik mbH (7) using
the LIGA technique (8). This extraordinary device is sketched in Figure 3. The
holder for the input optical fiber, the grating, and a 45 deg. mirror which
deflects the light down into the horizontally mounted array are produced as a
unit. It provides 7 nm optical resolution over the wavelength range from 370 to
850 nm. The spectrometer itself is only a few mm thick, 6 mm wide and 18 mm
long. It costs about $600, including the 256-element PDA, without electronics.
The electronics board permits spectral acquisition times variable from 40 to 1256
msec, with 16-bit resolution. The entire system, spectrometer with PDA,
electronics, software, and power supply costs about $4100.

The focus in this section so far has been on available instruments.
However, since tomorrow's product is commonly a recent or current research
prototype, we will briefly survey some other reports of microsystem optical
spectrometers in the remainder of the section.

An infrared spectrometer on a chip was fabricated with integral light
guides and grating (9). It consisted of an InP substrate, an intermediate layer of
InGaAs and a top layer of InP through which the radiation traveled. That is, the
layout is generally similar to the commercial spectrometer shown in Figure 3, in
which the optical radiation travels in air. The infrared transmissivity within a



solid semiconductor was exploited in this developmental device. Radiation in the
1.48 to 1.59 gm region was dispersed with 3.75 nm resolution.

Figure 3. Micro-optical-spectrometer, 18 mm in length and 6 mm wide, with
fiber optic input and a silicon diode detector array.

A silicon spectrometer was fabricated by deep etching of two wafers and
their subsequent bonding to form an integrated device with a 4 mm total optical
path length (10). Dispersion was obtained with a 32-slit transmission diffraction
grating on the same wafer as a 200-element PDA.

There have been at least four reports of MEMS Fabry-Perot

interferometric components. The first two came from the same group, which
used electrostatic tuning of bulk micromachined and bonded structures. They
achieved tunability in the 1.30-1.38 gm range by applying voltages up to 70V.
The optical resolution was 0.9 nm (11,12). A similar approach in the visible
region yielded 1.6 nm resolution at 450 nm (13). A process and design study for



surface micromachined silicon tunable interferometric arrays is also available

(14).

A tunable, high-pass infrared MEMS filter based on deformable metallic

structures was produced by the LIGA technique (15). Spectral resolution can be

attained with this device by scanning the cutoff. Variation in the cutoff, which is

similar to the waveguide cutoff at radio frequencies, from about 5 to 25 p.m has

been demonstrated.

There are Jnany other papers on optical MEMS, where the components do

not act as spectrometers. Functions such as light modulation, coupling of fiber

optics and formation of beams for displays are being aggressively pursued. A

review of optical MEMS is in preparation (16).

IV. COMPACT MASS SPECTROMETERS

Mass spectrometry has a long and rich terrestrial history, which can be

traced back to around 1910. However, mass spectrometers have not been used in

space anywhere near as much as optical spectrometers. Because they require

contact with the material to be analyzed, mass spectrometers are limited to direct

rather then remote sensing, both of which are possible with optical spectrometers.

Mass-resolving instruments are evolving in the direction of smaller devices

without much loss of capability. This is making them increasingly attractive for a

wide variety of space missions, as will be discussed in the fifth section.

Good references on the fundamentals and applications of mass

spectrometers are available (17,18). As with optical spectrometers, there are a

few basic types of instruments which can be used to distinguish the masses, and

therefore type of atoms and molecules. A conceptually simple approach to mass

separation is taken in time-of-flight devices. In these, diverse ions are given the

same energy by pulsed electron or photon (laser) excitation. They then move

through a drift region in the instrument at different speeds because of their

different masses. The drift region can be one directional, or can include an ion

mirror, which serves to shorten the overall length of he instrument. The varying

arrival times at the ion detector provides the mass spectrum.

The second class of mass spectrometers involves the use of time-varying,

often radio-frequency, fields. Three major versions of these systems exist. In one

variant, called fourier-transform ion cyclotron resonance mass spectrometry, a

radio-frequency field is applied to a vacuum trap containing the ions to be



analyzed. Image charges in nearby plates provide a signal, which is fourier
transformed to obtain the mass spectrum. In another, termed a quadrapole mass

filter, four electrodes are biased with both steady and varying electric fields in

such a way that specific masses can transit the filter. Recording a mass spectrum

requires scanning of the pass band of the quadrapole analyzer. The third RF

variant has multiple deflection plates along the track taken by he ions to be

analyzed. The plate geometry and RF frequency are chosen so that the mass of

interest will pass to the detector, but all other material will be shunted aside.

Hence, this is also a sequential method of mass spectrometry.

The final class of mass spectrometer employs magnetic fields, either

separately or in combination with electric fields, to disperse charged species with

missing or added electrons. This approach can be used in either a scanning

(series) mode, if the fields are varied appropriately, or for simultaneous (parallel)

acquisition of a spectrum, if an array of detectors is available. The latter is

amenable to either pulsed operation, as in a time-of-flight instrument, but it can

conveniently be operated in a DC mode to accumulate a spectrum.

Development of smaller mass spectrometers requires shrinking all of the

needed components, notably the source of ions, the means of dispersal in space or

time and the detector. The method of ionization varies widely, depending on the

material to be analyzed (gas, liquid or solid, and the chemical makeup) and the

source of energy for the production of ions (optical, electrical or other means).

The collection efficiency of the system is set by the external optics (if any), the

size of the entrance slit and the geometry. The spectrometer efficiency depends on

the quality of the internal vacuum and the efficiency of the detector. Mass

resolution, the ability to separate neighboring isotopes different by only one atomic

mass unit, is determined by the slit widths, dispersion element(s) and the detector

pixel size. The mass range over which a particular device is useful depends on the

design, the dispersion element, and the size of the key components. All of the

different classes of mass spectrometers described above, except of the fourier-

transform ion cyclotron resonance approach, are being made more compact with

conventional technology or being designed anew with micro-machining

technology. Some commercially-available, relatively-compact mass spectrometers,

and small instruments under development, will be described in the remainder of
this section.

A few companies offer time-of-flight mass spectrometers for laboratory

applications. Comstock, Inc. is an example (19). They sell both linear and

reflection models in which the drift region is 1 m. Now, they are offering more



compact 450 mm drift region devices in field-portable configurations. Adaptation
of the new designs to space missions is more attractive, because of the lower
mass in the smaller instruments.

A compact time-of-flight spectrometer is under development at the Johns
Hopkins Applied Physics Laboratory (20). The mass analyzer is 200 mm long,
6000 mm 2 in cross section and weighs 500 grams, with the system weight being

greater due to electronics, vacuum pumps and computer. Spectra from the
prototype instrument have been measured in the mass-to-charge range of 0-500.
This device is also being aimed at field use and is a candidate for space missions.

Quadrapole mass analyzers are widely available commercially because of

their use in leak detectors for vacuum systems. Miniature quadrapole mass

spectrometers are under development at the Jet Propulsion Laboratory (21). Unit

mass resolution has been demonstrated from 4 to 86 amu. Large arrays of small,

lithographically-produced mass filters are being envisioned for planetary, near

comet and space plasma measurements.

Figure 4. Cross section of a compact RF mass spectrometer.



Two current projects are seeking to build mass spectrometers "on a chip".
In one of them, a combination of lithography, anisotropic etching of silicon, thin
film deposition and anodic bonding of wafers is being used (22). The
spectrometer, shown in Figure 4, included a plasma electron source, an ionization
chamber and a mass separator in a (3 mm) 3 volume. The separator consists of a
series of plates to which an RF is applied (around 50 MHz). Data published one
year ago showed a modest mass resolution of 18 (mass/delta mass) in a separator
length of 2 mm.

Ionizer

OrnlceI

Dust
Filter

Vacuum Pump

0
I

Magnet Poleface I Microprocessor

I I

Mass Fllter ion Detector/

IILog • Local Dleplay
Ion • Transmitter

Current I I • Data Storage_, II , ill
amu

Figure 5. Plan view of a mass spectrometer on a chip.

An ambitious development project for a very small mass spectrometer is

underway at Westinghouse, Inc (23). It involves producing four key components

by silicon processing technology: (a) the electron ionization source, (b) a mass

analyzer with crossed magnetic and electric fields, (c) an array of charge

collection devices, and (d) micro-machined vacuum pumps. Production of pumps

in series which are capable of achieving vacuum conditions in the atmosphere are

a stressing aspect of this project.

One serious difference between optical and mass spectrometers for



ordinary uses deserves emphasis. Optical devices do not require a vacuum, as do
mass spectrometers. For terrestrial uses, the need for a vacuum system can be
the factor limiting the overall system size, weight and power. Micromechanical
pumps are under development (24). However, these small pumps, and associated
micromechanical valves, are mainly for the movement of gases against modest
pressure differentials or for transporting liquids at pressures near one atmosphere.
The potential application of compact mass spectrometers in the natural vacuum of
space could reduce or obviate the need for the vacuum system normally
associated with a mass spectrometer. This is especially attractive for the
spectrometers "on a chip".

This completes our review of the compact optical and mass spectrometer

technologies. Examples of past use of conventional spectrometers in space will be

examined in the next section. Future possibilities for the exploitation of the

emerging technologies discussed above will be presented in the following section.

IV. PAST AND CURRENT SPECTRAL MEASUREMENTS IN SPACE

Remote sensing is used to provide information about an object without

being in physical contact with it. One way that information can be gathered is by

measuring changes in the electromagnetic field associated with the object.

Different parts of the electromagnetic spectrum are utilized for remote sensing

(i.e. visible, ultraviolet, infrared). Spectrometers are used to remotely measure

the spectral content in and near the visible region of the electromagnetic field of

interest. In addition to spectral data, spatial or intensity information may also be

required. Hybrid systems that provide both spectral and spatial information

(imaging spectrometers) or spectral and intensity information

(spectroradiometers) are in use today (25).

A variety of space related applications exist where spectrometry has, and

will continue to play a significant role, see Table 1. Spectral imaging of the earth

provides data on numerous environmental factors such as ozone depletion,

vegetation characterization, ocean color (chlorophyll levels), and soil moisture

content. Spectral characterizations are made of the earth's surface, both dry land

and oceans, as well as the atmosphere at various elevations. Similar types of

measurements can be made on other celestial objects including planets, comets,

and asteroids. Lunar and planetary measurements can be made from orbiting

platforms or surface landers.
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Table 1. Summary of space applications for optical and mass spectrometers.

Earth observation from space offers a number of advantages compared to

airborne and ground based techniques, including larger field of regard, synoptic

coverage over that field of regard, some immunity to local disturbance effects,

and the potential for continuous coverage (geostationary systems). There are

several significant disadvantages to space-based earth sensing including severe

weight and volume restrictions for payloads due to launch vehicle limitations, no

access to sensors for maintenance or repair, and harsh operating environments

(radiation dose, atomic oxygen, thermal cycling). The fact that several hundred

earth sensing satellites have been launched by more than 20 countries indicates

that often the benefits outweigh the disadvantages.

Life cycle cost is another important factor in evaluating space-based

systems. Launch vehicle costs are extremely high, $15M - $400M, so program

life cycle costs are high. Payload development costs are high due, in part, to very

high reliability requirements for space systems that, once launched, cannot be

repaired. The aerospace industry has become very sensitive to these cost concerns

and the current trend is towards smaller, cheaper, and in some cases less capable



satellite systems (away from larger, expensive, infrequently flown, but very
capable systems). This trend is an ideal opportunity for the introduction and use

of compact optical and mass spectrometers for remote and direct sensing.

Space-based platforms have been used for remote sensing for years. One of
the first remote sensing platforms, Tiros 1, was launched by the United States in
1960. Tiros 1 was a meteorological satellite which returned more than 22,000
images to earth. The Tiros satellites were the precursors to the National Oceanic

and Atmospheric Administration (NOAA) Geostationary and Polar Operational
Environmental satellites (GOES and POES) (26).

The European Space Agency (ESA) is currently flying a number of
environmental sensing platforms. The Envisat 1, scheduled for launch in 1998,
will be flying a medium resolution imaging spectrometer. The instrument will

work in the visible and near IR ranges and will be used for water and land quality
measurements such as plankton content, water depth, bottom type classification,
and pollution monitoring (27).

The Total Ozone Mapping Spectrometer Earth Probe (TOMS-EP) will be
launched by the US in 1997 to continue monitoring of atmospheric ozone levels.
The instrument is a 308.6-360 nm Fastie-Ebert Monochrometer used for ozone

content characterization in six wavelength bands. This program uses small
satellite technologies throughout the spacecraft and is further indication of the

current trend in the aerospace industry towards smaller, cheaper satellites (28).

Various spectrometric systems have also been used on planetary and lunar
probes. The latest lunar mission, Clementine, was launched in 1994. The mission

profile included a lunar mapping phase and a near earth asteroid fly-by. The
program was designed to be a flight demonstration for a set of light weight space
based sensing technologies developed by the Ballistic Missile Defense Office
(BMDO).The satellite was successfully launched on schedule in January 1994 and

completed the lunar mapping phase in May 1994. During the mapping phase
Clementine produced 1.8 million multi-spectral digital images (visible,
ultraviolet, and infrared) of the moons surface (29).

Optical spectroscopy has long contributed to solar and stellar astronomy.
Solar spectral studies at wavelengths below 200 nm, necessarily done from space
because of atmospheric absorption, probe the appropriate range of temperatures
(30). Stellar and other deep space spectral measurements are epitomized by
current results from the Hubble Space Telescope (HST).

The HST, launched in April 1990, is the largest optical telescope and the
largest civilian payload ever flown on the shuttle. Of the five primary scientific



instruments integrated on the HST two were spectrometers. The Faint Object

Spectrograph uses the full HST resolving capability and operates in the 115 - 850

nm range allowing for measurements of stellar objects up to 14 billion light years

away. The High Resolution Spectrometer is optimized for higher resolution

observations in the UV (110 - 320 nm). This device has experienced operational

difficulties due to power supply fluctuations on orbit. The Near-IR Camera &

Multi-Object Spectrometer (NICMOS) will be integrated onto the HST during a

later shuttle servicing mission scheduled for 1997. NICMOS will use three

separate grating spectrometers operating in the 1.0 - 3.0 gm range to

simultaneously observe different portions of the instrument field of view (31).

Direct measurement of materials using mass spectroscopy has not been

employed in space to the same extent as optical spectrometry. However, in-situ

measurements on planets and other celestial bodies are possible. A current

example is the Galileo mission, now on its final leg to Jupiter. The Heavy Ion

Counter on the Galileo spacecraft uses direct sensing; it registers the

characteristics of ions in the spacecraft's vicinity which enter the instrument. It

does not form an image of the ions' source. In addition, the Galileo mission will

be the first mission to make in-situ measurements of an outer planet's

atmosphere. A separate atmospheric probe will be deployed from the Galileo

spacecraft into the Jovian atmosphere to evaluate chemical composition at various

altitudes. The probe uses an 11 kg neutral-ion mass spectrometer (1-150 amu)

(32).

V FUTURE OPPORTUNITIES

A Clementine II mission has been proposed and is currently being studied

by the Naval Research Laboratory and Phillips Laboratory. The Clementine II

mission, see Figure 6, would involve three asteroid encounters and the use of

"micro-satellites" as asteroid interceptors. The plan is to develop and launch an

upgraded Clementine bus, sketched in Figure 7, that can support multiple

interceptor micro-satellites. When the primary spacecraft is in close proximity to

a selected asteroid a micro-satellite will be deployed. The micro-satellite will

navigate to the asteroid using an onboard suite of imaging sensors. Any devices

on the micro-satellites will have to be very compact since the weight of the entire

micro-satellite will be on the order of 20 kg. The micro-satellite will impact the

asteroid, generating a cloud of debris through which the primary spacecraft will

fly using a suite of sensors to make various measurements.

Near each asteroid optical spectrometers would be used to characterize the

composition of the asteroid surface by measuring the asteroid in various spectral

bands. Once an impact occurs on the asteroid surface, spectroscopic



measurements of the intemal asteroid structure can also be made. Mass

spectrometers could be used to characterize some of the debris created by the
impact if a means of capraring the material safely can be developed.

Deep Encounter
SBPuaCe #2

m
1989UR

.r..,.-M 991J_

,/

Assi_ Encounter

Launch #l

Encounter
"_ #3 1991JX 1997 OA (IIbI I_lh

Figure 6. Clementine II Mission Profile

A presidential mandate requires that the current NOAA satellite programs
be combined with the Defense Meteorological Satellite Program (DMSP). The

data collection requirements of these two individual systems have significant
overlap. Many of the observational parameters, such as ocean chlorophyll content
and moisture profiles, require spectroscopic measurements. The combined
program, the National Polar-orbiting Operational Environmental Satellite System
(NPOESS), is currently evaluating instrument technologies for the future flight
systems (33). While the present performance of compact optical spectrometers is
not adequate for the primary systems, potential secondary applications are being
discussed.

The NPOESS primary satellite constellation will consist of several large
multi-instrument platforms. One possible application for compact spectrometers
is as spares, either resident on the large primary host vehicles or on subsequently
launched small satellites. As a secondary instrument on the host the compact
devices could be bore-sighted with the primary systems and used in case of
primary instrument fails to provide some data at degraded levels. A proposal is



Figure 7. Clementine Spacecraft (2 Micro-Satellites Shown)

being investigated for using small satellites launched only after a primary
instrument failure in order to supplement the larger vehicle system. This
approach would allow instrument replacements to be delivered without replacing
the entire primary satellite. The concept would require constellation maintenance
to ensure that the original vehicle and the small satellite carrying the spare
instrument remain in close proximity to each other (requirements exist for
measurements from several instruments at the same time and location).

In general, the use of smaller satellites is a trend in industry, especially in
remote sensing platforms. In the last two years several small imaging (< 500 kg)
systems have been proposed: the CTA World View venture which uses a 235 kg
satellite planned for launch in 1995 will provide 3 m resolution; the Lockheed
Commercial Remote Sensing Satellite (CRSS) venture which delivers 4 m multi-
spectral resolution and will be launched on an LLV2; and the Orbital Sciences
Corporation (OSC) Eyeglass venture, which will provide 1 m panchromatic
resolution, is slated for a Taurus vehicle. All three systems could benefit from
adding on a small spectrometer payload to provide additional wide area (lower
spatial resolution) coverage in other spectral bands.



The New Millennium Program (NMP) is an effort by NASA to provide
frequent flight opportunities for new enabling technologies. The program started
early in 1995 and is managed by the Jet Propulsion Laboratory, will create
collaborative partnerships among NASA centers, government agencies, industrial
firms, nonprofit research organizations, and academic institutions (34). Partners
will participate in NMP teams from proposal, development and implementation
through design, launch, and operation of validation flights. Five technology areas
were selected as the focus of the project, one of which was Microinstruments and
MEMS. All the technologies enable smaller, more capable spacecraft

NMP will fly several technology qualification flights per year and also
transition newly flight proven technologies to operational systems in a timely
manner. One of the first operational systems to take advantage of this process
will be the Pluto-Express mission. The Pluto mission plan calls for launch of two
spacecraft early in the next decade toward encounters with Pluto around 2010 or
later. The mission objective is a low cost, initial reconnaissance of the Pluto
system which would include: geology and morphology - high resolution global
maps of the planet; surface composition - global composition maps of Pluto; and
atmosphere composition - composition with vertical temperature and pressure
profiles of Pluto's atmosphere. Optical and mass spectrometers are potentially
applicable instruments, keeping the mission relatively 10w cost by assuring a
small payload weight.

VII. CONCLUSION

Spacecraft applications for recently available and emerging compact
spectrometers are abundant. Such instruments can yield a great deal of

quantitative information in support of diverse space missions.

Optical spectrometers have a history in space spanning almost half a

century. Compact devices now available sacrifice some performance, mainly

resolution, because of their small scale. However, they are light-weight, small,

require relatively little power, and are easily integrated into a spacecraft (because
of their common integration with microcomputers for control and data

acquisition). Current small commercial optical systems cover only a few of the

design options; that is, it is straightforward to tailor the designs of compact

spectrometers to the needs of a given mission.

Mass spectrometers have neither so long nor rich a history in space as do
optical spectrometers. Nor are compact mass spectrometers as available



commercially today. However, their increasing availability, capabilities, and the
design flexibility they enable, all bode well for further utilization. This particularly
true for planetary exploration missions such asGalileo.

This paper has focused on applications of compact spectrometers for
spacecraft sensors applications. There is also a potential for uses in support of
space missions. For example, the condition of exterior materials, such as
reflectivity, can be tracked with optical spectrometers. The Long Duration
Exposure Facility could have provided dynamic degradation data if it had been
equipped with small optical spectrometers. Diagnosis of in-flight ascent, or on
station, conditions are also possible when the monitoring instruments are small and
light weight Mass spectrometers could be used to monitor environments within
spacecraft, either prior to launch or on station, and might be used as a quality
assurance tool. Potential applications include the Space Station Freedom. In short,
it seems reasonable to expect that truly compact spectrometers will be an enabling
technology for a number of new spacecraft operational and supporting
applications.
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High-performance electronics at ultra.low power consumption
for space applications : from superconductor to nanoscale
semiconductor technology
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We present a detailed review of Sandia'l; work in ultralow power dissipation electronics for

space flight applications, includingSandlals superconductive electronics, new advances in
quantum well structures and ultra-high purtty III-V materials, and finally our recent

advances in MEMS technology. Sa.n.dia has developed superconductive Josephson-cffect
systems for use in electrical standardization ofmanufactu_ng throughout the Nuclear ,
Weapons Complex, and for use in seismic vertfication activities. [I ] This technology Is
now being miniaturized for field and space applications through DOE and NASA

,_Pannsorship. Other superconductive measurement systems are under development by
dia, the Jet Propulsion Laborator_ (JPL), and the Umversity of New Meraco (UNM)

for use in a fundamental scie,ace mizen tentatively scheduled for deployment in the cargo
bay of the Space Shuttle in the year 2000 [2]. The._. systems have demonstrated
revolutionary performance with virtually no intrinsic electrica, l power dlssipation, however
their need for cooling to 2 K dnves large associated engineenng costs. In an attempt to
overcome this limitation, Sandia Ires teamed with UNM and the Air Force Phi/lips
Laboratory to explo_ Ihe use of ultra-pure nanoseale heterostruclure and quantum-well
materials to obUun near-superc.onductlv© peffonnance at higher temperature and at
sufficiently high frequencies. [3] The fundamental limit of the accuracy which may bc
obtained uslng certain subclasses of these Josephson devices has been explored
theoretically. [4] Sandia has necently developsd _quantum-well materials and

2x I0+ cmhe terosmlctures with mobility exceeding _2/Vs 15J, and associate, new phase-
coherent electronic devices [6]. The development of advanced three-level hthograp, hic
techniques has pemfitted the construction &new MEMS structures, including a m_cro-

steam chine, micro-motors which have operated at over 200,000 RPM, and
¢lectrostrlc_'vely actuatr.d micro-tweasers. These micromechanical devices are well suited
for applications ia micro-robotics, micro-rocket engines, and advanced sensors [7]. Work
reported here has been conducted by the author, Jerry Simmons, I'a.D:, Stuart
Kupferman, Ph.D., and Paul McWhorter, Ph.D. of Sandia. Prof. Dawd Dunlap, Ph.D. of
UNM, and V. Kovanis, Ph.D. of the Phillips Laboratory, and sponsored by the US
Depamnent of Energy under contract number DF.-ACO4-94AL85(XX), and by the
Microgravity Science and Applications Division of NASA and the NASA Metrology
Working Group.
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Abstract

We suggest and demonstrate in experiment that two normal metal /insulator/ superconductor

(NIS) tunnel junctions combined in series to form a symmetric SINIS structure can operate as an

efficient Peltier refrigerator. Specifically, it is shown that the SINIS structure with normal-state

junction resistances 1.0 and 1.1 kfl is capable of reaching a temperature of about 100 mK starting

from 300 mK. We estimate the corresponding cooling power to be 1.5 pW per total junction area

of 0.8 #m 2 at T = 300 mK. This cooling power density implies that scaling of junction area up to

about 1 mm 2 should bring the cooling power in the #W range.

Introduction

Recently it was shown [1] that in the sub-Kelvin temperature range the Peltier effect in normal

metal/insulator/ superconductor (NIS) junctions can be used to cool electrons in the normal

electrode of the junction below lattice temperature. The mechanism of the cooling in the NIS

contacts is the same as that of the well-known Peltier effect in metal/semiconductor contacts -

see, e.g., [2]. Due to the energy gap in the superconductor, electrons with higher energies (above

the gap) are removed from the normal metal more effectively than_ those with lower energies.

This makes the electron energy distribution sharper, thus decreasing the effective temperature

of electron gas in the normal metal. The decrease in electron temperature demonstrated in this

first experiment was, however, limited to about 10% of the starting temperature. There are two

possible reasons for this. The first and most obvious, is that the resistance of the refrigerator

junction was relatively large leading to low cooling power. The second possible reason is heat

leakage through the SN contact used to bias the refrigerator. Nominally, an ideal SN contact

with large electron transparency should be able to provide electric conductance without thermal

conductance at low temperatures. However both finite temperature and finite subgap density of

states in a superconductor lead to non-zero thermal conductance of the biasing contact which



degradesthe refrigeratorperformance.This posesthe problemof how to bias the refrigerator

without compromisingits thermalinsulation.

The aim of the presentworkwasto addressthesetwo problemsand to showthat oncethey

aresolvedthe refrigeratorperformanceis improveddramatically. In particular, we show that

refrigeratorwith two NISjunctions in seriesis capableof reachingtemperaturesof about 100mK

starting from 300mK. This bringsthe NIS refrigeratorsquite closeto practical applications,for

instance,in coolingspace-basedinfrareddetectors[3].

The problemof largespecificrefrigeratorjunction resistancecanbealleviatedto somedegree

in a straightforwardwayby makingthe insulator barrier thinner. Although it is a challenging

technologicalproblemto pushthis processto its limit, wecould convenientlyreducethe specific

resistanceof the junctions to about 0.3kfl × #m2.

It is less obvious how to solve the second problem of heat leakage through the biasing junction.

The solution we suggest here is to combine two NIS junctions in series to forn6 a symmetric SINIS

structure. Since the heat current in the NIS junction is a symmetric function of the bias voltage

V, the heat flows out of the normal electrode regardless of the direction of the electric current if

the junction is biased near the tunneling threshold, V _ +A/e. This means that in a symmetric

SINIS structure we can realize the conditions when the electric current flows into the normal

electrode through one junction and out through the other one, while the heat flows out of the

normal electrode through both junctions. In this way the heat leakage into the normal electrode

of the structure is minimized. The experiment with the SINIS structures described below supports

this idea.

Basic concepts and refrigerator structure

We begin by briefly outlining the basic theoretical concepts concerning the heat flow in the NIS

junctions. Under typical conditions when the transparency of the insulator barrier is small, the

heat current P out of the normal electrode (cooling power) of an individual NIS junction is:

P(V)- 1 /;_deN(_)(e-eV)[f_(e-eV)- f2(e)], (1)e2 RT

where RT is the normal-state tunneling resistance of the barrier, fj is an equilibrium distribution

of electrons in the jth electrode, and g(e) = (_(e2 _ A2)le ]/v_ - A 2 is the density of states in

the superconductor. From eq. (1) we can deduce several properties of the cooling power P. First

of all, by changing the integration variable e _ -e we prove that for equal temperatures of the

two electrodes P is indeed a symmetric function of the bias voltage, P(-V) = P(V). Plotting



eq. (1) numericallyone canseethat P is maximum at tile optimal bias points V _ -l-A/e. The

optimal value of P depends on temperature and is maximum at kBT _- 0.3A, when it reaches

O.06A2/e2RT, and decreases at lower temperatures as (kBT/A)3/2 [4]. Specifically, at V = A/e

(i.e., quite close to the optimal bias voltag_ one can get from eq. (1):

P(A/e) = v'_(v_-1) A 2 _ _(ksT)a/24 ¢(3t2)e-_RT( )3/2 __ 0.48 e RT A " . (2)
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Figure 1. (a) The schematics of the SINIS refrigerator used in the measurements, and (b) an

AFM image of the actual structure.

Figures la and lb show, respectively, a schematic diagram of the SINIS structures studied

in our experiments and the corresponding AFM image of the structure. Four tunnel junctions

were fabricated around a normal metal (Cu) central electrode and four superconducting (A1)

external electrodes. The electrodes were made with electron beam lithography using the shadow

mask evaporation technique. The tunnel junctions were formed by oxidation in pure oxygen

between the two metallization steps. Two junctions at the edges with larger areas were used for

refrigeration, while the pair of smaller junctions in the middle was used as a thermometer. A

floating measurement of voltage across the two thermometer junctions at a constant bias current

was used to measure temperature in the same way as in the simpler one junction case [5].

Single-junction refrigerator

Prior to our experiments with the SINIS refrigerator we repeated measurements in the geometry

of Nahum et al. [1]. In our case the refrigerating junction had a resistance of RT = 7.8 kf/, the

copper island was 10 #m long, 0.3 #m wide and 35 nm thick. Results of the measurements of the

electron temperature in the island as a function of refrigerator voltage V_/, for several starting



temperaturesat V,,lr = 0 are shown in Fig. 2. We see that only a few per cent refrigeration can

be obtained, as expected.
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Figure 2. Results of the NIS single junction experiment: temperature T [mK] of the N-electrode

versus refrigerator voltage V_I_ [#V]. Dots and solid lines show, respectively, experimefltal data

and the theoreticaJ fit including heat conductance of the biasing contact. For comparison, the

dashed line shows the fit without the heat conductance.

Solid lines in Fig. 2 represent a theoretical fit obtained within the standard model of electron

energy relaxation [7-9]. Within this model, we assume that the electron-electron collision rate is

large so that the electrons maintain an equilibrium distribution characterized by the temperature

T, which is in general different from the lattice temperature Tl. The rate of energy transfer from

electrons to phonons is then [8]: P_ = EU(T s - TtS), where E is a constant which depends on

the strength of electron-phonon coupling, and U is the volume of the island. Another element of

the fitting process is a heat conductance _: of the biasing SN contact. (For simplicity, we neglect

temperature dependence of n, since the temperature range of interest in Fig. 2 is not very large.)

The value of the superconductor gap _x is almost fixed by the position of the temperature dips in

the refrigeration curves (Fig. 2) and is taken to be 155 #eV for this sample. Solving numerically

the equation P = P, + _:(T- TI), where P is the cooling power (1) we can calculate T as a function

of V_,]_. The fit in Fig. 2 is obtained in this way with E = 0.9 nW/K s/_m 3 and n = 8 pW/K. For

comparison, the dashed line shows the fit obtained for the lowest-temperature curve without n; in

this case E = 1.4 nW/K s/_m 3. Although there is no drastic disagreement with the data even in



this case,weseethat _:improvesthe fit considerably.

To seewhetherthe valueof theheatconductance_ deducedfrom thefit in Fig. 2 is reasonable,

wecalculatedthe heat conductanceof the SNcontactwith perfectelectrontransparencyat low

temperatures,usingthe methoddevelopedin [9,4]. In this approach,the heat current J in the

contact can be written as follows:

1
/de(e- eV)[fl(e- eV) - g(e)f_(e + eV) - (1 - A(e))f2(e)], (3)a _ e2 Rjv

where RN is the normal-state contact resistance, functions fj(e) are introduced in eq. (1), and

A(e) is the probability of Andreev reflection from the ideal NS interface:

/ (Ie I-( zx2) n)VA , I> zx,
A(e) [ 1, I I<A.

At low temperatures kBT << A and vanishing bias voltage V eq. (3) gives for the linear heat

conductance x:

2A .27rA.1/__.- e=RN(_BT ) exp(- _- ). (4)

Making use of the gap value and temperature corresponding to Fig. 2 we get from this equation
/

that _: = 8 pW/K corresponds to RN on the order of 100 Ohm, which is the same order of

magnitude as in the experiment.

Double-junction refrigerator

Figure 3 shows our main results with the SINIS refrigerator of Fig. 1. The two refrigerating

junctions had resistances RT = 1.0 and 1.1 k_, respectively, and the island was 5 #m long, 0.3/tin

wide, and 35 nm thick. In Fig. 3 we see several refrigeration curves starting at various ambient

temperatures at V,_lr = 0. Note that maxinmm cooling power is now obtained at Vr_/,- _-- 2A/e

because of two junctions involved. From the position of the temperature dips we get A = 180 #eV.

We see that the drop in temperature is ilmnensely improved over that of the single junction

configuration. Solid lines in Fig. 3 show the theoretical fit which was obtained within the same

model as for the single-junction configuration with the two modifications. We do not have heat

conductance _: this time, and we need to solve the balance equations simultaneously for the energy

and electric current in order to determine the electric potential of the island. The best fit shown

in Fig. 3 corresponds to E = 4 nW/K s #m _. The fit can be classified as reasonable, although

there are some obvious discrepancies between the data and the theory. Possible origins of these

discrepancies include an oversimplified model of electron-phonon heat transfer on the theory side,



and poor calibration of the thermometertoward higher temperatureson the experimentalside.

The inset in Fig. 3 shows the maximum cooling power as a function of temperature deduced

from this fit, together with the analytical dependence obtained by summing eq. (2) over the two

junctions. We see that the simple analytical expression (2) gives a very accurate description of

the lower-temperature cooling power.
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Figure 3. SINIS refrigerator performance at various starting temperatures. Notations are the

same as in Fig. 2. Dots are the experimental data, while the solid Lines show the theoretical fit

with one fitting parameter E for all curves. The inset shows the cooling power P [pW] from the

fits (dots), together with the analytical result from eq. (2).

We must stress that Fig. 3 shows electron, not lattice temperature. By cooling only electron

gas we avoid the problem of parasitic phonon heat conductance through refrigerating junctions.

(Electron heat conduction due to tunneling plays a minor role and was accounted for in our model.)

If we would try to coo]_ down the normal island as a whole, the phonon heat conduction through

the insulator barrier would become important limiting factor also in our refrigerator. In order to

estimate the magnitude Ppj, of the parasitic phonon heat flow through the tunnel junctions we

note that neither the thin insulator layer of the junction nor the difference between parameters of

the junction electrodes (aluminum and copper in our experiment) give rise to substantial reflec-

tion coefficient of the large-wavelength phonons relevant at low temperatures. Therefore we can



estimatePph as the flow of energy associated with ballistic propagation of acoustic phonons:

  (kBT) 4( 1 2
P,,,-

where Cll and ci are longitudinal and traversal sound velocities. For aluminum at T=I K this

equation gives the power density Pph -_ 0.6 nW/#m 2. Comparing this with the cooling power of

our refrigerator we see that the refrigerator can cool the normal island as a whole only for starting

temperatures not greater than 0.3 K. Decrease in tunnel resistance of the refrigerating junctions

could shift this temperature limit to few Kelvins.

Conclusion

In conclusion, we have shown that the nominally-symmetric SINIS structure can be used as an

efficient Peltier refrigerator. One of the advantages of the symmetric structure is that it is easier

to fabricate than the asymmetric single-junction configuration. Besides this, SINIS structure

provides more efficient thermal insulation of the central electrode, which allowed us to demonstrate

a temperature drop of about 200 mK starting from 300 mK. The achieved cooling power density

was approximately 2 pW/#m 2, with the total power being 1.5 pW at T = 300 inK.

The next step in the development of a practical NIS refrigerator could be further optimization

of the refrigerator performance with respect to the resistance RT of the insulator barrier. As we

saw above, the cooling power of the refrigerator increases with decreasing RT. For a fixed junction

area this trend would continue only up to an optimal resistance, at which point the transport

starts to be dominated by Andreev reflection [4]. The theoretical limit for the maximum cooling

power density is on the order of 10 -s W/#m 2 for aluminum junctions and should be reached in the

junctions with unrealistically low specific resistances on the order of 10 -2 91 x #m 2. In practice

the limiting factors will be the technological ability to fabricate uniform tunnel barriers with high

transparency.

The authors gratefully acknowledge useful discussions with A. Korotkov, K. Likharev, J. Luck-

ens and M. Paalanen. This work was supported in part by the Academy of Finland and ONR

grant # N00014-95-1-0762.
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Laser Material Processing for Microengineering Applications
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Abstract

The processing of materials via laser irradiation is presented in a brief survey. Various

techniques currerltly used in laser processing are outlined and the significance to the

development of space qualified microinstruments are identified. In general the laser processing

technique permits the transferring of patterns (i.e. lithography), machining (i.e. with nanometer

precision), material deposition (e.g. metals, dielectrics), the removal of

contaminants/debris/passivation layers and the ability for providing process control through

spectroscopy.

0 '"

Introduction

The microelectronics processing technique has been successfully used to cofabricate

microstructures (i.e. transducers) alongside electronics (i.e. "intelligence"). The result is a

"smart" microinstrument comprising of materials compatible with microelectronics processing.

The use of materials outside the fabrication recipe list is typically not recommended as it may

jeopardize the product yield or contaminate a process line. As a consequence, a limited set of

materials are available for most microinstrument development. This limitation is dictated by the

processing approach and would be less restrictive for a processing tool which could alter

materials with "site-specific" precision and without the need for raising the sample bulk

temperature. Laser processing is one such technique which complements the microelectronics

processing technique and permits the site-selective processing of materials at low bulk

temperatures. For example, the laser based technique has been used as a "direct-write"

processing tool for circuit repair operations. Still, more is possible if the knowledge in laser

material interaction physics/chemistry is used to advantage. A laser "tool" can provide

capabilities which are beyond the post-assembly simple-repair operations. First, as a processing

tool the laser is non intrusive and can easily be integrated into a microelectronics fabrication

assembly line. Second, the laser tool is amenable to automation. Third, a laser tool can be

configured for multitasking in situ operations (i.e. it can put down and/or remove material, serve

as process diagnostic). Finally, a laser based tool offers new capabilities, such as processing at

an imbedded interface. A technique currently unavailable in the microelectronics processing tool

chest. There is sufficient experimental evidence that a laser based material processing tool will

serve to accelerate the development of microinstruments by allowing materials with unique

chemical and physical properties (e.g. ceramics, diamond, polymers) to be processed. This

capability will be specially important for space applications where materials are designed to

meet stringent standards.

Space qualified hardware must meet a diverse set of environmental conditions. Prior to

launch, space qualified hardware is typically placed in storage, sometimes for years. The

storage environment may include both high temperature and humidity. During the launch the

hardware must survive the high acoustic and acceleration forces and subsequent to the launch,

they must operate in vacuum, without the benefit of cooling air. Furthermore, the hardware is

exposed to cosmic radiation and must survive thousands of heating-cooling cycles. Therefore,



materialsarespecificallychosenor"engineered"towithstandboththelaunchandthespace
environments.Likewise,componentpackagingforspaceapplicationsisalsonontrivial. The
packageoranenclosuremayservetwopurposes.First,to mitigatetheeffectsof thespace
environmentandsecond,to provideanexitpathwayforoutgasingof materialscontained.
Consequently,somecomponentsmayhavetobelocallysealedwhileothersmayrequire
pathwaysforoutgassing.

Microinstrumentsdesignedfor spaceapplicationsmustalsomeetthediversesetof
environmentalconditionsadescribed.Asaconsequencespacequalifiedmicroinstruments(and
applicationspecificintegratedmicroinstruments-ASIMs)mayincorporatematerialsnot
commonlyusedin terre_strialapplications.Likewise,theintegratedpackagingapproachesused
mustemploylocalizedhermeticsealstoprotectcontaminantsensitivecomponents.A
hypotheticalexampleof suchapackageisgiveninFigure1wherevariousdevicesand
components,comprisingof avarietyof materials,areassembledonacommonsubstrate.To
fabricate,testandrepairsuchamodulerequiresamaterialprocessingtoolwith "direct-write"
capability.The laser is a "direct-write" processing tool which does not require vacuum, can

deposit, remove or alter materials with both site and material specificity and can deposit energy

at an imbedded interface. The result is the ability for localized material processing without

raising the temperature of adjoining structures or components. Figure 1 shows a few of the

viable laser processing tasks for the hypothetical package example and Table 1 lists a few of the

current laser applications in material processing.
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Figure 1: Hypothetical ASIM in a hybrid multichip module

(MCM) package employing flip-chip technology.



Table1: Examples of Laser Applications in Material Processing

Pulsed Laser Deposition (via Ablation) -

scale-up to 200mm wafers shown.

Bibliography of deposited thin films 1

Bandgap Engineering 2

Biocompatible Materials 3

Nanometer Scale "Machining" (via

nonthermal ablation) --- Crystals

Photochemical Deposition

Surface Annealing

Micrometer scale "Machining"

Etching: Metals, Insulators, Semiconductors

Soft Ablation: Polymers

Scribing and Contouring

9 Spectroscopy
Surface, Above surface, Process Control

10 Photolithography

11 Localized Oxidation

Annealing 12 Surface texturing/contouring

Semiconductor Doping and Drive-in.

Laser-LIGA

13 Surface Debris Removal (i.e. cleaning)

14 Embedded Interface Diffusion

Fundamentals and Selected Application Examples

To refine the laser material processing technique requires understanding the laser

material interaction phenomenon. Many textbooks and articles cover this material at depth 4.

This report only summarizes the salient features and without the benefit of supporting equations.

Under most laser processing conditions the criteria for optimum laser material interaction is

described by a handful of equations 5. These equations describe the propagation of the laser

beam energy through the beam delivery optics, the photophysical interaction with the surface

(i.e. absorption, surface chemical interactions) and the subsequent surface modification. The

equations are simplified for a Gaussian laser beam propagating in a diffraction-limited optical

system, though for most material processing a top-hat or fiat top homogenized beam is used 6.

In general, the fundamental physics is driven by the incident laser fluence (J/cm2), the

responsivity of the material and the photochemistry of the ablated material. In vacuum and for
very low laser fluences the particle or "processing" yield is governed via non thermal

photoactivated mechanisms. In this processing regime the yield is non linear with the laser

fluence and the surface is "processed" with nanometer precision. At somewhat higher laser

fluences the irradiated surface is abruptly heated and material processing is via thermal initiated

mechanisms. In this regime, processing yield is typically linear and the processing precision is

micrometers. At much higher laser fluences, where an above surface plasma is ignited, the

interaction of the laser with the surface is reduced as a result of absorption in the plasma. In this

regime, the surface morphology is altered not by the laser but by the above surface plasma. The

processing precision is not easily controllable but is nominally on the millimeter scale. Table 2

shows the process criteria and related parameters for laser "direct-write" processing and Table 3

gives a summary of common laser parameters that can be controlled and the induced effect in

processing. Application examples of processing materials in these different regimes are also

given below.



Table2: Processconsiderationsindirectwriteprocessing(fromRef7)

Process Considerations Related Mechanisms

Resolution Wavelength

Beam spot size

Thermal diffusivity

Nonreciprocity

Writing Speed Beam size
Film growth rates

Resistivity Composition

Impurity

Physical structures

Morphology Coherence effects
Nonuniform heating
Instabilities

Adhesion Interfaces

Thermal mismatch

Table 3: Laser parameters and related processing parameters

(from Ref 8)

Laser Parameters Effect on Material Processing

Power (average) (W) Temperature (steady state)

Process throughput

Wavelength (pm) Optical absorption, reflection, and
Transmission, Resolution

Photochemical effects

Spectral linewidth (nm) Temporal coherence
Chromatic aberration

Beam size (mm) Focal spot size, Depth of focus
Beam transformation characteristics

Intensity

Lasing modes Intensity distribution

Spatial uniformity

Speckle, Spatial coherence
Modulation transfer function

Peak power (W) Peak temperature

Damage/induced stress
Nonlinear effects

Pulsewidth (sec) Interaction time

Transient processes

Stability (%) Process latitude

Efficiency (%) Cost

Reliability Cost



Forsomematerials,withUV laserirradiationandatverylow laserfluences(<100mJ/cm2)the
lasermaterialinteractionisdrivenbyelectronicratherthanthermalexcitation.Underthese
circumstancesnanometerscaleprecisionsurfaceprocessingbecomespossible.By controlling
thelaserfluenceduringtheirradiation,asurfacecanbe"peeled"atomiclayer-by-layer.
Furthermore,bytuningthelaserwavelengthselectiveremovalof speciesfromthesurfaceis
possible.Figures2and3presentbothofl_hesephenomenonfor theperovskiteceramic
Bi2Sr2CaCu208. Figure2showsthecalciumatomphotodesorptionyieldasafunctionof laser
shotnumber.Theoscillationin thecalciumsignalasmeasuredbythemassspectrometer
corroborateswith thelayer-by-layerremovalconcept.Figure3showstwomassspectraof the
photoejectedspeciesfor twolaserirradiationwavelengths.For351nmirradiationthemass
spectrumisrepresentativeoftheallthespecieswhilefor248nmirradiationasinglemasspeak
ismeasured.Mostlasermaterialprocessingisconductedathigherlaserfluencesthanthatused
inacquiringthedatashowninFigures2and3. Lasermaterialprocessingvianonthermal
excitationbecomeseconomicalfor laserrepetitionratesgreaterthan1MHz. At thehigher
fluences,microscribingorsurfacetexturingbecomeeconomicallyfeasibleformostlaser
systemscommerciallyavailable.Lasermicroscribingisavalueaddedprocessbecauselaser
scribingisgenerallyfasterthanmosttechniquesandleavesthesurfacewith lessoveralldamage.
Evenincomparisondiamondscribedsurfaces.An exampleis in thedevelopmentof largearea
(I mx 1m)photovoltaicswherelaserscribedsurfacesresultin cleanercuts.Microsribed
surfacesalsohavepropertieswhichmaybeimportantinspaceapplications.Surfaceswith
complextopologiesareknownto enhancechemicalreactivity(e.g.catalysis),opticalreflectivity
(e.g.lighttrapping),mechanicalaction(e.g.microVelcro,precisionabrasion)andload-handling
capabilityin lubricatedjournalbearingsystems.Surfacescanbelasermicroscribedeitherviaa
"direct-write"method,throughtheformationof aninterferencepatterninachemicaletching
environmentorviaarapidheatingandrecrystallizationprocess(temperatureriserate>107K).
Figure4 showsascanningelectronmicrographof amicrotexturedcrystallinealuminumsurface
preparedinvacuumatTheAerospaceCorporationusingthelattermethod.Theinsetshowsthe
scalewherethemeasuredcorrugationperiodisapproximately0.15_tm.Mostsurfacetexturing
orscribingby laseristypicallydonebythetwoothermethodsusinganetchingsolution.Table4
liststypicaletching/ablationratesfora laserbasedmaterialprocessingsystem.Fortheetching
of SiandSiO2thetablealsoincludes,forcomparison,thepredictedetchingratesusedin
microelectronicsprocessing.... foretchingwithouta laserandusingarelativelyvigorous
KOH/waterrecipe.
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a function of laser pulse number. The irradiation is via a UV laser

nonthermal photosputtering from an aligned single crystal, high Tc
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Figure 4: UV laser microtexturing of an aluminum (I 11)

surface prepared in UHV.

Table 4: Etching/ablation rates for typical materials used in semiconductor

processing (data from tables in Ref. 11)

Si:: - 7-15 Ix/sec

(KOH etch rate Si<100>, 35%, 100C is 55 nm/sec)

-otSi:: - 50 nm/pulse

GaAs:: - 0.5 - 2 Ix/sec
GAP:: - 60 nm/sec

Polimide:: - 0.1 - 1.0 Ix/pulse

PMMA:: - 0.3 Ix/pulse

AI:: - 0.1 - 1.0 _sec

Cr:: - 80 nm/pulse

Mo:: _ 20 Ix/pulse

SiO2:: - 0.5 -3 nm/sec

(KOH etch rate 40%, 100C is 0.5 nm/sec)

Ge:: _ 36 _t/sec

laP::- 140 Ix/see

Diamond:: - 140 nm/pulse

PET:: _ 0.1-1.0 la/pulse

Ag:-0.1 Ix/pulse

Au:: - 50-80 nm/pulse

Cu:: ~ 0.1 0/pulse
W:: - 3 nm/sec

Recent interest has focused on the ability of UV lasers to micromachine diamond. Diamond is a

material which offers significant advantages in applications for space systems. It is both a good
electrical insulator and a chemically inert material. Moreover, it has low thermal expansion

when compared to silicon, aluminum nitride, Kovar and alumina. It could serve as an ideal

material for packaging. Lasers can not only machine diamond but can also grow a variant of true

natural diamond. Amorphous diamond (-75% true diamond by volume) is one form which is

similar to natural diamond in hardness (-78GPa) and has a low coefficient of friction (-0.1).



Usinghighintensityablation,amorphousdiamondcanbedepositedwithoutcatalysts12.Various
steelshavebeencoated(304,316L,440C)13longwithsilicon,titaniumandIR optics(Ge,
ZnS)14.Growthratesof 0.5_tm/hrover100cmZhavebeenrealized.Figure5showsa free
standinglasermicromachineddiamondmicrogearwhileFigure6showsalasermicromachined
valveinadiamondsubstrate.
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Figure 5: a) Freestanding laser micromachined diamond

microgear, b) Engraved laser micromachined gear in type l b

diamond substrate (Courtesy of Potomac Corp.l 5)
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Figure 6: a) Laser micromachined valve in diamond substrate
without the actuator b) Schematic of the valve design. (Courtesy of

Potomac Corp.)
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Experiments now in preparation at The Aerospace Corporation will utilize the laser processing

techniques as described to develop microthrusters for space applications. The intent is to

develop a miniature (15 cm diameter) space micropropulsion platform. Several concepts are

under consideration, they include the traditional monopropellant thrusters and a miniaturized ion

propulsion thruster. Key to developing this subsystem is the fabrication of a very low-leak rate

microvalve which is resistant to caustic gases (e.g. hydrazine) and the integrating of the valving,

propellant tank and the thruster nozzles.



A general survey of current space systems finds that there are applications where the laser

material processing technique would be of value. A few examples are given. Under the general

area of fabrication, laser processing could be used to machine microchannels in sensor arrays for

integrated cooling systems, lasers could also be used to machine vias for multilevel interconnects

and for developing media for permanent high density information storage (WORM). Laser

processing tools are certainly needed in the development of large area photovoitaics, diamond

coating of surfaces and in advanced packaging schemes were localized hermetic seals are

required. In the area of repair or modification, laser tools can be used to trim resistor and

capacitor values, can be used for fixing interconnects in DRAM chips and the alloying of metals

for increased corrosion resistance. Laser processing tools have the greatest impact in the area of

prototyping. Whether for prototyping complex multitiered microoptics in various materials or in

fabricating microstructures in diamond or ceramics --- the laser tool is unsurpassed in its

versatility. The only barrier to implementing laser processing in microengineering is the lack of

prototyping service-centers and in the lack of process development.
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Abstract

As an example of microsystems fabricated by the LIGA-technique three systems are described and

characterized: a triaxial acceleration sensor system, a micro-optical switch and a microsystem for the

analysis of pollutants. The fabrication technologies are reviewed with respect to the key components

of the three systems: an acceleration sensor, an electrostatic actuator and a spectrometer are made by

the LIGA-technique, a micropump and microvalve are made using micromachined tools for molding

and optical fiber imaging is made possible by combining LIGA and anisotropic etching of silicon in a

batch process. These ,examples show that the combination of technologies and components is the key

to complex microsystems. The design of such microsystems will be very much facilitated if
standardized interfaces are available.

Introduction

At the Research Center in Karlsruhe (FZK), the LIGA technology (Bec86) as one of the dominant

micro patterning technologies has been developed over the last ten years. Three years ago, the

promising economic perspective of microsystems has led to an increase of FZK's activities in this

field by coordinating the work from areas such as patterning technologies, chemical sensor

fabrication, assembly, material science, electronics and computer science.

In this paper, the results of our efforts on three microsystems will be reviewed as an example of the
activities of FZK:

a triaxial acceleration sensor system in a planar setup consists of two LIGA-acceleration sensors

for the detection of acceleration within the substrate plane and a commercially available silicon

acceleration sensor for the direction normal to the substrate; this setup simplifies assembly

tremendously;

a switch for monomode fiberoptical communications uses an electrostatic LIGA-actuator on a

silicon substrate with etched grooves for vertical placement of lenses and with LIGA lateral fixing

elements for lenses and fibers;

a microsystem for the optochemical analysis uses a LIGA-spectrometer with especially designed

electronics and a micropump for fluid control to and from a micro cuvette which carries

optochemical sensors..

In the next section we will give a brief review of the involved technologies and we will describe the

key components of the microsystems. Subsequently, the microsystems and their performance will be
described.



Microstructure Technology and Components

The fabrication procedure of microcomponents usually involves all of the three technologies:

patterning, material deposition or etching and microassembly. Full batch fabrication is the goal since

it promises high repeatability, good quality control and high output per processed substrate. All the

technological steps of the LIGA-technique (x-ray lithography, electroplating and molding) are batch

processes. Though molding of these structures has been successfully implemented (Bot 94, Mtil 95) it

will not be covered here since mass fabrication is hardly an issue for space applications and for small

numbers of structures x-ray lithography and electroforming is more economic than to setup LIGA

molding facilities.

To fabricate acceleration sensors as well as electrostatic actuators the LIGA-process has been

improved by a sacrificial layer technique. The process scheme is shown in Figure i. Before the

PMMA x-ray resist is cast onto the substrate, an electrical layer of Cr/Ag and a sacrificial layer of Ti

are patterned by optical lithography and wet etching. After x-ray exposure and development, the

PMMA pattern is filled by electroplating, Ni is used for the acceleration sensor but Ni/Fe permalloy,

Cu or Au are also available aS a standard. When the resist has been stripped, the sacrificial layer is

etched away and finally the substrates are diced and the individual sensors are mounted and bonded

onto the circuit board (Moh 90) using the Cr/Ag bond pads on the substrate.

X-ray radiation
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Figure 2 shows the schematic of the LIGA acceleration sensor where the moveable seismic mass

forms two capacitors with the adjacent fixed electrodes. The final design is shown in an SEM picture

in Figure 3. The smallest lateral dimension is the width of the capacitor gaps which is merely 41.tin

and which results in a high zero acceleration capacitance of 4.5pF. The height of the structure of

200gm requires special attention with respect to the development process (Elk 94). The complete

sensor is 3mm long and lmm wide. The mass is suspended with two parallel cantilever beams to two

stationary blocks (on the right side). They assure a parallel deflection of the seismic mass which is

favorable for high linearity. The width of the beams determines the sensors' maximum acceleration

range which may be between 1 and 20g, depending on the design. Four fixed blocks in the comers of

the structure prevent a short between the seismic mass and the fixed electrodes. The fixed electrodes

are interrupted every 1001.tm for two reasons: first, during processing, the corresponding PMMA bar

stabilizes the 4t.tm thin PMMA wall which forms the capacitor separation and, second, the width of

the interruptions may be used to tune the damping coefficient of the structure depending on the

atmosphere to 0.7 as desired for maximum bandwidth. The complex forked geometry of the seismic

mass ensures that the capacitance of parts for which the gap width decreases with temperature is

identical to parts for which the gap width increases with temperature (Str 93). Figure 4 shows that the



linear term of the temperature dependence is completely suppressed by the forked design. Table 1

summarizes the experimental data of a lg LIGA-sensor element (Str 94).

Table 1."Experimental Data of the LIGA-Acceleration Sensor (Str 94)

sensitivity resonance frequency damping coefficient thermal zero shift

20%/g 557Hz 0.45 6* 10Sg/K

thermal shift of sensitivity

2.3.104/K

antilever

counter electrodes _ bondpads

Figure 2." Schematic of a LIGA Acceleration Figure 3: SEM-Picture of an Optimally

Sensor. Designed Sensor Element. Overall dimensions
are 3mm*lmm. For details see the text.
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Figure 4: Temperature Dependence of one

of the Sensor Element's Capacitances.

A strong linear term which may result from

different expansion coefficients of the

substrate and the electroplated nickel is

completely compensated for by the forked

design (Str 93)..

The electrostatic linear actuator shown in Figure 5 has been especially developed with respect to

large displacements (Moh 93). Figure 6 shows the individual teeth in an enlarged way. From Figure

7 it can be seen that a design with parallel plates has a limited displacement of 70Mm because for this

design the electrostatic force remains constant while the spring force increases. For large

displacements, the conical design uses also the force component that rises as 1/d z where d is the

separation of the plates. Fabrication tolerances result in an unsymmetric placement of the slider by

1Mm. The 1/d 2 component of the force not only pulls the slider in the desired direction but also onto

the sides. For small displacements, this component can be compensated by springs that need to be

designed stiffly in this direction but at higher displacements, guiding elements are required that

prevent the slider from contacting the electrodes. When the guiding elements are touched (= 1901am),

friction leads to a drastic decrease of the net force.



Figure 5: Electrostatic Linear LIGA-

Actuator Optimized for Large

Displacement.

On the left side, the fixing elements for

fibers can be seen. Parallel cantilever

springs on the left and right ends of the

actuator are used to hold and guide the

slider. They need to be stiff with respect to

a side motion of the slider (vertical in the

picture)(Moh 93).

Figure 6: Close-Up View of Individual

Capacitor Elements.

The cone angle is 15 °. A parallel design

referred to in Figure 7 has a cone angle of

0 °.

EL190pm, FK=3.8N/m a) 10-41Jm b) 6-4gm
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Figure 7: Calculated Force-Displacement

Characteristic of the Conical Actuator

(7or).
The dashed lines correspond to a parallel

plate design with (constant) plate

separation of lOpm and 6pm for the lower

and higher forces, respectively. The full

lines correspond to the conical design with

the same initial plate separations.

To fabricate a blazed spectrometer, we use a 3 layer x-ray resist consisting of PMMA as a core-layer

and PMMA and a copolymer as cladding layers which are bonded to each other by high pressure

welding at temperatures slightly above the glass transition temperature. The transition zone between

the layers is approximately 10tam thick (G6t 91). The core layer has a higher index of refraction and

guides the light coupled into the structure by a multimode fiber (Figure 8). By a fiber connector, a

clear optical interface is defined. Figure 9 shows part of the grating whose step height is 0.21.tm at a

step length of 3l.tm and a vertical height of 125_m which corresponds to the thickness of the fiber.

The fabrication of this structure is a technological challenge in all process steps involved: mask



making,x-ray exposureanddevelopmentand, for massfabrication,molding.Furtherdetailscanbe
foundin (Mtil 94).

Figure 8: Principle of the LIGA-

Microspectrometer. The light is transferred

to the device by an optical fiber and is

guided by the core layer. A slanted sidewall

is used to reflect the light out of the device

onto a linear CCD diode array.

Figure 9: Close- Up View of the

Spectrometer's Teeth.

The interface between the core and cladding

layer is clearly visible. The step height is

0.25pm, their length is 3pm. The sharpness

of the teeth extends over the whole resist

height of 175pm (Mill 93).

In order to measure the intensity of the diffracted light, a slanted sidewall of the PMMA structure is

used to direct the light out of the spectrometer plane (Figure 8). This makes the alignment of a linear

CCD-diode array with a pixel size of 25"5001am very easy. An evaluation board which includes

ADCs, a microcontroller and a serial port has been developed and has been fabricated in SMD

multilayer technique. The complete set-up fits into .a box of 70mm*60mm* 15mm. The experimental

data of the spectrometer are listed in Table 2.

Table 2." Characteristic Data of LIGA-Microspectrometer

spectral transmission

range at _b_a_*

400- 25%
1100rim

spectral
resolution

7nm

attenuation to

scattered light

25dB

optical fiber diode array dynamic

range

measuring
time

50/1251am Hamamatsu 10000 - 40ms -
gradient index $5464-512F 20000 2560ms

Besides x-ray lithography, micro milling and drilling has evolved as an important patterning

technology to fabricate molding tools (Bie 93). As shown in Figure 10, several levels may be

fabricated with smallest dimensions being limited by the available tools: 50 I.tm diameter for a drill

and 300 _m for a micro-end mill. To fabricate pneumatic devices for example a pump (Btis 94) or an

active valve system (Fah 94) such tools have been extensively used to mold the casings from PSU.

Their fabrication also requires thin-film deposition, optical lithography and adhesive bonding.

Particularly adhesive bonding had to be developed and the main contribution has been the



developmentof alignedadhesivebondingfor batchprocessingusing capillary forces in order to
deposittheadhesivein thedesiredplaces(Maa94).

Figure 10: SEM-Picture of a 4 Level

Molding Tool Fabricated by Micro Milling

and Micro Drilling.

The smallest dimensions are holes of 50pro

and the width of areas where material has
been removed can not be smaller than

3001am. The limitations result from the

dimensions of the smallest commercially

available tools (Fah 94).

The micropump shown in Figure 11 is made of two PSU casings between which a polyimid

membrane is placed. The polyimid membrane seals the actuator chamber and by pulsed resistive

heating, the air volume underneath the actuator chamber is displaced. Two passive valves are used to

obtain a directed flow of the displaced gas. With these pumps, flow rates in the range of 2201al/min

can be achieved at a pulse rate of 30Hz (Table 3).

pump cases resistive utuator polyimlde adhesive

from PSU heater chamber membrane A

In_et valve pump chamber outlet valve

_lOx7mm

Figure 11: Schematic of a Micropump for
Gases.

The fabrication makes use of thin-film

technology, optical lithography, molding

and adhesive bonding (Biis 94).

Table 3: Characteristic Data of the

drive voltage max. outlet pressure
15V 130 hPa

Micropump for Gases

max. flow rate pulse length

2201al/min 2ms

pulse frequency dimensions
30Hz 10*7*lmm 3

Triaxial Acceleration Sensor System

Since acceleration is a vector, it needs to be measured in all three directions of space. This can be

accomplished by using two LIGA-sensor elements for the directions perpendicular to the substrate

normal (Str 94) in combination with a silicon sensor element for the normal direction. With this

planar set-up little or no alignment of the sensor elements is necessary since the LIGA-structures may

be processed orthogonally by design on a single substrate and the third direction is the natural

direction of sensitivity of the silicon sensor. Figure 12 shows the completed sensor system including

hybrid electronics and digital signal processing.



Figure 12: Complete Triaxial Acceleration

Sensor System.
Two LIGA-Sensors measure within the

substrate direction, one silicon sensor

measures the normal direction. On the left

side, the sensor elements and the analogue

board, on the right side ADCs and digital

electronics for preprocessing and external
communications are shown.

The key to low,cost and efficient sensor systems are sensor elements with high linearity and low

thermal drift because for such an excellent sensor element, expensive corrections of the data are not

necessary. In order to preserve the good characteristics of the LIGA-acceleration sensor element, a

hybrid feedback read-out circuit has been developed. It uses controlled electrostatic forces to keep the

seismic mass centered between the fixed electrodes. It has been optimized with respect to a high 3dB

bandwidth and low noise. Table 4 summarizes the experimental results obtained with this circuit. It

should be noted that the current resolution limit (1.21ag/_/Hz) is due to the mechanical noise of the

equipment and that the bandwidth includes zero frequency (DC) as well. Table 4 summarizes the

characteristic data of,the sensors. A system that has been extended to obtain redundancy and that

includes data preprocessing has been described in (Stro 94).

Table 4: Characteristic Data of 28 Acceleration Sensor Element with Feedback Readout

range sensitivity linearity thermal zero shift resolution 3dB frequency

2g 197 lmV/g 0.8% 90_tg/K 28tag (1.21ag/_/Hz) 570Hz

Microoptical Bypass Switch

In optical communications, a device is needed to bypass a faulty user or amplifier. The electrostatic

actuator shown in the previous section fulfills three major requirements: the LIGA sidewall has a

very small roughness so that it can be used as a mirror, the displacements are somewhat larger than

the diameter of a collimated fiber beam and no energy is required to keep the actuator at any position.

For monomode applications, an optical bench is required that images the fiber ends onto each other.

The schematic of Figure 13 illustrates the principle. Since imaging with ball lenses of the diameter of

the fibers (125_m) is physically prohibitive, commercially available ball lenses of 900pm diameter

have been used. This makes the fabrication of the system more complex because a major requirement

is to have the optical axis parallel to the substrate surface within very narrow tolerances (M_il 93). By

anisotropic etching of (100) silicon wafers, the lenses may be positioned vertically with the required

level control of less than llam. For the lateral fixing of the lenses a LIGA resist pattern is used

(Figure 14). The precision of the lateral position of the fixing elements is strongly dependent on the

stresses that bend the whole substrate during processing. For the most influential process steps,

sputter deposition and electroplating, special parameters had to be found that minimize this stress.

The coupling losses of the optical part has been measured in a separate set-up. They vary between 1.6

and 2.4dB of which almost ldB may be attributed to reflection (Mill 95). The measured values are

well within the requirements of 3dB for this system. The complete system that includes the actuator

is currently being investigated experimentally.



Fiber 1

Figure 13: Schematic of the Bypass Switch.
In the active mode which is shown, the

signal proceeds from fiber 1 to fiber 4 via

the user and an amplifier. In the inactive

mode, the signal is coupled directly from

fiber 1 via the mirror to fiber 4 (Mtil 95).

Figure 14." SEM-Picture of a Lens Leveled

by an Etched Silicon Substrate and Fixed by
LIGA-Structures.

Microsystem for Optochemical Analysis of Pollutants

Figure 15 shows the schematic layout of a microsystem for optochemical analysis of heavy metal

ions in water. It consists of a module of 4 micropumps for fluid handling, a microcuvette with

chemical sensors on its sides, the LIGA-spectrometer to measure the extinction over the whole

wavelength range and a 16 bit g-controller to control the micropump and the data transfer to a PC.

The 4 pumps are working in a special sequence so that a reference liquid as well as the sample liquid

are pumped through the microcuvette. To avoid contamination of the pumps with liquids, they are

working as pressure or vacuum pump.

4-f dr,

a

ProbenflE6s_gkeil

KOvette rrtt

optoct_schen p-Kontroller mit
Sensor PumperBteuerung

Kuge_l_sen

Referer_flQssigked

\
PC

Mikrospektrorneter

Figure 15: Principle of the Optochemical

Analysis System.
Below a module of 4 )s is shown.



The optochemical sensors change their transmission behavior depending on the concentration of Hg,

Pb, and Cd. A multicomponent analysis has been realized by using derivatives of porphyrin so that

different metal ions show different absorption coefficients in different spectral ranges (Rec 93). The

following limits of detectability have been measured:

Hg(II) 30_tg/l

Cd(II) llag/l

Pb(II) 20_tg/1

Long time stability has been considerably improved by binding the porphyrin to a macromolecular

carrier with a molar weight of 60000. At constant concentration, the sensor signal decays by merely

15% over a time period of 40 days (Rec 93).

Conclusions

In the past, the efforts in microtechnology have concentrated on different fabrication technologies

and on components compatible with these technologies. The LIGA-technique is most important

because the large structural height is advantageous with respect to actuator forces, the extreme

sidewall smoothness makes optical applications possible and the small structural detail may be

exploited in diffraction optics.

The microsystems presented here clearly indicate that the technologies and components are

sufficiently advanced in order to design real systems. It has been shown that future improvement is

expected by combining different technologies, for example LIGA and silicon-etching or LIGA and

micromachining. To facilitate this, a major prerequisite for the near future is the definition of

standardized interfaces between components fabricated by different technologies.
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MICROMECHANICAL MACHINING PROCESSES AND THEIR APPLICATION

TO AEROSPACE STRUCTURES, DEVICES, AND SYSTEMS
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Abstract

Micromechanical machining processes are those micro fabrication techniques which directly

remove work piece material by either.a physical cutting tool or an energy process. These processes are

direct and therefore they can help reduce the cost and time for prototype development of micro

mechanical components and systems. This is especially true for aerospace applications where size and

weight are critical, and reliability and the operating environment are an integral part of the design and

development process. The micromechanical machining processes are rapidly being recognized as a

complementary set of tools to traditional lithographic processes (such as LIGA) for the fabrication of

micromechanical components. Worldwide efforts in the U.S., Germany, and Japan are leading to results

which sometimes rival lithography at a fraction of the time and cost. Efforts to develop processes and

systems specific to aerospace applications are well underway.

Micromechanical Machining Processes

The micromechanical machining processes are divided into two distinct categories based on the

method of material removal. The force processes include single point diamond micromachining

(SPDM), micromilling, microdrilling, and sawing, grinding and polishing. These processes are spinoffs

of traditional mechanical processes but have been specifically adapted to machine features as small as

several micrometers witl_ sub-micrometer tolerances. Merely shrinking the traditional processes has not

proven entirely successful. The micromechanical processes have undergone specific changes for

adaptation at the microscale. The second category is the forceless processes which include laser ablative

micromachining, micro electrical discharge micromachining (mEDM), and focused ion beam machining.

Although it is more akin to microlithographic processes, laser-based photopolymerization (micro stereo

lithography) is also included in this category. All of these processes are undergoing various levels of

integration to provide much more flexibility to the microsystems designer. A summary comparison of

the various micromanufacturing processes in common use are shown in Table 1.

The micromechanical processes directly remove material in a single step rather than many serial

steps found in lithography. To create a microstructure by the LIGA method, for example, an x-ray mask

must be first fabricated. This requires CAD layout of the pattern, an electron beam writing step to

transfer the pattern to a thin photoresist. The resist is then developed and electroplated with chromium

to form an optical lithography mask. The mask is then used to transfer the pattern to a photoresist which

is typically 2-3 micrometers thick. The developed pattern is then electroplated with gold to form an

intermediate x-ray mask. This mask is used with an x-ray source, a synchrotron for example, to form a

final x-ray mask with a gold absorber 10-15 micrometers thick. The final mask is then used to transfer

the pattern to a resist up to centimeters in thickness. The exposed pattern is developed and electroplated

with nickel or other metals to form the final microstructure. A portion of a mold for a micro fluidic

device, produced by x-ray lithography, is shown in Fig. 1.

It is readily seen that the walls axe vertical, straight, and smooth. In addition the top edge is sharp

and without bun's, and the ratio of the vertical to lateral dimensions (aspect ratio) is large. These are

typical advantages of molds and structures made by x-ray lithography and are attributes which a final

product may need to have. The disadvantage is that



FeatureHeight

Cross-Sectional
Shape
Cross-Sectional
ShapeVariation
with Depth
Materials
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IC Compatibility

Process Maturity

Aspect Ratio

Low Volume

High Volume

Table 1.

Micromechanical

Machining

UlTI'S - rnlTl

Very Good

Good

Wide Range
Possible

Good

Developing

Large
Excellent

Process Comparison

X-ray

Micromachining

1000 um- cm's

.Very Good

Limited

New Materials

Being

Developed
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Good

First Products

Large
Poor

Bulk Si

Processing

Techniques

500 um- mm's
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techniques)

Fixed by Crystal

Limited

Fixed

Fair

_urface

Processing

Techniques
10-20urn

Very Good

Very Limited

Fixed

Excellent

Fairly Mature First Products
Small Medium

Fair Poor

Possible Good Excellent Excellent

an x-ray mask made with a gold absorber typically

costs $1 OK to $30K or more depending on the

dimensional tolerances required. The cost for using a

100keV electron beam writer to create an x-ray mask

in one step, thus eliminating the need for the optical

and intermediate masks, has been quoted at $1K per

hour. Gold electroplating must still be performed and

this process uses toxic and environmentally hazardous

materials such as cyanides. The cost of a synchrotron

is tens-of-millions of dollars and the annual operating

costs are over a million dollars. For component and

system prototyping where low cost and rapid turn

around are important, the lithographic processes have

distinct disadvantages.

To help reduce the cost and time for mask and

mold fabrication at the prototype stage, or at the final

stage if the component attributes meet the design

requirements, micromilling has been developed [1-4]

at the IfM. This is presented as an example of the use

of the micromechanical machining techniques. Many

of the other processes are also being adapted in a

similar manner. At present, the process uses

micromilling tools which are 22 micrometers in

diameter and fabricated with focused ion beam

micromachining. The tool material is M42 cobalt-

high speed steel (Rc 65-67). A typical tool is shown

Figure 1 Lithography Mold

Figure 2 Micromilling Tool



in Fig..2. The tools are used to directly mill

polymethyl methacrylate (PMMA) mold and mask

features. The deepest features to date are 62
micrometers and the thinnest walls are 8 micrometers

wide. Sidewalls are very vertical (89.5 degrees or

better) and the rms roughness is 0.1 micrometers.

Complex shapes can be milled simply by

programming the high precision micromilling

machine used for this process. An example of this

complex geometry is shown in Fig. 3 which is just a

small portion of the overall pattern. The pattern is
over 2ram in diameter and over 35 million cubic

micrometers of material was removed in just three

hours. A specially designed

micromilling/micromilling/mEDM machine was

Figure 3 Micromilled Mold

developed which has nanometer-level positional resolution, sub-micrometer positional accuracy and

repeatability, a massive granite structure for thermal and vibrational stability, and air bearing slides and

spindle. Although the machine cost nearly $300K to develop, the fact that it allows very rapid

production of molds and masks gives this process considerable potential to become a mainstream

micromanufacturing technique.

Worldwide Programs in Micromechanical Machining

Because the micromechanical processes are evolving and being applied very rapidly, it is difficult

to provide a complete overview of efforts. The programs shown for the U.S., Germany, and Japan are

somewhat representative of those also taking place in England, Switzerland, The Netherlands, and

Taiwan. Historically, Germany is known for high precision manufacturing at traditional scales. The

LIGA process was commercialized for micromechanical structures in Germany and since that time (the

1980's) there has been a primary focus on that technique. As the technology has matured, the precision

micromechanical processes are seeing increased use to support LIGA[5].

In the U.S., deep x-ray lithography for micromechanical applications has primarily resided at the

University of Wisconsin. Recently, LSU-Baton (Center for Advanced Microstructures and

Devices/CAMD) and Louisiana Tech University/IfM, are applying deep x-ray lithography for production

of microstructures and systems. Because the LIGA process technology had been widely published prior

to the establishment of the IfM, it was known that the micromechanical machining processes would have

widespread utility and were therefore included as an integral part of the Institute. The IfM operates all of

the micromechanical processes previously identified.

Japan still lags behind in the area of deep x-ray lithography primarily due to an apparent lack of

interest or economic driver[6]. Because of this, Japan has many successes in the micromechanical

techniques, especially in micro EDM, silicon-based technologies, and microsystem concepts and

designs. The Japanese government, through MITI, continues to aggressively fund the microtechnologies

and there is considerable support and involvement from the leading technology companies based in

Japan. This support is also evident from the establishment of the Micro Machine Center (MMC) several

years ago. This center has served as a clearinghouse for R&D information from around the world.

Aerospace Applications of Micromechanical and Lithographic Fabrication

Smaller, lighter weight, more reliable, and less expensive are adjectives for components and

systems used in aerospace applications. These are also phrases often used to describe micro-

manufactured components and systems. Such devices are inherently smaller and therefore lighter

weight. Often, these devices are designed to have very few independent parts because of the difficulty in

assembly. With fewer parts, greater reliability can be achieved. With smaller parts also comes reduced



statisticalincide.nceof materialdefectsor non-homogeneities.Usingmassfabricationtechniques
pioneeredby thesemiconductorindustry,or directfabricationtechniquesduringprototypedevelopment,
theunit costof micromanufacturedpartscanbe lessthanby traditionalprocesses.Thefollowing
examplesrepresentasummaryof applicationsworldwideandis notall inclusive.Thecomponents,
systems,andprocessesaregenerallyfor bothaeronauticalandspaceapplications.

Thecostof placingpayloadsin Earthorbit or for planetarymissionsis continuallyincreasing.
Therefore smaller analytical instruments are the obvious next step. Microspectrometers have been

designed and built to the commercial stage in Germany[7,8]. The device operates in the 2.75-3.35

micrometer spectrum by using a reflection grating patterned in a PMMA layer by x-ray lithography.

After development, the PMMA is given a reflective coating. Light is introduced onto the grating by a
150 micrometer diameter multi-mode fiber. The resolution of the device is 31 nanometers. A total of

2000 of the devices have been placed into production.

An electrochemical microanalytical system has been develop[9] where potentiometric

microsensors are combined with solid state ion sensitive membranes, plastic molded micropumps, a

microchannel system for connecting the components, and microelectronic components for signal

processing and system control. At present, the system has been developed to measure pNa and pH.

In Japan, reactive ion etching has been used to fabricate an electromagnetically driven resonant

angular rate sensor[ 10]. A silicon mass, 60 micrometers wide by 190 micrometers thick, is caused to

resonate along one axis by electromagnets. Rotation about a second orthogonal axis causes a vibration

along the third axis by the Coriolis effect. This vibration is sensed by a capacitance change. The device

had a reported sensitivity of 6 fF sec./deg, and rates in the range of 240 deg./sec, to 360 deg./sec, were
measured.

Applications which are being studied or have been developed to the prototype stage at the IfM

include electrostatically driven rotary and linear actuators, self diagnostic bearing elements which can

report several factors concerning the bearing operating environment, micro scale surface modifications

to increase heat transfer in micro heat exchangers and to reduce drag on free and enclosed surfaces,

small "smart" projectiles on the scale of a 0.50-caliber bullet and the control surfaces required at this

scale, micro antennae for near-infrared communication systems, and large L/D micro channel plate

detectors for night vision applications.

Summary

As with many process technologies, there are a variety of ways in which they can be applied to

solve development problems. The micromechanical machining processes should be viewed as an

additional set of tools available to the microsystems designer and fabricator. The processes can be used

as standalone techniques or integrated with more traditional lithographic techniques by pre- or post-

processing. These techniques include substrate preparation such as polishing for smoothness and

dimensional control, for planarizing thick resist layers by polishing or direct diamond machining, for

planarizing multiple layers of resist and electroformed structure materials in the so-called "step LIGA"

process for creating variable vertical geometries, to using microdrilling to remove taper left in deep holes

by electron beam lithography. The current challenge is to develop standard procedures, fixtures, and

reference location schemes so the integration of these processes will not detract from productivity or

dimensional quality of the finished parts and systems.
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Abstract

In order to help provide access to advanced MEMS technologies and lower the barriers for both industry
and academia, MCNC and ARPA have developed a program which provides users with access to both

MEMS processes and advanced electronic integration techniques. The four distinct aspects of this
program, the Multi-User MEMS Processes (MUMPs), the Consolidated Micromechanical Element
Library, Smart MEMS and the MEMS Technology Network will be described in this paper. MUMPs is

an ARPA-supported program created to provide inexpensive access to MEMS technology in a multi-
user environment. It is both a proof-of-concept and educational tool that aids the development of MEMS
in the domestic community. MUMPs technologies currently include a 3-layer polysilicon surface
micromachining process and LIGA processes that provide reasonable design flexibility within set
guidelines. The Consolidated Micromechanical Element Library or CAMEL, is a library of active and
passive MEMS structures that can be downloaded by the MEMS community via the internet. Smart
MEMS is the development of advanced electronics integration techniques for MEMS through the
applications of flip chip technology. The MEMS Technology Network or TechNet is a menu of
standard substrates and MEMS fabrication processes that can be purchased and combined to create
unique process flows. TechNet provides the MEMS community greater flexibility and enhanced
technology accessibility.

Introduction

Over the last decade silicon process technology, synonymous with integrated circuit processing, has
been increasingly applied to the field of micromechanics, leading to the emerging field of MEMS
(microelectromechanical systems). The extensive characterization of silicon processes by the IC

industry, integrated with silicon's high Young's modulus and yield-strength, high thermal conductivity
and low thermal expansion coefficient makes it one of the best understood and well suited materials
available for coupled electronic and mechanical applications.

MEMS is an enabling technology, which partially accounts for the projections of 10 - 20% annual

growth and the potential of a greater than $8 billion market by the year 20001. Current market estimates

of approximately $1 billion are possibly low since MEMS are already being incorporated into much
more complex systems. Due to the enabling nature of MEMS and because of the significant impact they
can play on both the commercial and defense markets, the federal government has taken special interest
in nurturing growth in this field. One of the many ways this is being accomplished is through the MCNC
MEMS Infrastructure program, supported by the Advanced Research Projects Agency (ARPA).

The MEMS Infrastructure program was established in 1993 to provide low-cost, easy access to advanced
MEMS technologies. By lowering the barriers to the technology, it is hoped that the cost (both time and
dollars) of developing and incorporating MEMS into new applications will be significantly reduced.
There are three key components to the Infrastructure program; the Multi-user MEMS processes
(MUMPs), a publicly-accessible standard element MEMS library and the generation of Smart MEMS
through the use of flip chip technology. This Infrastructure base has been expanded through the MEMS
Technology Network or TechNet. TechNet consists of two components, a wafer inventory of standard
substrates common to MEMS fabrication and a menu of common process modules that allow users to
piece together unique MEMS processes for more overall fabrication flexibility than offered in MUMPs.
These activities are described below.



The Multi-User MEMS Processes (MUMPs)

As with integrated circuits, the cost of MEMS devices benefits from the leveraging of batch fabrication
technology. Even so, the costs of micron-scale silicon processing is enormous. Building, maintaining
and operating a cleanroom with knowledgeable workers can out price most universities, small and even
medium-sized companies with interest in developing and/or commercializing MEMS technology.
Commercial prototyping services are available but the cost of developing a full prototype can easily
exceed $250K. As is often the case, MEMS fabrication is too costly for individuals interested in

experimenting with this technology. As a result, the broad dissemination of MEMS technology is
inhibited and the pool of creativity contributing to new and potentially lucrative products is restricted. It
is these access and cost barriers to MEMS development that prompted ARPA and MCNC to establish a

program of multi-project micromachining processes.

By providing an inexpensive route to MEMS fabrication technologies, the MUMPs program has filled
two important niches. First, MUMPs provides cost effective proof-of-concept fabrication. This is
particularly important for small (and even large) companies where R&D funds are limited and providing
some kind of physical evidence beyond the "idea stage" is a prerequisite to further project funding. Once
ideas have been displayed through the MUMPs process, users may wish to take their ideas further to the

prototyping stage. Second, MUMPs provides a excellent, low-cost, educational tool. Since MEMS is, in
many ways, still in its infancy, there is plenty of room for growth. Many universities are beginning to

develop programs in MEMS. Small companies and government agencies interested in MEMS may find
themselves relegated to reading journals but never testing their knowledge because of fabrication costs.
The low cost of the MUMPs program gives these individuals an opportunity to learn more about MEMS

technology and a means of testing their ideas.

The MUMPs program currently offers access to two distinct MEMS technologies: polysilicon surface
micromachining and LIGA (hereafter referred to as LIGAMUMPs), which is provided in conjunction

with the University of Wisconsin.

MUMPs

Polysilicon surface micromachining encompasses many of the same fabrication techniques as traditional
silicon IC fabrication where layers of CVD films are deposited and subsequently patterned using

photolithography and plasma etch techniques. Alternating layers of silicon dioxide and polysilicon are
deposited so when all the layers have been patterned, the silicon dioxide can be etched away with
hydrofluoric acid leaving only the polysilicon structures behind. The chief benefit to this process is the
ability to fabricate moving parts on a silicon substrate. The MUMPs process provides two layers of
structural polysilicon and a third layer of thin polysilicon that serves as an electrical ground plane or
electrode. Devices fabricated in this way are typically several microns in thickness. With some devices

having in-plane dimensions of greater than 500 I.tm, surface micromachined devices can take on a two-
dimensional appearance. Nevertheless, the mechanical strength of polysilicon films makes such
structures surprisingly robust.

Table 1 MUMPs

Mask Level i Nom. ....
Geometry

Poly 0 3.0 gm

Dimple 3.0 gm
Anchor 1 3.0 gm

Poly 1 3.0 gm
Poly l_Poly2_Via 3.0 p.m
Anchor 2 3.0 gm
Poly 2 3.0 gm
Metal 3.0 I.tm

rsilicon) process specifications

2.0 gm PSG (lst oxide)

2.0 gm poly
0.75 gm PSG (2nd oxide)
2.75 t.tm PSG (lst & 2nd oxide)
1.5 gm poly
0.5 gm Cr/Au

Ground plane, low stress poly
0.75 gm dimple into first oxide
Creates poly 1 anchors
First structural layer

> ,

Creates vias between poly 1 and poly 2
Creates anchor for poly 2
Second structural layer

Evaporated metal

The MUMPs process provides seven different films (layers) with which to build devices. These
films are silicon nitride, poly 0, first oxide, poly 1, second oxide, poly 2 and metal. Table 1
describes these layers, their purpose and their associated lithography levels. The purpose of the



Figure 1 SEM of a micromotor fabricated using the MUMPs process. The rotor is approximately
80 ktm in diameter and the rotor-stator gap is 2.0 _tm.
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Figure 2 MUMPs 3-layer polysilicon process flow for fabricating a micromotor.



oxide andpolysilicon films hasbeendescribedabove. Thesilicon nitride film is a blanket layer that
servesto isolateall structureselectrically from the substrate.The metal layer servestwo purposes,it
provideselectrical contact to the polysilicon simplifying wire bonding and second,it provides a
reflectivesurfacefor optical applications.Figure 1showsa scanningelectronmicrographof a salient
pole micromotor2 fabricatedusingtheMUMPs process.Figure2 illustratesthe progressionof layers
usedto build themicromotor.

LIGAMUMPs

LIGA, a German acronym which translates to Lithography, Electroforming and Injection Molding, was

developed in Germany in the 1980's 3 and has slowly gained wide-spread interest. There are two key
factors to LIGA's attractiveness-the ability to mass-replicate high aspect ratio structures out of metals,

polymers and ceramics, and the
ability to fabricate structures
which can be assembled with a

high degree of precision. To
produce LIGA requires the use
of an extremely energetic,

highly collimated light source,
which restricts its practice to
those facilities with access to x-

ray synchrotrons. The
synchrotron generated x-rays act
to expose a thick layer of
PMMA

(polymethylmethacrylate)
through an x-ray mask of high Z
material. The x-rays provide
deep exposure of the PMMA as
well as excellent edge acuity

(eg. 0.1 I.tm in a 400 gm tall
structure). Once exposed, the
PMMA becomes soluble in

certain solvents. By

"developing" in special solvent
Figure 3 Stator housing fabricated using LIGAMUMPs process, mixtures, the unexposed PMMA
Structures are electroplated nickel, 150 gm in height, is left behind forming structures

that can be used as-is or as an

electroforming template for metals. After plating the PMMA template is removed leaving behind stand-
alone metal structures. These structures can then be released from the plating base or used as injection

molds for mass replication. Figure 3 shows a stator housing of nickel formed using the LIGAMUMPs

process performed at the University of Wisconsin.

Consolidated Micromechanical Element Library

The Consolidated Micromechanical Element Library (CAMEL) is a library of MEMS cells and is similar
to standard cell libraries that proliferate in VLSI design. The CAMEL library consists of two

independent parts, the nonparameterized cell database and the parameterized micromechanical element
library. The aim is to provide MEMS cell libraries that are useful for novice MEMS designers, as well
as experienced ones. Both libraries are intended to assist the user in the design and layout of MEMS
devices and it is assumed that the user will modify and customize these elements using a suitable mask

layout editor.

The nonparameterized cell library is a database of MEMS designs in various process technologies
contributed by different sources. It is a resource of working MEMS devices and structures. The library
browser, DBRead, permits the user to peruse brief descriptions of the cells and select desired ones. The
selected cells can then be retrieved from the database in either Caltech Intermediate Form (CIF) or



CALMA GDSII format. A companionprogram,DBSubmit,allowsdesignersto submitMEMS designs
for inclusion in the databasealongwith the accompanyingprocessinformation. Both programsare
written in thePracticalExtractionandReportLanguage,PERL. Ceilscurrently availablein the library
includedesignsfor MUMPs, UCB2 poly, andLIGA processes.

The parameterizedmicromechanicalelement(PME) library is a setof generatorsthat allow usersto
createcustomizedversionsof commonlyusedelementsin a quick andeasymanner. ThePME library
alsoprovidesa frameworkfor writing cell generators.It enablesthegeneratorsto be relativelyprocess
independentandallows limited cell hierarchy. Designscanbegeneratedin CIF, GDS II, or PostScript
output formats. Technology dependentdesign rules are read in from an environment specified
technologyfile. The library providesvariousgeometricprimitives and a set of availablegenerators.
Various types of elements are available, including active micromechanical elements, passive
micromechanicalelements,testmechanicalstructures,andelectricalelements.

The PME input is provided in an ASCII text file and definescells by calling generatorswith desired
parametervaluesandthenplacinginstancesof definedcells atchosenlocationswithin thetop levelcell.
Instancesof definedcells canbe reflected,translated,or rotatedthrougharbitraryrotationangles.

/* Linear comb resonator */

PME pl ,p2;
/* Create comb and suspension */
p 1=lcom b 1 (98,12,14,60,4,3,30,

comb);
p2=lfbs 1(150,4,50,12,30,25,12,

98,suspension);
/* Place cells for resonator */

instance(p1 ,'*',0,0,75);
instance(p1 ,'*',0,0,-75);
instance(p2,'*',O,O,O);

Figure 4 Example of linear comb resonator generated using the PME library.

Figure 4 is an example of a linear comb resonator generated by the PME library and its associated input
file. It is generated using the first structural layer (poly 1 in the MUMPs process) using the lcombl
linear comb drive and Ifbsl linear folded beam suspension. The fingers in the comb drive are 4 ktm wide
with an airgap of 3 _tm, and beams in the suspensions are chosen to 150 _m long and 4 l.tm wide.

Smart MEMS: Electronics integration for MEMS

There has been a growing interest in placing electronics closer to sensors and actuators to improve their
performance. Among the several approaches that have been demonstrated are hybrids and embedded
electronics. The hybrid approach, in which the different chips including electronics, sensors and
actuators are placed in a single package and connected by wire bonding, has long been the industry
standard. This approach is flexible with few restrictions on the types of usable electronics and substrates.
However, hybrids are not batch fabricated, can suffer from system performance degradation due to stray

or large capacitance and also result in increased size of the integrated system 4. A recent approach 5,6 has
been to build MEMS sensors and actuators on top of underlying electronics on the same substrate. This
embedded approach is suitable for batch processing and results in significant improvement of



performance. However, it involves a large number of processing steps that can increase processing
complexity and reduce yield, driving up the costs.

Flip Chip MEMS

Flip chip MEMS combines the advantages of the hybrid and embedded approach. The electronics and
the MEMS are batch fabricated on different substrates and are then connected using solder bumping.

Flip chip has been successfully used to connect IC chips to printed circuits or substrate carriers for
almost 20 years. In conventional flip chip attach, the IC chip is turned upside-down (i.e. flip chipped )
and an array of solder bumps on the chip are joined to a matching array of solder wettable pads on the

substrate. This conventional

approach has been modified to
facilitate the connection of the

__ _,o,,r.,f............... MEMS chip to the electronics chip,
"_"'_'_ taking into account the mechanical

or 'released' nature of MEMS chips
............. (fig. 5).

Figure 5 Schematic of flip chipped MEMS and substrate die

MCNC is a world leader in the

development of flip chip process
technology for MCM's, and is the
site of the ARPA-supported Flip
Chip Technology Center. As part of
the MEMS Infrastructure program
we are investigating the various
issues involved in bump attaching
both surface and bulk
micromachined devices to different

types of substrates, including
silicon, quartz, Pyrex and GaAs.
Methodologies for the handling of

released MEMS structures and design rules are being developed to allow the MEMS community to
access this advanced integration technique for the production of Smart MEMS systems.

Electromechanical Control System

The Electromechanical Control System (ECOSYS) is a program to facilitate the fabrication of MEMS
systems including the electronics. A standardized IC controller with various functional blocks is
currently under production. The aim is to implement a system incorporating sensing, feedback, and
control by allowing users to connect blocks and attach them to a MEMS device via flip chip. A limited
degree of user programmability will be provided via external RC components to tailor the response of
the blocks for the application. Interconnections to the MEMS elements will be via solder bumps and the
parasitics introduced by the solder bump and pad will be accounted for in the design of the blocks.

Expanded Infrastructure-MEMS TechNet

Once proof-of-concept has been established using MUMPs, users often require larger numbers of
prototypes for testing and evaluation than MUMPs can provide. An expansion of the current
Infrastructure program is underway that is designed to provide users more flexibility to design and
fabricate unique devices and also produce larger quantities as the need arises. The added flexibility is

beneficial in cases were the uniqueness of a MEMS device may necessitate custom fabrication processes
that are not provided by MUMPs.

The Expanded Infrastructure, known as the MEMS Technology Network or MEMS TechNet, will

consist of two parts, the Wafer Inventory and the Process Modules. The Wafer Inventory will provide
the MEMS community with a variety of standard films (and combinations of films) including low stress
nitride, polysilicon and phosphosilicate glass (PSG). These wafers can be purchased and subsequently



processedat MCNC or elsewhere,giving theuser thegreaterflexibility andcapacityneededby more
matureprograms.TheProcessModuleswill provideuserswith amenuof MEMS fabricationprocesses
andsequencessuchasanisotropicwetetching(KOH or EDP),deepborondiffusion, waferbondingand
laser assistedetching. The focus of the modules is to give usersa wide variety of fabrication
technologiestherebyallowing themto fine-tunetheir deviceprocessing. Many of theseprocesseswill
besuppliedby providersotherthanMCNC who haveconsiderableexperiencewith theprocess.MCNC
will operateasa clearinghousefor the modulestherebysimplifying thecomplextask of locating and
purchasingsuchservices.
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METHOD OF MAKING LARGE AREA NANOSTRUCTURES

Alvin M. Marks

Advance Research Development, Incorporated

ABSTRACT

Present technology appears to be limited to incremental improvements in the slow speed formation of

nanostructures on small areas, o..30 d.

A new method is described which enables the high speed (0.1 m 2/sec) formation of nanostructures on

large area surfaces (1 m 2 ). The method uses a "Supersebter", an acronym for super sub-micron electron

beam writer.

The Supersebter utilizes a large area multi-electrode (Spindt type emitter source) to produce multiple

electron beams simultaneously scanned to form a pattern on a surface in an electron beam writer. Spindt

electrodes are well known and available commercially.

Proposed is a 100,000 x 100,000 array of electron point sources, demagnified in a long electron beam

writer to simultaneously produce 10 billion nanopattems on a 1 m E surface by multi-electron beam

impact on a 1 cm 2 surface of an insulating material. The surface is coated with a monomolecular or

monoatomic layer. The monomolecular layer is altered when the electron beam impacts the surface to

form a +, -, or 0 charge pattern of adjacent charges. A multiple charge pattern is thus produced on a

large area. The 1 cm z charge pattern is then stepped over the surface to form a 1 m 2 nanopattern in 10

seconds.

Metal is deposited at atmospheric pressure and temperature onto the negatively charged pattern area

from an electroless coating solution. The pattern is then rinsed dried and protected in any manner.

Successful implementation of this process will result in major advances in light/electric power

conversion, HDTV, lasers, computers and telecommunications.

BACKGROUND

1. Field of the Use

This describes a novel monoatomic or monomolecular resist for use with a beam writer for the

production of high resolution submicron circuit patterns on an insulating substrate.

2. Description of the Prior Art

The State of the Art of "Nanometer-Scale Fabrication" has been given with an excellent bibliography, as

of 1982 [1]; wherein, it is stated on p. 3:

"...electron, ion and X-ray exposure .... limitations of the resist...not those of the exposure

system...set the ultimate limit on...resolution", and: "The most commonly used resist for high resolution

(<100 nm or 1000/_) is (PMMA) polymerthylmethacrylate. A resolution of <50 nm or 500/_ may be

obtained with other resists...not well studied. "; and: "exposure of PMMA with a high intensity 50 KV

field-emission electron beam source with a 20 nm. beam of 10 -7 amps...takes 1 day (86,400 sec.) to

expose a dense pattern on a 4" square (100 cm 2 or 10-: m:), with additional time for stage motion and

alignment."

This is a speed of about 10-7 mZ/sec; and a resolution of only 500/_.



The useof reactiveion etchingto producelocalizedprobesI000 A apart is reported [2] but this

resolution is also small enough, and there is no increase in speed.

For the manufacture of Lepcon TM, Elcon TM and such devices this speed is too small; and the

resolution not small enough. A speed of about 0.1 mZsec and a resolution of 10A is required, not

obtainable with these prior art devices.

A 10 A resolution is reported [3]:

"Using a 1/2nm (5A) diameter beam of 100 keV electron, we have etched lines, holes and

patterns in NaC1 crystals at the 2 nm. (20./_) scale size. Troughs about 1.5 nm. wide on 4.5 nm

centers and 2 nm dia holes have been etched completely through NaC1 crystals more the 30 nm

thick." and "The scanning transmission electron microscope (VG Microscopes, Ltd., Model

HB5) in operation in the National Research and Resource Facility for Submicron Structures at

Cornell University can produce up to 1 nA of 100 kV electron in a beam dia as small as 1/2nm

(5_). This beam current density of 1/2 x 106 A/cm z means that it takes only 101.ts to deposit a

dose of 5 coulombs/cm z in the sample., and "Two types of materials...alkali halides and aliphatic

amino acids...can easily be vacuum sublimated or evaporated as uniform thin f'dms...readily

vaporized by electron beams. Using 100 kV electrons a dose of about 103 C/cm z is sufficient to

etch through 30 nm of L-glycine, while a dose of 102C/cm z is needed to etch through a similar

thickness of NaC 1."

In the latter reference the resolution is satisfactory but the speed is too slow. Recently (1986) there has

been a report on a new X-Ray lithography device [4]. This article stated:

Submicron lithography "using storage ring XRay sources may be closer...volume

production...1990'2. A compact synchroton storage ring will be mated with a vertical

stepper...will produce 12/_ wavelength at 630 MeV energy level. When mated to a storage ring,

the XRS should have a resolution of 0.2_m (2000A)...alignment accuracy to within 0.1_tm

(1000/_). The stepper will expose wafers up to 8 in. (0.2 m) dia.

A Field-Emission Scanning Transmission Microscope (STEM) has been described [5.1]. A field emitter

is employed to produce an emission area having a diameter of 30-300/_. One magnetic lens with a short

focal length and low spherical aberration, is used to demagnify this source to a resolution of 2 to 5A on

the specimen surface. The field emission gun and lens is mounted in an ultrahigh vacuum vessel that

operates, at 10 -s to 10 -7 Pa. When a short focal length lens is utilized to keep the system compact,

aberration may be compensated by a "stigmator".

In these Prior Art Devices the speed is too slow for the rapid production of devices for the

Lepcon TM - Elcon TM devices.

DEFINITIONS

ELCON TM A trademark for a submicron array of dipole antennae on a sheet which emits light

photon power by transducing the equivalent input electrical power from a direct electric current input;

thus directly converting input electric power per unit area to output light, power per unit area

(watts/mZ). The light is emitted from the sheet as a parallel laser beam of a particular color or frequency.

With its electric vector parallel to the long axis of the antenna. [39]

LEPCON TM A trademark for a submicron array of dipole antennae capable of receiving and

transducing light photon energy e = hv into its equivalent electron energy e = Ve as direct current; thus

directly converting light power per unit area (photons/sec-m z) to electric power per unit area (watts/mZ).

Randomly polarized light photons are resolved. Two orthogonal antennae arrays totally absorb and

transduce the randomly oriented incident photons. In bright sunlight the electric power output is about

500 watts at 80% efficiency. [37]

SUPERSEBTER TM An acronym for _ Submicron Electron Beam Writer for the rapid

fabrication of submicron arrays for LEPCON TM or ELCON TM devices, or other submicron circuits.



Strip: A metalelectricalconductorcoatedor depositedon an insulatingsurfacein the shapeof a
longnarrowparallelpiped.

OBJECTS

Objects of this work are to provide a process and an apparatus for the manufacture of submicron

circuits which have:

1. a high speed (about O. 1 mZ/s)

2. a large area (1 m z)

3. a high resolution (less than about 5A)

4. a low cost (less than $250.00/mZ-1986 prices).

DISCUSSION

The present device may be employed for the rapid manufacture of submicron circuits as hereinabove
set forth.

These devices comprise single crystal metal strips of Copper, Aluminum, or the like; in which, an

energetic electron provided by direct conversion from photon energy travels freely in the metal for

distances of about 10,000Jk without collision with an impurity atom; and, hence without energy loss.

The strips may be for example 600A long, separated by a "tunnel-junction" gap of 28-35A, the width

of the strip may be, for example, 30A.

In the formation of this structure a single scan with a 30/k dia. electron beam may be used. The

electron beam is preferably shaped with a square or rectangular section to provide a constant gap of

about 30/k between successive in-line strips.

1. A small diameter image is formed from the electron emitter array by a demagnifying lens.

2. One or two long focus electron lenses of the magnetic or electrostatic type are used resulting in

negligible aberration.

3. A large aperture lens may be used; to 30mm.

4. The focal length of the lens is 2.5m to 20m. compared to about 2.5cm in a standard SEM.

5. A plurality of images of the electron emitter array is simultaneously imaged onto the work
surface.

6. Writing speed is increased by the simultaneous scanning with a plurality of electron beams. For

example: 2 x 109 electron beams are scanned simultaneously to imprint the same number of

identical patterns.

7. The pattern is imprinted by an electron beam impinging on a surface coated with a monoatomic

or monomolecular layer, which may comprise an electric double layer. The electron beam

breaks the chemical bonds, changes the chemical or electrical characteristics, or ablates the layer.

Prior art masking layers were usually about 300A thick. The layer used herein is only 1/2% to

10% of the thickness of prior art coatings. Consequently the present method is more efficient

than prior art methods, requiring considerably less electron beam energy per unit area, and will

accurately imprint nanostructures.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 shows a cross section through a plate surface having no free electric surface charges.

FIG. 2 shows a cross section through a glass plate having a surface electrical double layer, with the

negative charges on the outside of the layer, with no pattern impressed.

FIG. 3 shows a cross section through a glass plate having a surface electrical double layer, with the

positive charges on the outside of the layer, with no pattern impressed.



FIG. 4 showsa crosssectionthrougha glassplatehavinga surfaceelectricaldoublelayer,with a
patternimpressedbyareversalof thesignof thechargelayer.

FIG. 5 showsacrosssectionthrougha glassplatehavinga surfaceelectricaldoublelayer,with the
negativechargeson theoutsideof the layer,apatternbeingimpressedby anelectronbeamontoadjacent
areasof thesurfacewhicharetherebychargedornotcharged.

FIG. 6 showsa crosssectionthrougha glassplatehavingasurfaceelectricaldoublelayer,with the
positivechargesontheoutsideof the layer,a patternbeingimpressedby anelectronbeamonto adjacent
areasof thesurfacewhicharetherebychargedor notcharged.

FIG. 7 showsacrosssectionthroughtheglassplateanda backelectrode,locatedin a Supersebter
duringpatterninscriptionwith anincidentelectronbeam.

FIG. 8 diagrammaticallyshowsthegeneralizedprocessstepsof submicronpatterndepositionalong
a productionline on theOX axisof theSupersebterTM, according to Process A.

FIG. 9 diagrammatically shows the generalized process of submicron metal pattern deposition along

a production line on the OX axis of the Supersebter TM, according to Process B.

FIG. 10 diagrammatically shows an Ion Beam Coater.

DESCRIPTION OF THE PRODUCTION PROCESS

Generalized production processes for the manufacture of submicron circuits on a plurality of

substrate sheets are shown diagrammatically in FIGS.8 and 9. The main or first vacuum tube 24 of the

Supersebter TM is along the OZ axis. One or more vacuum tubes 53, 54 and atmospheric pressure

processing stations 51, 52 are located along the OX axis. The Production line 61, driven by the stepping

motor 62 enters from the left at Station 1, and leaves at 59, Station n, to finished sheet inventory,

circulating continuously. In the two production processes described herein, Process A and Process B,

substrate sheets, usually glass plates, are supplied from stock 50 to a production line 61. Both Processes

include the step of electron beam writing a pattern on the surface of the sheet using the Supersebter TM

electron beam writer described herein.

In the generalized process, Station x refers to a processing step at position x. Referring to FIG. 8,

the substrate sheet is loaded from stock 50 onto the production line 61 at Station 1. Several processes,

hereinafter described, may be employed at atmospheric pressure from Stations 2 to h. The sheet enters

the second tube 53 through the first air locks at Stations h + 1, h + 2, h + 3; respectively, the first low,

medium and high vacuum airlocks 55. Vacuum treatment steps are located from Stations h + 4 to

Station j - 1. The electron beam writer step, located at Station j, creates a pattern on the surface of the

sheet. This pattern may include a gap for example 15-30A., used for an asymmetric tunnel junction.

Further treatment steps may occur at Stations j + 1 to k - 3. Stations k - 2 are second airlocks 56, which

restore the sheets to atmospheric pressure. In Process B Stations k + 1 to m - 1 at 52 are at atmospheric

pressure for several wet process steps such as the application of electroless metal sensitizing and metal

deposition solutions, rinsing and drying.

Next, the sheets may enter airlocks 57 at m, m + 1 and m + 2. At Station m + 3 the deposited metal

may be crystallized to single crystal areas. (As shown in Tables I, II, III). Then, using the ion-coating

device shown in FIG. 10, the metal pattern is coated with high and low work function materials

respectively at opposite faces of a gap in the deposited metal pattern. At Station m + 5 the entire pattern

is coated with an insulator coating as described in Section 08.7. After passing through the fourth

airlocks 58 at Stations n - 3, n - 2, n - l, n the sheets pass from the third tube into the atmosphere and

are removed from the production line to finished sheet inventory 60. The production line 61 circulates

back to the start, and the process is intermittently continuous.

Two basic Processes A and B are described below:
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PROCESS A

FIG. 8 shows a device employing Process A: the first vacuum tube 24 of the electron beam writer

joins the production-line second vacuum tube 52 in a T section. Process A takes place entirely within

the second vacuum tube 53. The substrate sheets enter at Station 2, being processed before and after the

electron beam writing step at Station j, and leaving at Station n as finished sheets. An example of the

processing steps which may occur at the various Stations follows:
1. The sheets enter the airlocks at stations h + 1 to h - 3.

2. At Station h + 4 the sheets are heated to 700 ° C. and Argon-plasma cleaned to de-gas their

surface.

3. The surface chemistry may be changed by ions implanted into the surface by known means.

4. At Station j the pattern is imprinted onto the surface of the glass panel by the electron beam.

The electron beam "sensitizes" the surface atoms by directly altering their electrical and/or

chemical properties.

5. The sensitized surface" is exposed to positive ions such as Sn _, Pd _. The positively charged

ions are attracted to negatively charged pattern areas where they deposit on and, adhere to the

surface; but are repelled by positively charged areas. The positive ions do not adhere to surface

areas having no charge, but may reflect elastically.

6. Tile surface is exposed to a metal vapor such as Cu or A1 which may comprise positive ions of

these metals. These ions are attracted to the previously metallized areas by an induced negative

image charge. The thickness of the metal deposit is controlled by the metal vapor concentration

and exposure time.

7. The patterns are formed with a gap S = 15-30A at locations where an asymmetric tunnel

junction is to be placed. The pattern includes gaps 73, 15 - 30A wide in the metal deposit.

8. The deposited metal is crystallized to single crystal by locally heating with an electron beam or

laser, and then cooling to ambient temperature.

9. At station m + 3 the gaps 73 in the metal pattern are ion coated in an ion coating device such as

shown in FIG. 10. This provides the facing surfaces 81 and 82 of the gap 73 with two materials

having different work functions 001/eand qrz/e.

10. The entire surface is then coated with an insulator layer; for example, silicon dioxide, titanium

dioxide, silicon nitride, and the like. The insulating material is chosen from one having a

dielectric constants, such that the effective work functions are q_l/E and qt_/e. Conventional

vapor coating techniques and apparatus may be used.

11. The sheet is again removed to atmospheric pressure through the airlocks 58, exiting at 56,

Station n, as a finished product.

PROCESS B

FIG. 9 shows a device utilizing Process B. Process B takes place in two vacuum chambers 53 and

54, with a space 55 between them for stations for process steps at atmospheric pressure.

1. The process steps are the same as in Process A, to and including the electron beam writing step

at Station j.
2. The sheet is removed from the second vacuum tube 53 into the atmosphere through the airlocks

56, and wet-processed with solutions which provide an electroless deposit of metal on the

sensitized pattern areas [8]. 1].

3. The sheet is then dried, and passed into a third vacuum tube 54 through the airlocks at Stations

mtom+2.

4. From Stations m + 2 to n - 1, the steps are the same as in Process A, from 0.18 to 0.21

inclusive.



SURFACE CHEMISTRY OF GLASS

There is an electric double layer surface charge naturally existing on the surface of glass, which

varies with glass composition [14-17]. The silica network is the most important in determining the

surface charge. Most silicas have a population of silanol SiOH groups on the surfaces which may
disassociate:

(= SiOH) + OH <- - -> (-= Si - O) + H20

This forms negatively charged = Si - O groups in water, the greater the pH, the greater the number of -

Si - O groups formed. The pH for which _ = O is similar to that for other forms of silica pH = 2 to

2.5).

The charge on the surface of the glass depends on the physical and chemical treatments to which it

is subjected, as discussed in connection with the following examples:

•1 At Station 2 the glass surface is polished with Cerium Oxide.
.2 At station 3 the surface is rinsed with distilled water.

.3 At station 4 the sheet is dried at about 60 ° C. for about 10 minutes.

This process results in hydroxyl groups (-OH) attached to the glass surface (=Si-OH) making the

surface electronegative, and capable of reacting with positive ions in the vapor or liquid phases; such as

Sn _.

An alternate method is:

.4 Expose the surface of glass to fuming sulphuric acid H2504 for a few minutes [25, 26].

This process attaches a sulphonic group (SO3=) to the glass forming an electronegative surface

charge on the surface (=Si=S03-).

In a similar manner the glass surface may be made electropositive:

.5 At Station 4 the glass surface is exposed to a solution or vapor containing bifunctional

electropositive groups such as:(-NH2 +) which results in a glass surface with a positive charge

having the composition -Si-O-NH2 ÷.

A positive surface charge tends to repel positively charged ions and attract negatively charged ions

from the vapor or solution. A third method is to render the glass surface charge neutral by utilizing

reactive monofunctional atoms; such as a halogen, fluorine -F.

An H atom in 0.3 above may be removed by an electron beam to form patterns on the glass surface,

as shown in FIGS. 5 and 6, forming positively and negatively charged patterned areas. FIG. 3 shows a

uniformly charged positive layer 38, and a negatively charged lower layer 39, on the glass surface• FIG.

4 shows the same surface after a pattern has been created by the electron beam. The pattern appears as

adjacent areas of charge reversal, 40 and 42; with the charges reversed at 41, 43 in the lower layer•

The surface chemistry of glass may be altered by for example heating.

Glass surfaces prepared in contact with water as in 0.1 to 0.3 above have Silanol groups; = SiOH.

Such surfaces heated to >400 ° C. give off water, adjacent group forming siloxane groups:

= SiOH

Such surfaces heated to >400 ° C. give off water adjacent group forming siloxane groups:



2(- Si - OH) <- - -> ( -- Si - O - Si ---) + H20

At 800 ° C. only a few silanol groups remain. At 1200 ° C. no silanol groups remain. On cooling surface

rehydration is slow. Aging in water restores the hydrated state.

An initial heating stage at Station 3 in which the temperature is maintained for a time at sufficiently

high temperature may be utilized to fully dehydrate the surface.

METAL PATTERN DEPOSITION

The pattern is inscribed by an electron beam writer such as a Supersebter. Metal is deposited on the

pattern using Process A or Process B described above.

In Process A, metal pattern deposition occurs from the ionic vapor in a vacuum onto charged

surface areas that attract the metal ions and cause them to deposit. For example, as shown in FIG. 5, the

electronegative portions of the pattern attract Sn ++ions which sensitize only those areas. These ions may

be produced by known methods [29-31 include.]. A second ion source deposits Copper, for example,

Cu ++from an ionic vapor, onto the sensitized areas of the pattern.

In Process B, metal pattern deposition occurs at atmospheric pressure from solution, for example by

electroless coating of Copper or other metals using known methods [18-24].

SINGLE CRYSTAL METAL GROWTH

The pattern may comprise a deposit of long, narrow thin metal strips, for example having

dimensions 1000/k x 100A x 50A. The metal is preferably Copper, Aluminum or other metal having a

long mean free path for energetic electrons in a single crystal of the metal. A single metal crystal is

essential to the best functioning of the device. At these dimensions metal particles may form single

crystals spontaneously; but especially when heated and cooled. An electron beam may be employed to

locally heat a plurality of the metal strips to induce their conversion to single crystals [27].

ION DEPOSITION

An Ion Beam Device for producing an asymmetric Tunnel Junction is shown in FIG. 10. The cross

section of an asymmetric tunnel junction on a substrate surface O is magnified to a scale of 10,000,000

to 1. Thus, in the drawing, the gap S = 20A measures 2 cm.

The asymmetric tunnel junction comprises a pattern of deposited metal layers 71, 72 of a metal MI

of substrate surface O. There is a gap 72 between adjacent faces 74, 75 of the metal layers; for

example, 20 to 100A. Two or more ion sources 77 and 78 are provided to coat the gap faces with

various materials 76, 81, 82 having different work functions _ to q2. One of the metal faces of 71 may

fh'st be coated by the ion source 78 with a thin metal layer 76 of a second metal M2 a few atoms thick;
then coated with said materials.

INSULATOR COATINGS

As a last step in the vacuum tube at Station n - 1, insulator coatings are applied to the sheet,

utilizing standard vapor coating or sputtering techniques and apparatus.

The insulator coating material is selected for its dielectric constant, e, to produce effective work

functions ¢_/e, and tlb./e, as described in the following section entitled Work Function.

At station n, electric connections may be made and the surface of the sheet further protected by

lamination to a second sheet of glass using known methods.

FIGS. 1 to 3 show various continuous surface layers of noncharge and electric charge on which the

pattern may be inscribed by the electron beam writer.



FIG. 1 showsa nonchargedsurface35 comprising,for example,siloxanegroupswith no exposed
reactivechemicalradical. Suchconditionmaybereachedbyheatingtheglass.

FIG. 2 showsa glasssurfacehavinganelectronegativechargelayer36overanelectropositivelayer
37, forminga monomolecularelectricdoublelayer. The layer36 maycomprise,for example,sulphonic
radicals,previouslydescribedherein.

FIG. 3 showsa glasssurfacewith anelectropositivesurfacelayer38, overanelectronegativelayer
39, forming amonomolecularelectricdoublelayeron thesurfaced.Theelectropositiveradicalmaybe,
for exampleanaminoradical,previouslydescribedherein.

FIG.4 showsachargepatterninscribedby theelectronbeam,for example,in thechargestructures
shownin FIG. 3. In this case,the electronbeamneutralizesanelectropositiveareaandaddsnegative
chargeto reversethechargepattern.

FIG. 5 showsa patterninscribedbytheelectronbeamwhichcomprisesadjacentnegativecharge-
nonchargeareas44, 45 respectively,produced,for exampleby the electronbeambreakingchemical
bondsof the nonchargedsiloxanechainson the glasssurface,exposingthe negativefree bondof an
oxygenatom.

FIG.6 showsa noncharge- positivepattern46, 67 respectively,producedby anelectronbeamon
theelectropositivesurfacelayer38of FIG.2. In thiscasetheaminoradicals,areneutralizedor ablated
andfreeoxygenbondsandform nonchargedsurfaceareasof siloxane.

FIG. 7 showsa crosssectionthrougha substratesheetO mountedon a baseelectrode83 in an
electronbeamwriter of this invention. The baseelectrode83 maybe connectedto a positivevoltage
sourceto attractanddischargeelectronsdriventhroughthesheetby the highvelocityelectronsin the
beam.

Reversecurrentthroughthejunctionis constant,beinglimitedby thejunctionstructureandelectric
voltage. The forwardcurrentin thequantumregimeis limitedonly by theinput rateof energyquanta.
Hencetheforward/reversecurrentratioof theFemtoDiodemaybeverylarge.[37]

The tunneljunction usedin theFemtoDiode of this inventioncomprisesanasymmetricMetal 1 -
Insulator- Metal - 2 configuration.Thefirst metalandits insulatinginterfacehasawork function_ in
therangeof 1.1to 1.9eV; andthesecondmetalandits insulatinginterfacehasa work function_ in a
rangefrom 1.8to 3.2 eV; A result of the analysisis that a maximumforward/reversecurrentoccurs
when_I/_ =0.6. The insulatingbarrierhasa thicknesswhichdependson theselectedcurrentdensity;
for examplefrom 28 to 38/_.for acurrentdensityin therange0.1 to 10amps/cmz. The dimensions of

the facing metal surfaces are submicron, < 100/_. × 100,_.

The tunnel junction used in the Femto Diode facilitates the tunneling transmission of an electron in

the forward direction through the insulating barrier; and impedes the tunneling transmission of an

electron through the insulating barrier in the reverse direction. The total absorption of a light photon

accelerates a single electron to velocity determined by the energy of the photon.

The tunnel junction is based upon particular values of the work functions _ and _ of metal 1 and 2,

and their insulator interfaces, respectively; the barrier thickness s; and the cross-section A, for which the

forward and reverse tunnel currents have a maximum ratio of about 14; and in which forward average

current through the diode area of 50A x 50._ is about 2.2 x 10 _3 amps; and for which the average

forward current density is about 0.88 amps/cm 2.

The Femto Diode has an efficiency of about 80%, and is useful for many applications, particularly

in light/electric power converters.

WORK FUNCTION

The work function of a metal is def'med as the difference between the electric potential of an

electron outside the surface (-eV) and the electron potential of an electron inside the same metal.



_=-eV-g

Thework function_ is alsotheenergydifferenceseparatingthetop of thevalenceband(theFermi
energy)from thebottomof theconductionbandat thesurfaceof themetal.

The work function of a metalcan be changedby the adsorptionof one or more monolayersof
positiveor negativeionsat themetalsurfaceto changetheelectricpotentialdistribution. Thechangein
thework functionA_dependsuponthecrystalorientationof themetalsurface,thechemicalstructureof
the adsorbateions, and the numberof monolayers. The work function can increaseor decrease
dependingon thenatureof theadsorbate.Thechangein thework functionalsodependson theorderin
whichtheinterfaceionsaredeposited.

Thedielectricconstante of the insulator layer changes the work functions q_1and qz on the adjacent

metal faces to (qh/e) and (_z/e), respectively; whereby, the work function (_z/e) is adjusted to be

approximately equal to the electron and photon energy; that is:

eV

electron energy = hv photon energy enabling electron tunneling and conversion of photon energy to

electrical energy to occur at the corresponding wave-length.

Table I shows experimental data for the decrease in work function _ on various metal substrates for

various absorbates.

TABLE I

Decrease of Work Functions for Metals on Adsorbates

Experimental Data

ME'rAL SYMBOL

RESULTING DECREASE

CRYSTAL WORK WORK IN WORK

FACE FUNCTION ADSORBATE FUNCTION FUNCTION

Aluminum

cI, Material Formula/ _1 -A_

eV Order of eV eV

Deposition

Al 4.28

A1 4.28

Iridium Ir 5.27

Nickel Ni 100 5.15

Nickel Ni 112 5.15

Aluminum Al203 1.64 2.64

Oxide on A1

Al on 2.40 1.88

A1203

Barium BaO 1.4 3.87

Oxide on Ir

Sodium Na on Ni 2.15 3.00

Oxygen O2 on Ni 4.15 1.0

For specific wavelength g, expressed eV, the work function e_ = eV; or _ = V. A peak ratio of

(jdjl) occurs across the junction when q_/_: = 0.6. Table II illustrates this relationship for 3

wavelengths.



TABLE II
Wavelengthversuswork functionO102

COLOR WAVELENGTH V = tl)2 _1

;k eV 0.6_

RED 7000 1.77 1.06

GREEN 6300 1.97 1.18

BLUE 4000 3.10 1.86

The following Table III illustrates the method of selecting metals to match the work functions listed

in Table III for specific wavelengths.

TABLE HI

METHOD OF SELECTING INTERFACE MATERIALS

ADSORBATE]

METAL

2-1 Work Functions Required t_ = 1.06

REQUIRED METAL SELECTED

WORK FUNCTION FROM TABLE OF

-A_ OF METAL WORK FUNCTIONS

OBSERVED A(_ - (1)1= _1 Ful

BaO_r

Na/Ni

AlzOJA1

A1/A1203

3.87 4.93 Mo(111),Be,Co,Ni(110)

3.00 4.06 At(110),Hf, In,Mn,Z

2.64 3.70 Mg,U

1.88 2.94 Tb,Y,Li,Gd

ADSORBATE/

METAL

2-1 Work Functions Required % = 1.77

REQUIRED METAL SELECTED

WORK FUNCTION FROM TABLE OF

-A_ OF METAL WORK FUNCTIONS

OBSERVED A_ - _ = _ Fu2

BaO/Ir 3.8" 5.64 Pt

Na/Ni 3.00 4.77 Ag(111),Fe(111),M

AI203/A1 2.64 4.41 Sn,Ta,W,Zr

A1/A1203 1.88 65 Sc,Mg

Tables I, II and III illustrate selection principles which may be utilized to obtain the required values

of th and tl for a tunnel junction matched to a particular energy eV = &.

(1) Metals, absorbates, and the observed change in work function A t are listed in Table I.

(2) The work function of the metal surface is added to the decrease in work function At produced

by the adsorbate/interface to obtain the work function required for the metal.

(3) From the Table of Work Functions of the Elements, Candidate metals are selected which have a

work function close to the required work function calculated in Table II.



(4) The order of depositionmust be taken into account;for example:Ni/BaO or NaO/Ni For
example:In Table(III) line 1, the metalselectedMo, Be, Co, Ni is testedwith the adsorbate
BaOsuchasBaO/Ni;BaO/Co;etc.

The selectionof materialsfor a junctionsuitedto eachwavelengthrangehasbeenillustratedwith
examples.Othercombinationsof materialsmaybeemployedfor themetalsurfacealloys,surfaceswith
ion implantation,semimetalssuchasbismuthandthelike,andvariouscrystalorientations.

Other materialsmay be employedfor the adsorbatemetal oxides, alkali metals, the numberof
monolayersmaybevaried;andmixturesof absorbatesmaybe used. The order of depositionmaybe
variedto changeA_.

Theselectionof materialsfor tunneljunctionshavingtherequisitework functions_ and_t for each
wavelengthrangemaybemadeto meettheserequirementsusingthe availablematerialsandtechniques
describedabove;ormodifications.

The deviceis simpleand inexpensive.It utilizesa readilyavailableamorphoussubstratesuchas
glass,althoughit is not limited thereto. It does however require precision fabrication. In a submicron

facility Electron beams may be employed to produce the extremely small structures required, using

Process A or Process B described above. Ion beams or molecular beam epitaxy may be used to lay

down the appropriate metal and insulating areas in producing submicron electron devices. The insulating

layer may be silicon dioxide, aluminum oxide, or other insulating layers. The metal strip may be a single

crystal which may form spontaneously in such small dimensions or which may be induced to crystallize

by suitably heating and cooling the coating, and/or by the momentary application of electric or magnetic

fields, and/or by epitaxial growth on a crystalline substrate. The metal strip may have any cross-section

but is preferably a square or rectangular high purity single crystal having a long mean free time, such as

tungsten, for which z = 1.6 x 10-13sec.

The laws of physics which apply to large-scale electrical circuits in the macro regime are different

from the quantum electrodynamic laws of physics in the quantum regime. Because of the small current

and time intervals concerned, individual electrons are utilized one at a time. In a Femto Diode, a single

electron approaches the barrier traveling over submicron distances - with an energy e = hv = Ve.

The penetration of a barrier by an electron possessing an energy eV slightly less than the barrier

potential e_ occurs according to quantum mechanics by an effect known as "electron tunneling through

a barrier". According to the quantum theory of tunneling, an electron moving in a metal approaching an

insulating barrier, either passes through the barrier to the metal on the other side by "tunneling"; or is

totally repelled by the electric field potential at the barrier/metal interface, and reverses its direction of

motion. The waves are transmission/reflection probability waves, not actual particles.

According to the well-established theory, the effect occurs because an electron has a probability

wave function which extends a considerable distance and penetrates a thin barrier (s = 30A). The

probability of transmission of an electron passing through the barrier depends on various parameters,

which are defined in mathematical equations derived from fundamental considerations.

The passage of the electron through the barrier occurs because the location of an electron in space is

indeterminate, expressed as a probability wave function of the electron being in a given position. This

wave function extends over a distance of at least 100/k which is greater than the thickness s of the

insulating barrier; usually 28 to 38/x. for a Femto Diode.

The electron penetrates the insulating barrier because its position along the axis normal to the plane

of the barrier is described by a probability law derived from the Schrodinger equation, from which the

Tunnel Transmittance Equation was derived.

The electron may penetrate the barrier and appear on the other side, with its kinetic energy now

converted to an equal quantity of potential energy; or, the electron may be reflected, and reverse its

direction without loss of energy. A single electron oscillates back and forth in the well without loss of

energy until it passes through the barrier.

These phenomena occur without loss because there are no electron collisions, and in the reversal of

direction, the initial and final velocities of the electron are equal and opposite.



In this region the effectivemassm* of an electronmay be about 0.01 rn_the rest massof an
electron. Hence,in a metal,theelectronvelocityincreasefrom a givenquantaof energyis greaterthan
thatof anelectronin freespace.

As an example, the current through a Femto Diode may be about 1.6 x 10 "t3 amps; for which the

number of single electrons/sec is: N = 10 6 electron/sec; or 1 electron per la sec. These are single electron

events.

RECENT WORK

Our early work on the manufacture of nanostructures was to enable the large scale rapid

manufacture of photovoltaic sheets which are 80% efficient, and low cost, <50 cents/watt. Now,

however, many other uses are foreseen; efficient, high definition (1 pixel/_tm2) 2D and 3D HD TV [37],

low cost laser polarized lighting sources for general illumination [39], and ultraminiaturized nanometer

computer circuits of high density at low cost, all on glass surfaces. The produce and processes describe

herein obviate the present high cost of semiconductor crystal substrates.

The Super Submicron Electron Beam Writer, or "Supersebter" [38, 40] is the device used in the

method of making large area nanostructures. A key component of the supersebter is a large area field

emitter array. Such arrays with packing densities of 1.5x107 tips/cm 2 have been fabricated for flat

displays and other uses [46]. These emitter arrasy are commercially available and will facilitate the

construction of a Supersebter.

A recent paper [41] describes the desorption of NH3 from a TiO2 surface using a 400 eV electron

beam and 2.5 x 1015 electrons/cm2; that is, an incidence of about one electron onto an area of 4A 2 .

Thus one 400 eV electron is able to desorb one NH3 positive ion from a surface. Consequently, a low

voltage, low current electron beam should be capable of writing a charge pattern on a surface.

Recent work [42-45] has shown that a submicron antenna-diode structure will polarize incident

visible light, and convert incident light power to electric power at a load. Thus, large area photovoltaic

panels using a submicron antenna-diode structure was shown to be feasible, and further work
recommended.
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Surface micromachining is a technique for building electromechanical systems in silicon. Combined

with on-board signal conditioning circuits, complete electromechanical systems can be economically

built on a single piece of silicon using a standard integrated circuit fabrication line. The first

commercially successful applications for surface micromachined sensors were accelerometers for

automotive airbags.

Since then, a number of electromechanical systems have been implemented in miniature using the

fundamental structural building blocks of tensile and non-tensile springs, differential capacitance sensing

cells, and electrostatic drive. Work, supported by an ARPA contract, has demonstrated X, Y and Z axis

accelerometers, rate gyros, flow meters, electromechanical filters, resonant accelerometers, and

electromechanical relays. An interesting thing about these sensors is that they are not just laboratory

curiosities, but have been fabricated on a proven wafer fabrication process and could be built in high

volume at reasonable prices.

The integration of complicated mechanical structures and electrical circuits onto a single chip is

expected to improve reliability and testability of systems. For example, MEMs accelerometers available

today have built in self test functions that are able to physically move the beam structures in order to test

the entire electromechanical control loop. Reductions in interconnect wiring, increased use of

automation, and the inherent reliability of integrated circuit processes will all contribute to increased

reliability of systems. Accelerometers available today demonstrate a failure rate of 10 FITS, (10 failures
in 109 device hours.

One of the obvious aerospace applications for the technology is miniature, low cost guidance and control

systems. The basic technology is in place to show a path to the design of a single chip inertial navigation

system. Increases in circuit density and process yield will make this a reality in a few years. If the past

is any indicator, however, we may not yet perceive of the best and most useful applications of this

technology in space.
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The relationship between packaging, microelectronics, and microelectromechanical systems (MEMS) is an

important one, particularly when the edges of performance boundaries are pressed, as in the case of

miniaturized systems. Packaging is a sort of physical backbone that enables the maximum performance of

these systems to be realized, and the penalties imposed by conventional packaging approaches is
particularly limiting for MEMS devices. As such, advanced packaging approaches, such as multi-chip

modules (MCMs) have been touted as a true means of electronic "enablement" for a variety of application
domains.

Realizing an optimum system application of packaging, however, is not as simple as replacing a set of

single chip packages with a substrate of interconnections. Research at Phillips Laboratory have turned up a

number of interesting options in the two- and three-dimensional rendering of miniature systems with
physical interconnection structures with intrinsically high performance. Not only do these structures

motivate the redesign of integrated circuits (ICs) for lower power, but they possess interesting features that

provide a framework for the direct integration of MEMS devices. Cost remains a barrier to the application
of MEMS devices, even in space systems. As such, several innovations are suggested that will result in

lower cost and more rapid cycle time. First, the novelty of a "constant floor plan" multichip module

(MCM) which encapsulates a variety of commonly used components into a stockable, easily customized

assembly is discussed. Next, the use of low-cost substrates is examined. The anticipated advent of ultra-

high density interconnect (UHDI) is suggested as the limit argument of advanced packaging. Finally, the

concept of a heterogeneous 3-D MCM system is outlined, which allows the combination of different

compatible packaging approaches into a uniformly dense structure that could also include MEMS-based
sensors.

Introduction

Electronics comprise 30 - 40 % of space systems, and their presence clearly has significant

logistics implications and overhead. New approaches and processes have been developed for

the packaging and design of electronic systems. The combination of these technologies imply
tremendous reductions in size, weight, and power and improvements in performance, which

will allow and enable the systematic reductions in spacecraft weight for a given function, or
greatly improved functionality for a given weight. New technologies are furthermore under

research and development that may reach the theoretical limit for density in a planar
packaging approach, where even the semiconductor layers are thinned to a pliable regime.

The possibilities of creating conformable electronic building blocks suggests that there is a

new paradigm in the missile and satellite construction. Clearly, these payoffs can expand

past space applications, which will clearly realize the most significant and immediate

advantage.

In the whole of microelectronics and packaging research, two trends are clear: (1) increased

functionality per unit volume, and (2) increased mixtures of functionality. The first trend is

accelerated through advances in IC processes and the advent of two- and three-dimensional

packaging. The second trend refers to the increased tendency to consider the mixture of

disparate types of electronics functions (e.g., analog instrument, digital processing,

communications, and power) within the same electronic module, also known as "mixed signal

technology _. The implications of these trends, extended in time, are that eventually most

electronic systems of a given capability can be hosted in increasingly smaller volumes. The



degreeto whichthiswill bepossiblein general, depends as much upon packaging as it

currently depends on IC feature size reduction, simply because no single monolithic IC

process could be made to address disparate functional realms profitably at the feature sizes
of interest.

Packaging technologies deal with the problem of physically supporting and interconnecting system

components. In the specific case of an all-electronic system, one is concerned with at least four functions:

(1) structural support and environmental protection of thin semiconductor slivers or "chips"; (2) thermal

management; (3) information-bearing signal distribution; and (4) electrical power and grounding
distribution. But a generalization of packaging requires that components which convert information-bearing

electrical signals into another form of energy (or vice versa) be dealt with, and that class of components
include conventional and MEMS-based sensors and actuators. Such a generalization would also deal with

various non-electrical permutations of interfaces between components, such as the capability to deal with

aggregations of actuator forces from individual components or routing complex fluidic manifolds

throughout a system.

Conventional packaging schemes fall along the package-board-box-system (PBBS) paradigm.

The paradigm implies a hierarchy in electronics packaging, as suggested in Figure 1. Chips are

placed into packages, which are placed onto printed wiring boards (PWBs), that are in turn grouped into a

"card cage" or chassis, an ensemble of which, when combined with the associated harnesses and connectors,

constitute an electrical system. Most system designers are enslaved by (as opposed to enabled by)

the convenience of conventional packaging, in stressing cases, however. One example of a

stressing case is when order-of-magnitude size and weight reductions are clearly indicated,

as they are in, for example, micro-spacecraft. If the PBBS cycle could be modified or broken,
then tremendous opportunities exist for further optimization. If the normal traversing
distances of feet between boxes can be reduced to centimeters or millimeters, it is conceivable

that the associated functions could be further re-engineered to exploit the reduced drive

required, saving power consumption and reducing latency.

Figure 1. The hierarchical nature of
packaging. 1

It would seem that this hierarchical approach would also apply to

electronics systems that contain MEMS components, while the

paradigm for many non-electronic systems is more diverse and
modular, reflecting a unified integration of structure and

functionality, such as the case of a bicycle, combustion engine,

or jet fighter aircraft. An integrated microsystems may combine
the best features of both hierarchical and modular approaches.

Advanced packaging is very much about optimizing the way that

components are contained and interconnected within an

electronics system. For space-constrained systems, conventional
packaging is particularly poor in efficiency -- typically less than

one percent 2. Through advanced packaging, the volume packing

efficiency can be improved upon considerably, perhaps as much
as 40 times better than conventional approaches. For

performance-intensive systems, conventional packaging systems
become increasingly problemmatic, due to the continuous

demands for increased throughput and bandwidth. The

conventional approaches introduce significant series loss and

capacitive parasitic components, and, as frequencies are

increased, the time-of-flight delays in packaging become so significant as to warrant treating
interconnections as transmission lines.

Planar (2D) Advanced Packaging Approaches



Advanced packaging
concepts can be applied at

each level at the packaging
hierarchy. The most well-

known concept in advanced

packaging is the multi-chip

module (MCM), which
combines a number of ICs

and discrete components that

would normally be
individually packaged in a
much denser form within a
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Figure 2. Impact of advanced packaging on size reduction.

common package, as suggested in Figure 2. MCMs offer advantages similar to monolithic wafer scale
integration (WSI), but without many of the intrinsic problems. MCMs are realized in one of two

configurations, patterned substrate and patterned overlay, and are categorized by the industry using three
types: MCM-C, MCM-D, and MCM-L.

Defining the configuration of MCMs requires an understanding of the construction of a typical MCM

substrate (Figure 3a). The mechanical substrate provides the essential physical support for components on
an MCM. The interconnecting substrate provides the wiring media for signal and power distribution. In the

patterned substrate configuration (Figure 3b), the components are placed onto both substrates. In the
patterned overlay process (Figure 3c), however, components are contained in the mechanical substrate, but

signal distribution is accomplished with an interconnecting substrate which is applied over the components
and mechanical substrate.

THERMAL PATH THERMAl_PATH

MKP, m_a _l_=b

(a) (b)

,IE_._ INTERCONNECTION SUE
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Figure 3. MCM configurations. (a) General construction. (b) Patterned substrate. (c) Patterned
overlay.

MCM types are often designated as MCM-C, MCM-D, and MCM-L, which represent ceramic, thin-film,

and laminate MCM technologies, respectively. These designations refer to the type of interconnecting
substrate material, and in the MCM-C and MCM-L cases, the mechanical and interconnecting substrates
coincide. MCM-C approaches are contemporary versions of the "chip and wire" hybrid. MCM-C modules

have and continue to be the most prevalent form of advanced packaging in use in military and space
systems, due to maturity and lack of organic materials, or, in other words, due to tradition. The thin-film

MCM-D approaches are among the most recent developments in MCM technology, often boasting higher
connection density and electrical performance (and unfortunately cost). The forms of MCM-D in research

vary widely, ranging from nChip's silicon/SiO2 patterned substrate approach to Lockheed Martin's High

Density Interconnect Cu/polyimide/ceramic patterned overlay approach. MCM-L technology is sometimes
referred to as "chip-on-board', and is usually thought of as the least capable and expenswe of the MCM

types, although modules of increasing sophistication have been achieved with this approach. Acceptance of

MCM-L in military and space applications has been controversial due to concerns over the high content of

organic materials. The significant research interest in these technologies have led to continued

advancemeents in each MCM type, making it increasingly difficult to make any absolute assertions about

which type is better for a given metric. It is also possible to mix the types, leading to sometimes confusing

nomenclature. Another distinguishing characteristic of MCMs is the method by which components are



attachedtothesubstrates.Prevalentformsofchiptosubstrateattachincludewirebonding,tapeautomated
bonding,andflip-chipattachment,withwirebondingremainingby far themostprevalentattachment
method.

MCM Technology Benefits and Challenges. The most compelling case for MCMs, particularly for

complex and mixed-signal applications, is the ability to greatly compress the size and weight of an

otherwise conventionally packaged assembly. For these assemblies, it is not uncommon to observe ten-fold

improvements in packaged configurations. For highly regular structures, such as memory components, the
benefit is considerably reduced, usually 20-50%, in packaged configurations. MCM packaging enables

designers to enhance electrical perfomance. In early ARPA/Phillips Laboratory research, it was not

uncommon to operate complex digital systems at twice their normal operating frequency. 3 MCMs

heuristically afford a higher reliability, as the number of interfaces are greatly reduced, lowering the actual
number of failure modes.

While the benefits are great, MCMs are not without issues. The most significant problem facing

theacceptance of MCMs is the so-called "known-good-die" problem. Conventionally, single chip

assemblies are usually tested in-line in their final package, and non-functional components are discarded. In
MCM assemblies, h_owever, the die are included in substrates prior to packaging, and are usually not fully

tested to the confidence levels of single chip packages. Hence, yield loss in MCMs are magnified

tremendously as a function of the number of components and the yield of each'component. The MCM

developer can at this point only choose to develop more complex test fixturing to actually perform at-speed

tests on bare die or to simply test a finished MCM assembly and "repair-to-yield" or discard the assembly.

Each of these options add cost to the MCM, which is already high. The second most significant problem

with MCM technology is cost of the packaging medium itself. The reason most often attributed to the high
cost of MCM packaging aside from component issues is the relatively low production volume, particularly

for MCM-D processes. In the aerospace communicty, another barrier to MCM use is the lack of adequate

acceptance criteria for MCMs, and the general reluctance to use new technologies. The most advanced

MCM approaches employ polymeric materials in their construction, which has historically been

problemmatic. The most cost effective MCM assemblies feature non-hermetic encapsulation, which is

furthermore considered taboo to many systems development programs. As such, plastic encapsulated
microcircuits, whether single or multi-chip packages, have faced an uphill battle for use in aerospace

systems.

Despite the challenges, considerable progress is being made in the development and insertion of advanced
packaging for use in space systems. Most significant and representative forms of MCM technology are in-

orbit slated for spaceflight in the near future. Increased awareness and understanding will be key to

continuuing the trend.

Three-dimensional OD) packaging

While MCMs provide significant improvements in planar packaging density, it is not always enough. First,

MCMs are not always applied in an intelligent manner. If board designs, for example, are not carefully
planned, MCMs may be used in a space inefficient manner, mitigating much of the benefit that an MCM

approach could have provided. As such, some designs have realized little if any real improvement, due to

lack of balance in considering advanced packaging at all levels in the Figure 1 hierarchy. Still, after all

considerations have been effectively dealt with, 2-D is fundamentally limited, and the highest efficiency,
which occurs when the sidewalls of ICs contact one another, is still not the best achievable. The situation

begs the question that: if one would go to such lengths in planar packaging, then why ignore the third
dimension.'?

Three-dimensional packaging refers to the consideration of non-planar techniques to improve overall

system packaging efficiency on a volumetric basis. It is a natural consequencce and extension of planar

MCM and board packaging methodologies. Far less mature than MCM approaches, a great diversity of 3-D

approaches exist, range from 3-D integrated circuits (monolithic ICs that are "grown" one atop another) to
stacked IC and MCM approaches. Examples of representative 3-D approaches are shown in FigureXXX.
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Figure 4. Representative3-D PackagingApproaches.3 (a) Double-sidedcofiredceramicsubstrate. (b) Patterned

overlaywithsurface-mountedcomponents. (c) Cofiredceramicor thin-film, patternedsubstrates,stackedwith

interposer/spacers.(e) Thin-filmpatternedchip stack, shortform. (f)Thin-film patterned chip stack, cube form. (g) 3-D

monolithicwaferscale integrationwithareal connection technique.(h) Sensor electronicspackagingof very thin

(0.004") layerswithortogonalmountedimagingsensordetectorarray.

The benefits and challenges of 3-D packaging are similar to 2-D packaging, and differ largely only by

degree. With 3-D packaging, greater reductions in size and weight are possible, and the potential to

accelerate performance is improved. On the other hand, the pre-test and cost issues are also enhanced. One

must now consider "known good assemblies", in addition to the "known good die" problem of MCMs.

Cost for achieving the connections between layers is also high, for much the same reasons that 2-D MCM

substrates are presently expensive. If MCMs have a problem in terms of economy of scale, it is only that
much worse for 3-D MCMs and packages. It should be noted that sometimes, however, that a simpler form

of 3-D packaging can sometimes be employed in an application with greater effectiveness than even the

most sophisticated 2-D approach, especially for regular, simple electronic structures, such as mass memory.

On the other hand, 3-D packaging is subject to the same abuses of misinterpretation in application as 2-D

MCM approaches.

In fact, 3-D packaging promotes new thinking in design to some degree. For space-constrained systems, an
increasingly larger fraction of an entire electronics system could be contained within the boundary of a

single 3-D assembly. While much of the research in 2-D MCMs today is focussed on digital-only

applications, it is the case, particularly for submunitions, missiles, and space systems that the 3-D MCM

will have to deal with the packaging of analog instrumentation, microwave, power electronics, and even

sensors and actuators. The high performance system, another driver for 3-D packaging, requires shorter

electrical paths and many more of them. Thermal management, important in both cases, is a particularly
acute concern for high-performance systems. Also of increasing importance is the notion that integrated

circuits could and should be re-engineered in 3-D packaging to most advantageously support the



tremendouslylower capacitance and series loss potential of that packaging environment. Doing this

effectively suggests that it is highly desirable to establish a standard physical packaging architecture for

heterogeneous systems. This architecture would include features such as:

• highly compact form factor, as a small monolithic block of functional electronics, with a density one to
two orders of magnitude for digital and mixed-signal systems, even those that currently employ hybrid

and MCM technology;

• open standards to accommodate a great number of existing and emergent hybrid/MCM technologies;

• flexible interface provisions and serviceable (demountable) layer and computer-aided-design (CAD)

protocols;

• high signal integrity potential (based on adherence to specified design rules), allowing the merger of

digital, analog instrument, microwave, and power circuitry within a single, functional block;

• adequate thermal management facilitation and comprehensive thermal characterization, allowing

cookbook design methodologies (vs PhD-operated sophisticated numerical analyses)
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Figure 5. Three-dimensionalpackaging system developed for the

Monolithic Interceptor Processor (MiP) project. Removes several

levels of packaging hierarchy, integrates many forms of functionality,
includes mechanical components, in a coffee cup size (1.6xl .6x3.5

inches).

These were essentially the conclusions

reached in a recent Phillips Laboratory

research program that studied methods of

re-packaging the entire electronics

functionality of a next-generation

interceptor platform in the most efficient

way possible. The program, referred to

as the Monolithic Interceptor Processor
(MiP), evaluated the integration of

imaging sensors and inertial guidance

systems within the same coffee cup form
factor that housed 500 megaflops of

digital processor, analog interfacing, and

high-speed communications linkages.

As shown in Figure 5, an integrated

packaging system can eliminate entire

levels of the packaging hierarchy. The
advantages of the beardless, even box-

less system packaging approach are clear for miniature systems, but improved performance and physical

robustness are other potential benefits of interest to a great number of other systems. PL research

concluded thai; the 3-D approaches required the flexibility to accommodate a great variety if not

all possible electronics components of interest to a system designer, even mechanical components, such as
MEMS devices.

Given the possibility of creating a three-dimensional compact packaging system, if sufficiently flexible, it is

possible to integrate modules from a variety of industry and laboratory processes. Functions may be

implemented by different vendors and integrated at one location. This packaging framework is extensible

to the most aggressive technologies, as well as the most primitive.

Towards an Ultra-High Density Interconnect (UHDI)

Another area of exciting research is the drive toward the outer edges of packaging density. The working

definition of UHDI processes may be provided as follows:

advanced packaging approaches and related infrastructure to achieve reliable and affordable assemblies

with densities substantially beyond and properties atypical to the practiced state-of-the-art in practical
multi-chip module (MCM) technologies. The delineation of layer thickness, volume efficiency, and price

per cubic inch, as well as better metrics, are yet to be defined. UHDI processes are expected to achieve



greatestvolumeefficienciesthroughtheirability to be stacked directly, and they are thought to be most

versatile by virtue of an expected conformable abilities.

One representation of a UHDI process is shown in Figure 6. The conformable properties and associated

metrics for UHDI assemblies are among its most intriguing and speculative features. Other potential

benefits to UHDI process include:

• Tremendous volume densities for solid-state storage systems (e.g., > 10 9 bits/in _)

* Enhanced potential for exploiting monolithic wafer scale integration

• Complex, heterogeneous subsystem construction for embedding into sensors, structures

• Greater reliability and operating potential due to improved thermal transport

• Increased radiation tolerance, similar to that provide by dielectrically isolated technologies.
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Figure 6 A potential UHDI process

sequence. (a) Starting material, in

this case an SOl wafer/component.

(b)-(c) Epitaxial removal. (d)

Attachment to temporaryhost

substrate. (e) Patterned overlay
formation. (f) Removal of host

substrate. (g) Resultant UHDI
membrane4.

UHDI may well represent the limit

argument in advanced packaging. It is predicated on the combination of patterned overlay multichip

modules (MCMs) and integrated circuit (IC) thinning approaches to form electronic decal-like membranes.

This intriguing next-step in packaging research has far-reaching consequences for almost any form of
electronics system, particularly those with intense miniaturization goals.

The weight reduction potential of UHDI and an integrated 3-D packaging are tremendous: in combination,

1000x reductions of system functions are possible for certain classes of system functions. It is conceivable

with this approach to re-engineer satellites that are collapsible to an extremely small form for launch and are
expanded during deployment to provide the surface area needed for solar panels and communications

equipment. Launch payloads could field ten times the number of satellites in a given mission, enabling a

dramatic increase in the number of scientific objectives serviced by a single launch opportunity.

Integrated 3-D packaging and UHDI represent limit arguments in advanced packaging. The former
establishes a 3-D packaging framework, allowing the commodization of component layers, predictability of

physical characteristics, and a true leap ahead of most other 3-D packaging concepts, which typically focus

on one level of packaging instead of the entire hierarchy. UHDI can operate inside or outside of this

framework. Inside the framework, UHDI represents a preferred layer construction method. A typical

UHDI layer would represent a slice less than 0.005" in thickness, compared to 0.040" - 0.200" for normal

hybrid/MCM layers. This would represent an eightfold worst case density improvement. A 3-D
implementation of UHDI would result in highly dense "pucks", which could be inserted as thicker layers,

each of which might consist of several or many component layers, but less in aggregate thickness than a

single 2-D MCM layer. Hence, a UHDI re-implementation of a non-UHDI system could be reduced to a

credit card sized system in some cases. Outside the 3-D framework, UHDI could conceivably be
conformed to structures of opportunity within the satellite, and directly integrated in multi-functional

structures under research at Phillips Laboratory (PL/VTS) to eliminate cables and harnesses throughout a
satellite.



Breaking Barriers for Rapid Development of Application Specific Integrated Microinstruments:

Constant-Floor Plan Multichlp Module Design Concept

For reasons that should be evident by now, MCM implementations of integrated MEMS systems represent

an intelligent approach for extracting and preserving this performance and density benefits. Of course, the

aforementioned barriers to routine MCM implementations, most notably those associated with cost, hinder
progress towards establishing prototypes. A common complaint of engineers who would like to experiment

with MCMs is the difficulty of justifying or raising the capital necessary to build even a simple design.

Even design tools alone can exceed the capability of small companies, not to mention the problems

associated with component selection, procurement, pre-test, MCM interconnect design, layout, fabrication,

test, and assembly. Little standardization exists in the industry, but even if it did, only part of these issues
are ameliorated. Let's examine these issues in a little more detail:

Computer Equipment foe MCM Design. Buying a CAD system capable of doing MCM layouts is

commonly perceived as a significant hardware/software expense. While it is of some comfort that an EDA
infrastructure is emerging, such that it is possible for one to develop MCM designs in a structured and

supported framework, the price for this capability is often well over $50,000. Beyond the ability to

perform "mere" electrical layout, would-be MCM designers must confront decisions about investing even

more money to perform linked thermal, mechanical, electrical, and reliability analyses through additional

electronic design automation (EDA) packages sold by OEM and third-party suppliers. MCM designers who

must also perform IC designs for a project is in double jeopardy, as he must also acquire IC EDA
equipment as well. As such, the price tag to achieve entry design capability can be exorbitant, which is

especially trying for "fence straddlers" who are as apt to find "better" uses for the money. It must be

remembered that not every one is inexorably convinced of the necessity or even the viability of MCMs.

Component selection. Assuming that one is even in the position to begin an MCM design from an EDA

standpoint, floorplanning requires that the components be nominally identified and enough information be

secured to permit preliminary assessments of physical footprints. Little guidance exists for this process.

Even companies such as Motorola who have supported the KGD Task Force specification activity are not

monolithic, giving novice MCM designers mixed signals about die availability. He quickly learns that only
a subset of the ICs in his databooks may be procured in die form. Moreover, he finds that even when there

is a hint of availability, he will most likely have to construct die bond maps from third generation faxes or

will have constructed a physical representation only to learn that the vendor has performed what is
commonly referred to as a "die shrink". Passive components are sometimes as bad as integrated circuits on

these bases. An added dimension of complexity is the practice of "thinking MCM" when making passive

component selections, as not every type of capacitor or transformer, etc.

The situation has been improved considerably by the advent of MCM foundry services (resulting
from ARPA sponsorship of the MOSIS "brokerage" of nChip and IBM substrate fabrication services,

combined with third party assembly). Even with this service, however, die procurement, rapid design

changes, and MEMS component integration are not easily accommodated. Another possibility exists that

involves the use of patterned overlays to create rapidly customizable designs that amortize the cost of

ubiquitous commodity components across multiple designs and lends itself to ready integration of MEMS
devices. This concept is referred to as a constant floor plan MCM.

Constant floor plan (CFP) MCMs provide an MCM analog to gate array ICs with fixed
underlayers. Simply put, a CFP MCM is based on a custom interconnection of standard, commonly

required components, embedded within the substrate of a patterned overlay MCM. It is based on the

premise that a judiciously chosen set of ICs and discrete components can satisfy a large percentage of
designs (say 65-80%) of a particular class. For example, most microinstruments require analog

conditioning circuitry, such as operation amplifiers, switches, multiplexers, and analog-to-digital converters
(ADCs). A more complete, stand-alone instrument may require the addition ofa microcontroiler,

miscellaneous logic functions (which could be accommodated using a field programmable gate array), and

memory. Chances are that no tow designs, however, will connect these components together in the same

manner. By fixing an ensemble of commodity components into a substrate in a pre-determined (i.e., a



constantfloor plan), patterned overlay designs can be designer-specified to complete an almost arbitrary

interconnection pattern of these components long after the substrate is formed. A production lot could
contain many substrates with identical floor plans, but each with a completely different, user-specified

interconnection scheme. It is also likely that by allowing a few components t be added that are unique to a
particular design, that an even larger number of designs could be accommodated.

Since patterned overlays form interconnections after substrate assembly, it is possible to inventory

a large number of identical substrates in unpatterned form for various customers, reducing the expense of

many separate component purchases (each die within a design -- up to several dozen -- may be subject to

$5,000-$100,000 minimum purchase) by amortizing them across a group of individual customers. The
effective turn-around time for a CFP MCM would clearly be less than a full-custom MCM, since many of

the die preparation steps as well as component assembly step would have already been performed. For

commodity CFPs, it would in principle be possible to pre-test components in known-good-die style test
fixtures. Furthermore, it is conceivable that a custom probe apparatus could be fashioned to test the entire

substrate prior to locking in its personalization.

Rather than creating a single, "mega"-floorplan in a large substrate containing many components (a

clear impracticality), it would be logical to establish a family of constant floor plan designs. A speculative
set of constant floor plan MCMs would include: a memory CFP (for creating various parity and block

organizations); an all-digital CFP; an mixed-signal, medium quality instrument CFP, a precision instrument

CFP; and a digitally controlled microwave CFP. With this range of CFP options, a large number of general

purpose instrumentation, memory module, digital logic, and radio-frequency designs could be readily
accommodated. While even this range of options will not address every possibility, a great many

possibilities for prototype MCMs can realized at the fraction of the cost of a normal MCM prototype.

The constant floor plan MCM concept has several novel features. A symbolic example of the

process is shown in Figure 7.
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Figure 7. Constant floor plan (CFP) MCM concept. (a} Substrate, containing constant floor plan arrangement of

components. (b) Formation of user-programmed interconnections, yielding "smart substrate". (c) Addition of surface-
mount components, including MEMS devices. (d) Final bonding and assembly, showing optional kovar package,
delidded.



First, design is simplified. Since the initial component placement is optimized at the factory, the

user is not forced to assume this task. Pre-defined CAD representations of the CFP MCM would greatly

simplify the routing of interconnection patterns, a task which may be automated with a variety of CAD
systems, ranging from a PWB design tool on a PC to a full-featured design system on a UNIX-based

workstation. Only the final routing patterns need be transmitted electronically to a foundry for processing.
A second feature of CPF is that it establishes a richer infrastructure for a class of a designs than

previously possible. The instrument designer is freed from the burden of locating components, securing

purchases, capturing die-specific parameters, verifying process compatibility, and of course, floor-planning
and die attachment. It is possible to bundle CFP CAD files with more complete and standard information

on its specific ensemble of components and applications than would be possible for many quick-turn

designs. Driver models and data sheets for each IC could be included in a designer's kit. As more
applications, are constructed, the experience base would result in a richer accumulation of proven examples

in both paper and electronic form. Even as macro cells are defined for gate array ICs, it is also possible to

establish libraries of interconnect patterns corresponding to frequently used sub-circuits, such as an

instrument amplifier. These macro patterns could be "cut and pasted", greatly reducing design latency.

Alternately, a complete pre-worked design could be loaded into a CAD program and edited as necessary to
adjust functionality for a related application. The designer's kit could also include pre-worked signal

integrity and canned thermal analyses based on the floor plan itself. New thermal analyses could be re-

accomplished in a small fraction of the time normally required, simply by adjusting component activity duty
factors and re-executing a canned but validated thermal model.

The greatest single novelty of the constant floor plan approach for MEMS-based designers in
particular is the fact that the entire top surface of the module is uncommited and could be used for mounting

additional components. These components range from additional ICs to augment functionality; passive

components to tailor analog functions; programmable memory devices to configure field programmable
devices and computers, controllers, and micro-sequencers; and MEMS devices. In this manner, the "real

estate" of the MCM can be "double-booked". Alternately, the CFP MCM can be viewed as a "smart

substrate", similar to a bare, unassembled hybrid which has a completely unobstructed surface area to work

with. As such, the CFP could be configured as an instrument with amplifiers, signal conditioners, digitizers,

a computer, and serial interface built inside of the substrate, and completed by surface mounting a few

MEMS-based sensors on the top surface. It is possible that the interconnect system, if based on certain
polyimides, could serve as a process shield used to release the MEMS devices in final processing.

Next Steps Towards a Viable Heterogeneous 3-D Packaging

Interposer

2-D/3-D
MCM sub-
assemblies

_ _Thermal

Figure 8. A prospectiveintegrated

3-D packagingsystem.

Based on the precedents explored in the Monolithic Interceptor Processor

(MiP) program, a new effort, termed the Highly Integrated Packaging and

Processing (HIPP) program, has been established to promote the

development of a heterogeneous packaging framework for 3-D systems,
as previously suggested. Two visions for this framework, presented in

Figure 8, illustrate the principle of an integrated 3-D architecture..

In one case, packaging systems are not only made more efficient,

but they are demystified. A systems designer could specify the

overall structure and compete the construction of the constituent

layers. In this case, a unibody package provides structural

reinforcement for the overall assembly (other approaches use a

sliding frame to expand or contract accordion-style as layers are

added or removed). MCM substrates of many forms may be

inserted into the assembly. Thermal management is facilitated by

access plenums in one plane, while electrical interface is achieved

on the other. Thermal design is a cookbook exercise in this vision

of packaging: if a designer exceeds the standard heat-handling

capacity, he chooses an improved thermal material or method and
slides it into a "thermal drawer".



Conclusions

The increasing sophistication of packaging technologies makes it possible to consider not only the inclusion

of MEMS within what has been referred to as "physical packaging frameworks", but also a great variety of

other functions, including analog instrumentation, power control, and microwave, in addition to the normal

application base on complex digital functions. The trend of megafunctionality is suggested as a future

paradigm, which favors in part the trend of micro-spacecraft, even though it is not currently considered an

important trend in USAF space systenis.

The virtues of reduction in size, weight, power, and cost, regardless of the size of the spacecraft, however,

are important. USAF will increasingly rely on these technologies to prevent "growing" satellites to next,

more expensive classes of launch vehicles. When DoD space is ready for micro-spacecraft, the

technologies described here will enable their advent. To achieve the greatest benefit, optimization at all

levels of the packaging hierarchy will be required. As long as MCMs are treated as fancy single-chip

packages and merely mounted onto circuit boards, the realization of the paradigm is incomplete. On the
other hand, heterogeneous 3-D MCM technologies, MEMS devices, and multifunctional structures will

provide the technology infrastructure necessary to enable the construction of true micro-spacecraft without

compromise.
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The evolution of highly miniaturized electronic and mechanical systems will be accompanied by

new problems and issues regarding the radiation response of these systems in the space environment. In
this paper we will discuss some of the more prominent radiation problems brought about by miniaturiza-
tion. For example, autonomous microspacecraft will require large amounts of high density memory, most
likely in the form of stacked, multichip modules of DRAMs, that must tolerate the radiation environment.
However, advanced DRAMs (16 to 256 Mbit) are quite susceptible to radiation, particularly single event
effects, and even exhibit new radiation effects phenomena that were not a problem for older, less dense
memory chips. Another important trend in microspacecraft electronics is toward the use of low voltage
microelectronic systems that consume less power. However, the reduction in operating voltage also carries
with it an increased susceptibility to radiation. In the case of application specific integrated circuits (ASICs)
that are an integral part of application specific integrated microinstruments (ASIMs), advanced devices of
this type, such as high density field programmable gate arrays (FPGAs) exhibit new single event effects
(SEE), such as single particle reprogramming of anti-fuse links. New advanced linear bipolar circuits have
been shown recently to degrade more rapidly in the low dose rate space environment than in the typical
laboratory total dose radiation test used to qualify such devices. Thus, total dose testing of these parts is no

longer an appropriately conservative measure to be used for hardness assurance. We also note that the
functionality of micromechanical Si-based devices may be altered due to the radiation-induced deposition
of charge in the oxide passivation layers.

INTRODUCTION

Risk mitigation through the application of quality assurance techniques to microelectromechanical
systems (MEMS) will pose special problems for future spacecraft and satellites. The rapid evolution of
new technologies that are attractive for space applications, the increased emphasis on use of commercial
microelectronic parts to save cost and schedule, the very small market represented by both military and
civilian space systems, and the emergence of new device failure phenomena all pose particular difficulties
for insuring flight mission success. Nowhere is this more apparent than in the case of radiation effects, and
the effort to establish radiation hardness assurance (RHA) for MEMS. In the case of other reliability phe-
nomena, one can take advantage of other high volume, high reliability applications, such as automotive
and medical, to leverage statistical measures of reliability, minimum cost and quick schedule, but radiation
represents a unique requirement not encountered by other high volume application areas. In addition, the
downturn in DoD hardened electronic part development, testing and acquisition has resulted in reduced
availability of radiation hardened or even radiation tolerant electronic parts. With regard to the fabrication

of microelectromechanical parrs, most reliability phenomena can be detected or prevented by prudent use
of statistical process control and various screening techniques. In the case of radiation effects, however,
very often "improvements" in device performance characteristics achieved by altered processing steps can
lead to increased radiation vulnerability which only becomes known after the fact during radiation testing.
Lastly, many new, emerging technologies exhibit new and unexpected radiation effects that must be taken
into account prior to insertion in space systems. In this paper, we briefly explore some of the radiation
effects issues that will confront designers and users of advanced, microelectronic and microelectromechanical
parts.

There are several ways this discussion can be organized; we have chosen to discuss radiation ef-
fects according to part type, beginning with a review of radiation effects in advanced bipolar devices.

*The work described in this paper was carried out by the Jet Propulsion Laboratory, California Institute of Technology, under
contract with the National Aeronautics and Space Administration (NASA). Work was funded by the NASA Code QW sponsored

'Microelectronics Space Radiation Effects Program (MSREP).



ENHANCED LOW DOSE RATE EFFECTS IN BIPOLAR CIRCUITS

Relatively simple bipolar circuits such as operational amplifiers and comparators, form an essential
part of many electronic circuits, hybrids and systems. Such devices will continue to play an integral role in
the functionality of advanced devices such as MEMS. Thus, their radiation response will influence the
ability of MEMS to survive the hostile space radiation environment.

Recently, it has been established [1-I0] that many bipolar integrated circuits are much more sus-
ceptible to ionizing radiation at low dose rates (0.001 to 0.005 rad(Si)/sec) than they are at the high dose
rates typically used for radiation testing of parts in the laboratory. Since the low dose rate regime is equiva-
lent to that encountered in space, for these devices the standard laboratory radiation test at moderate to high
dose rates is no longer conservative. The seriousness of this problem has led the Air Force to issue an Alert
Concern for this effect. Because of the greater radiation sensitivity at very low dose rates, the only way to
provide radiation hardness assurance to designers is to perform a radiation test at low dose rates which by
its nature is very time consuming. Consequently, it is imperative that an RHA test be developed which can
be performed at moderate to high dose rates. Because the physical mechanism for the enhanced low dose
rate effect is not yet completely understood, it is not possible to propose a reliable RHA test. Herein, we
will merely provide some examples of this effect, which serve to emphasize the seriousness of the en-
hanced low dose rate susceptibility problem.

Initial work [ 1] on the enhanced low dose rate (ELDR) effect suggested that as the dose rate was
decreased, the enhancement effect saturated at around 10 rad(Si)/s and did not become any stronger at
lower dose rates. However, expanded studies [2-10] of the ELDR effect clearly indicate that for many
devices, saturation, if and when it occurs, must come at very low dose rates. For example, Figure 1 shows

how input offset voltage, V^ s, of the LM324 operational amplifier depends on total dose at different dose
rates. Note that while there i_ little change in Vn_ for dose rates as low as 0.005 rad(Si)/s, there is a dramatic

decrease in offset voltage at low doses when th-_ LM324 is irradiated at 0.002 rad(Si)/s. The change in Vos
may come at even lower doses if one were to expose the part at 0.001 rad(Si)/s. To understand how imprac-
tical an RHA test becomes under these conditions, suppose that a mission has a total dose requirement of
15 krad(Si) and testing must be done at 0.001 rad(Si)/s to obtain the lowest failure dose because of the type
of behavior shown in Figure 1. In order to test to the mission requirement, the radiation exposure would
last for nearly 6 months, a test time that would be prohibitive for many fast, aggressive flight projects.

Figure 1.

1 I I I I I I
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Degradation of input offset voltage of the LM324 operational amplifier at various dose rates.

Studies of the response of individual bipolar transistor types to different dose rates have shown that
the problem is most severe for pnp transistors used in many linear circuits with conventional junction
isolation. Damage in pnp devices can be 6 to 7 times greater at low dose rates than at high dose rates [4]. In

contrast, npn transistors from the same fabrication processes are generally not sensitive to dose rate effects
below approximately 1 rad(Si)/s. Thus, circuits which use both types of components may exhibit different



failure modesatlow andhighdoseratesbecauseof thedifferentamountof relativedamagethatoccursin
the two typesof componenttransistorsat low doserates.In addition,differentbipolar circuits that use
varying mixesof thetwo transistortypescanexhibit different failurecharacteristics,evenfor partsfrom
thesameprocessline. Forexample,Figure2comparesinputbiascurrentdegradationof twobipolar circuit
typeswith similar input stagedesignsfrom thesamemanufacturer.Doserateeffectsarerelativelyeasyto
evaluatein linearcircuits with pnp input transistors because the input bias current provides a straightfor-
ward way to measure input transistor gain degradation. For the LM111 and LM324 shown in Figure 2, both
devices use substrate pnp transistors, but the typical value of input bias current is three times greater for the
LM 111 than for the LM324. Although both circuits are more damaged when they are irradiated at low dose
rate, degradation in the LM324 is much greater. Damage in the LM111 saturates at relatively low total dose
levels, reducing the significance of enhanced damage. Input bias current of the LM324 continues to de-
grade at low dose rate as the radiation level increases, and consequently it is well above the specification
limit even at 10 krad(Si). Even higher damage occurred in this device at 0.002 rad(Si)/s, although this is not
shown in Figure 2. These results show that large differences can occur between different circuit types
produced by the same manufacturer, and that it is risky to make blanket assessments about dose rate effects
on the basis of tests on a small number of device types.
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Figure 2. Degradation of input bias current of two different bipolar circuits with similar input stages from
the same manufacturer.

It has also been shown [4] that the same device type from different manufacturers can exhibit

significantly different ELDR effects. For example, Figure 3 shows input bias current degradation for LM111
voltage comparators, which use substrate pnp input transistors, procured from three different vendors, and
tested at two widely different dose rates. For two of the manufacturers, damage of the input transistors is
about six times greater at low dose rates so that they exhibit rapid increases in input bias current at the
lower dose rate of 0.005 rad(Si)/s. Devices from the third manufacturer (vendor A) show only a small

increase in damage at the lowest dose rate, even though the geometry of the input transistors of this vendor
are identical to that of the vendor with the highest damage at low dose rates. Thus, determination of the
extent of the ELDR effect for a particular device type is not sufficient to provide RHA if a different vendor
is selected than the one used for radiation test samples.
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Figure 3. Total dose degradation of LM]]l comparators from three different manufacturers at high and
very low dose rates.

The remaining challenge for the radiation effects community is to devise an RHA test for the ELDR
effect other than direct testing at very low dose rates, an expensive and time consumhag a/ternative which
is unacceptable, but necessary in some cases at this time. While the physical mechanism of the ELDR
effect has not been completely defined, promising models are being developed [3,6] that are associated
with the dynamics of radiation-induced electrons and holes in thick oxides with weak electric fields. One
of the approaches suggested by these models is irradiation at moderate to high dose rates at elevated
temperature. Recent work [3,7] has shown that the increased damage at low dose rates can be at least
partially reproduced by irradiating at high dose rates and at 60°C to 100°C for certain device types from
particular vendors. However, it is not clear what the temperature should be for a given process technology,
or whether or not saturation of the increase in damage will occur at a reasonable temperature. Until the high
temperature RHA test is better defined, another way to deal with this problem is to require tests at two
different dose rates, selecting the lower dose rate so that it is sutTlciendy high to allow tests to be completed

in days or weeks instead of the extremely long time periods imposed by the very low dose rates discussed
above. Although this is not a substitute for doing tests at very low dose rates for devices that have severe
enhanced damage at low dose rate, it is a more pragmatic way to identify devices that have minimal
sensitivity to dose-rate effects..IPL has implemented this approach for several devices, using 0.02 rad(Si)/
s for the lowest dose rate.

CATASTROPHIC SINGLE EVENT EFFECTS IN FPGAs

Field programmable gate arrays (FPGAs) are enjoying rapidly expanding us_e in advanced elec-
tronic systems because of their performance and versafzlJ_y. In many cases these devices can replace an
entire board populated with discrete devices, thus leading to weight and power savings in spacecraft sys-
tems. In addition, field programmable devices offer a versatility that is important for low volume users
such as civilian and military spacecraft and satellites. The increased insertion of FPGAs in space systems
will require that their performance in radiation environments be well-established. In this section we de-
scribe a new single particle-induced dielectric rupture phenomenon that may become an increasingly im-
portant single event effect as scaling reduces the characteristic dimensions of FPGAs and similar devices.
Because many types of MEMS include dielectric layers (in capacitors and transistors, for example) with
voltages across them, this rupture mechanism is relevant to radiation hardness of MEMS technologies.



Recent SEE testing and research [ 11-13] on FPGAs has revealed a new catastrophic failure mecha-
nism in these devices, termed single event dielectric rupture (SEDR), an effect similar to single event gate
rupture (SEGR) in power MOSFETs [14,15]. In the Actel A1280 FPGAs that were studied, roughly half
the silicon real estate on the chip is devoted to logic modules, while the other half consists of the interc0n-
nection matrix. As shown in Figure 4, the matrix consists of horizontal and vertical conductors with an
anti-fuse at each crossing point. The anti-fuse structure, shown in Figure 5, consists of a thin (approxi-
mately 120 ]k) sandwich of oxide-nitride-oxide (ONO). The conductors are connected at crossing points

(anti-fuses) by electrically inducing dielectric breakdown of the ONO to establish a low resistance connec-
tion. A typical programmed FPGA design will have a few percent of the possible total number of anti-fuses
(about 650,000 for the A1280) connected to establish the intended functionality of the chip. A random

unconnected anti-fuse will be biased when the logic levels on the two crossing conductors are different, the
occurrence of which depends on the duty cycle and phase of the two signals on these lines. When the bias
is present, say at a level of 5.5 V, the electric field across the thin ONO anti-fuse is approximately 6 MV/
cm. As in the case of a power MOSFET gate oxide, this field is large enough to result in rupture of the
oxide due to the passage of a heavy, energetic charged particle. The effect of the resulting partial connec-

tion of the conductors depends on the surrounding circuitry and can be either benign or can compromise
the functionality of the FPGA circuit.
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Figure 4. Anti-fuse connection architecture forActel A 1280field programmable gate array.

Extensive accelerator testing with heavy ions has revealed the important features of the SEDR
effect in the Actel A 1280 FPGAs [ 11-13]. As one might expect, an ion-induced anti-fuse rupture is accom-

panied by an increase in total current as shown in Figure 6, taken during bombardment of an A1280 with
iodine ions (linear energy transfer = LET = 60 MeV-cm=/mg = 0.6 pC/gm). A rough count of SEDR anti-
fuse events can be taken by merely counting the steps in the current curve shown in Figure 6. The presence
of single ion-induced anti-fuse ruptures was also confirmed by locating high current flow nodes with
emission microscopy for multilayer inspection (EMMI) on bombarded FPGAs. In addition, a VLSI circuit

tester was used to perform Io_ tests which isolate current increases in each of the shift registers in the
device. The experimental matrix demonstrated that anti-fuse rupture depends strongly on ion type (LET),
bias and angle. Interestingly, and fortunately for space applications of FPGAs, the angular dependence is
the opposite of that of traditional SEU: anti-fuse rupture falls off sharply with angle. The rupture effect
does not appear to depend strongly on temperature, operating frequency, burn-in, lot-to-lot, or wafer-to-
wafer variation.
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NEW RADIATION PHENOMENA IN ADVANCED DRAMS

Perhaps more than any other class of advanced microelectronic device, DRAMs represent a chal-
lenge with regard to their insertion in space systems. Advanced DRAMs are particularly attractive for mass
storage systems on board spacecraft and satellites, so that it is tempting to incorporate them in large memory
designs. However, because the radiation tolerant space applications market is vanishingly small compared
to the commercial market for DRAMs, the designer is restricted to using commercial devices with little

chance of device or process modification to accommodate radiation requirements. Thus, it is imperative to
perform extensive radiation testing to determine if the commercial device under consideration will meet
specific mission requirements. Unfortunately, DRAM advancements are proceeding so rapidly that by the
time one has expended considerable effort and money performing Single Event Effects (SEE) and Total
Ionizing Dose (TID) effects radiation tests, the DRAM under test is obsolete and essentially unavailable. In
addition, scaling effects in newer devices ca!a. render radiation test results inapplicable to the latest DRAM
technology. Add to this the new phenomena we discuss below and one is faced with a very challenging
assurance problem f_r space applications of advanced DRAMs.

In the past few years, several studies [16-26] of DRAMs and SRAMs have revealed new radiation
effects phenomena that can affect solid state memory performance in radiation environments. As we will
show, technology advancements in the form of scaling to achieve reduced feature sizes and greater memory
cell densities will probably exacerbate these effects.

State-of-the-art DRAMs are complex devices that often incorporate much more circuitry than simple
DRAM cells and the necessary peripheral circuitry for accessing and writing/reading these cells. In par-
ticular, several operating modes may be built into the device in order to facilitate various test modes of
operation. Normally a command sequence is used to place the DRAM in a test mode, but recent SEE
testing [16] has revealed that an energetic heavy ion can throw the DRAM out of normal operating mode
and into one of its test modes if the particle hits the circuit device that controls operating mode. These so
called Single Event Functionality Interrupt (SEFI) events render the device inoperable until it is placed

back in normal mode by specific commands. Unlike a traditional Single Event Upset (SEU), which results
in a single error in one logic element, SEFIs manifest themselves as bursts of large numbers of errors due
to a single particle hit. Thus, although the interaction cross section for a SEFI is less than that for a typical
SEU, the effect has much greater impact on DRAM functionality. Fortunately, the effect is not permanent
and can be removed by commanding the device to reenter standard operating mode. Thus, it is not perma-
nently catastrophic in contrast with an important new class of single event hard errors we will discuss next.

During the last few years, several laboratories have observed single particle induced errors which
are permanent in nature in contrast with the more traditional SEU event which is a temporary change in

logic state of a circuit logic element. These "stuck bits" or "hard errors" remain in the device despite power
cycling or reloading of a memory. More recently, work at various heavy ion accelerators [ 18-21,23-25] has
led to a tentative identification of the nature of these hard errors. Earlier work [18,19] suggested that the
only mechanism for hard error formation was a so-called "microdose" effect. This effect is the single
particle/single transistor equivalent of a Co 6° or total dose irradiation, and is due to microscopic ionization
damage from the passage of a single ion (or a small number of ions) within the transistor gate region. As the
result of continued scaling, transistors in advanced memories are now small enough so that a single ion can
deposit enough ionizing energy to create the equivalent of a "total dose" effect within a single transistor.
This effect is primarily important for DRAMs or 4-transistor memory cell SRAMs that use dynamic stor-
age, but is not expected to be significant for random logic or 6-transistor memory cell SRAMs. In addition,
it has been established that at least some fraction of these microdose-induced hard errors will anneal, as

one might expect based on the characteristics of typical TID damage. Thus, these hard errors will recover
slowly, unlike the second type described below.

The second mechanism causes catastrophic shorting of the gate oxide in the specific transistor that
is struck by the energetic heavy ion [21 ]. It is attributed to gate rupture, and occurs because the high charge
density produced by the ion track reduces the electric field needed to cause dielectric breakdown of the
gate inslator. The result is destructive, permanent damage caused by the combination of applied field and
heavy ion strike. Similar effects have been studied for several years in power MOSFETs [ 14,15], but they
have only recently been observed for lower voltage transistors in VLSI devices. Theoretically, gate rupture
can occur for random logic as well as memories, and may prevent the use of extremely scaled (miniatur-
ized) devices in space. Note also that this effect is similar to the anti-fuse SEDR effect described above for
FPGAs.



Heavyion data,shownin Figure7, takenon commercial4-Mb DRAMs illustrates the striking
difference between the two hard error mechanisms [21 ]. The distribution of lost bits as a function of DRAM
retention time for iodine bombardment agrees with observations after total dose irradiation in which the
distribution "walks" to the left in Figure 7 so that fewer and fewer bits have long retention times above the

part specification of 360 ms at 45°C. In contrast, for gold bombardment two different types of data are
observed. In addition to results similar to the iodine induced microdose distribution, the Au also causes

permanent damage that is characterized by extremely short retention times, essentially zero. As in the case
of power MOSFET gate rupture and the FPGA rupture effect described above, the angular dependence of
the permanent damage is unlike traditional SEU. The natural separation into "lost ones" and "lost zeros" is
also suggestive of a permanent effect that requires a bias on the transistor to cause damage. This second
mechanism is particularly important for several reasons: 1) it is permanent and does not anneal so that over
the course of a long mission, these errors will accumulate; 2) this effect causes catastrophic failure of the
transistor in which it occurs; 3) this type of hard error could occur in any MOS transistor with bias on the

gate so that it will also affect microprocessors and random logic circuits which are not amenable to soft-
ware-based error detection and correction; and 4) this effect will become worse with continued part scaling

that is sure to take place as circuits with greater and greater performance are brought into the market place.
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To illustrate the potentially negative effects of the permanent hard error mechanism on scaled de-
vices, JPL examined a second set of 4 Mb DRAMs from the same manufacturer that had 20% smaller

dimensions and thinner gate oxides. The scaled devices were more sensitive to the permanent damage
effect in that the effect was observed for iodine at a lower LET than for gold. The damage thresholds,

expressed in terms of the linear charge density deposited by the ions, are shown in Figure 8. The dashed
line shows a prediction of the effect of future scaling changes, assuming that the threshold for gate rupture
varies as the reciprocal of the square of the electric field across the oxide, using oxide fields typical of high

speed scaling techniques.

In order to understand the implications of these results, one must take into account the distribution

of the ions making up galactic cosmic rays (GCRs), which decrease rapidly for high linear charge densi-
ties. Above 0.3 pC//.tm, the distribution falls abruptly by more than three orders of magnitude, the so-called
iron ion threshold that is characteristic of the GCR spectrum. These results have been used to calculate the

catastrophic hard-error rate for devices with different feature sizes, as shown in Figure 9. The error rate in



Figure9 representsthenumberof faileddevicesfor aVLSI circuitwith approximatelyonemillion transis-
tors.Thereis apronounceddifferencein theerror ratefor thehighspeedscalingapproachversusthelow
powerscalingmethodbecauseof thedifferencesin theway thegateoxidefield scalesin eachcase.The
very rapid increasein the error rateof the high speedscalingcurveoccurswhenthe thresholdcharge
densityfalls below 0.3 pC/I.tm,wherethereis a largejump in thenumberof GCRparticles.Thecurve
suggeststhatit will beverydifficult to usedeviceswith 0.25_ featuresizebecauseof the hard error limit,
and that devices optimized for low power operation will have a much lower error rate in space applications.
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IMPLICATIONS FOR EMERGING TECHNOLOGIES

Thus far, we have discussed important new radiation effects phenomena that will affect the radia-
tion susceptibility of advanced microelectronic and electromechanical systems in spacecraft and satellites.
In addition, we have seen that advances in performance in traditional electronic technologies, such as
DRAMs and microprocessors, which are achieved through scaling (miniaturization) of feature sizes, will
result in devices and circuits that are more sensitive to radiation effects. We wish to close our discussion by
emphasizing that care must also be taken in the insertion of new, emerging technologies in space systems
in order to avoid radiation effects problems that may jeopardize mission success. In many cases, the use of
concurrent engineering to examine potential radiation problems at early design stages will catch problems
before they reach a stage that will result in considerable cost and schedule penalties to repair. One example
concerns the insertion of fiber optic data links in high data rate space applications. The use of fibers and Si
detectors at the so called "first window" at a wavelength of approximately 850 nm is inappropriate for a
radiation environment because these fibers and detectors are more sensitive to radiation than the fibers and

HI-V-based detectors used at the second (1.3 gm) and third (1.55 gm) windows.

As we have noted above, many MEMS technologies involve the use of insulators in some fashion,

and these insulators may have electric fields across them. In such cases, ionizing radiation and heavy,
energetic ions can alter the operating characteristics of devices that depend on these insulator structures for
functional operation. In addition, in most MEMS the core element, such as a microaccelerometer or

microgyro, is on a chip that also includes a variety of more traditional electronic devices. Thus, even

though the heart of the MEMS may not be sensitive to radiation, it is possible that the MEMS functionality
will be disrupted in a radiation environment. In the rush to fly these powerful new miniaturized technolo-
gies we must not forget that their success can be jeopardized by radiation effects that can sometimes occur

in the MEMS themselves, or in the more mundane technology devices that facilitate the operation of the
MEMS.
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Micromechanisms of a locomotion and a manipulator with external skeletons like the struc-
ture of an insect are proposed. These micromechanisms can be implemented using rigid plates and
elastic joints. A large scale model consisting of plastic plates, springs and solenoids is shown to
demonstrate this motion. Moreover, several microsized models were built on silicon wafers by using
polysilicon as rigid plates and polyimide as elastic joints.

Due to scale effects, friction in micromechanical components is dominant compared to the
inertial forces because friction is proportional to L 2 while mass is proportional to L 3. Therefore, a
rotational joint that exhibits rubbing should be avoided in micromechanical components to ensure
efficient motion.

Insects have external skeletons, elastic joints, distortions of the thorax, and contracting-
relaxing muscles. The combination of an external skeleton and elastic joints produces friction-free
movement oft.he skeletons at the elastic joints. In addition, there axe several insect characteristics that
provide clues for designing microrobots.

In this paper, paper models of a robot leg and a micromanipuIator are initially presented to
show the structures with external skeletons and elastic joints. Then, the large scale implementations
using plastic plates, springs, and solenoids are shown. Since the assembly technique shown here is
based on paper folding, it is compatible with thin film microfabrication and IC planar processes.
Finally, several micromechanisms have been fabricated on silicon wafers to demonstrate the feasibil-
ity of building a 3D microstructure out of a single planar structure. These 3D structures can be used
¢.r cn2ea mlcrornhot_

'I

Text of full paper not available at time of publication.
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Abstract

A miniature bioreactor for the cultivation of cells aboard Spacelab is presented. Yeast cells are grown

in a 3 milliliter reactor chamber. Supply of fresh nutrient medium is provided by a piezo-electric silicon

micropump. In the reactor chamber, pH, temperature and redox potential are monitored and the pH is

regulated at a constant value. The complete instrument is fitted in a standard experiment container of

63×63x85mm. The bioreactor has been used on the IML-2 mission in July 1994 and is currently being

refurbished for a reflight in the spring of 1996.

Introduction

Experiments with cells in space have shown that important cellular functions are changed in

microgravity [1]. These findings are of great interest for fundamental research as well as for possible

biotechnological applications. For the cultivation of cells aboard spacelab, a miniature bioreactor is

developed. The objective is to evaluate in a controlled bioreactor experiment (chemostat cultivation)

the effects of mixing and stirring on the growth characteristics of yeast cells. The experiment has been

selected by ESA for the IML-2 mission which took place in July 1994. The experiment was located in

Biorack, a multi-user facility developed by ESA to host biological experiments in Spacelab. The

individual experiments are mounted in standard containers of various dimensions. The Type ]I

container allocated for this experiment has internal dimensions of 63x63 x85mm.

The design of the Space Bioreactor includes the following features;

• Supply of fresh medium to cells in the reactor chamber (working volume 3 ml) over a period of 9

days at an adjustable rate (0.2 - 1.5 ml/h)

• Measurement of pH, temperature and redox potential of the culture

• Control of pH of the culture

• On-line data transfer to ground control

In view of the complexity of the instrument and the limited dimensions of the Type II container, the

application of silicon technology to provide both the sensors and a micromachined pump and flow

sensor are of a distinct advantage.

During ks first flight on IML-2 in July 1994, the technical feasibility of the bioreactor concept has

clearly been demonstrated. Due to excessive temperatures in the laboratory where the flight

experiment had to be prepared, the experiment has not yet given all the expected biological results.

Therefore, a reflight opportunity has been granted and the bioreactor is currently being prepared for



the STS-76mission in the spring of 1996. In order to make the liquid handlingmore robust, a
controlledflow systemwill beimplemented.

Experimental Setup

Figure 1 shows the individual elements of the bioreactor and their interconnections. In the following

section, these e!ements will be briefly described. It is interesting to note that the reactor chamber, the

heart of the instrument, occupies less than 1% of the volume available in the experiment container. The

largest volume is reserved for the nutrient medium reservoir. Both the fresh and used medium reservoir

are flexible and while the first is emptied during the experiment, the second takes its place while filling

up.
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Figure 1. Principal elements of the miniature bioreactor

Pumping system

The supply of fresh medium to the reactor chamber is accomplished with a microfabricated pump [2,

3]. It is a membrane pump consisting of a structured silicon part sandwiched between two glass plates.

The silicon forms two passive one-way valves that close on the thicker of the two glass layers. The

thinner glass forms the membrane that is driven by a ceramic piezo-electric disk. When used as such,

the flow rate of the pump is depending on the output pressure that has to be provided. Unforeseen

variations in the bioreactor chamber pressure were the cause that during the first flight fluid delivery

was not sufficiently controlled. For the reflight, a flow sensor is added so that the pump can operate in

a closed loop control system and supply the required flow independent of output pressure [4].

Sensors

The sensors for the bioreactor, a pH-ISFET, a temperature sensitive diode and a thin film platinum

redox electrode have all been integrated on a single chip that measures 3.5x3.5 mm. The sensor chip is

mounted on a carrier that is inserted in the reactor chamber so that the sensor surface becomes part of

the chamber wall without creation of dead angles. The reference electrode used in connection with the

chemical sensors is a gel-filled Ag/AgCI electrode.



pH-controi

For optimal growth conditions for the cells, the pH in the reactor has to be maintained at a constant

value. During normal growth, yeast cells will acidify the medium for which a compensation is required.

In view of the risk connected to the use of concentrated NaOH for this purpose, an electrochemical pH

control is developed. A titanium electrode in the reactor chamber acts as a cathode for the electrolysis

of water to produce hydroxyl ions. As a counter electrode a silver wire is used, embedded in a KC1

loaded gel. The counter electrode compartment is separated from the reactor chamber by a Nation

membrane. Electrochemical compensation of the pH can be controlled very precise and avoids the

need for an additional pump for NaOH dosage.

Electronic Circuits

The operation of the bioreactor is controlled by an Intel 87C51 microcontroller. The circuitry consists

further of amplifiers for the sensors, a high voltage driver circuit for the micropump and a current

source for pH-control. The pump operation is governed by an analog control system, the set-point of

which is controlled by the microprocessor. The current source for pH-control is galvanically isolated

from the rest of the circuit to avoid interference with the sensor signal s. Relevant data are available on

one multiplexed analog output channel. For preparation of the experiment before the flight a serial data

connection is provided and the instrument can be directly interfaced to a standard personal computer.

Figure 2 shows the basic electronic connections in the instrument. The circuits are built up with surface

mounted components on two printed circuit boards

pressu_

flow

/ ,_ O-200V piezo pump _ L-_ '_"

_7

sensors _ +SV

-- +10V

current source -- GND

pH control stirrer motor

Biorack Interface

Figure 2. Electronic circuit of the bioreactor



Results

This project has started in 1991. After 15

months a breadboard model was presented to

show the feasibility. After that the bioreactor

has been qualified in vibration and EMC tests

and, above all, in biological performance

experiments as described in [5]. Figure 3

shows a photograph of an engineering model
of the bioreactor that has been used for a

number of the qualification tests. The first

flight of the bioreactor has been relatively

successful and currently the second flight is in

preparation.

Conclusion

The development of a miniature bioreactor

with microfabricated components for fluid

handling and silicon sensors shows a

promising outlook for their application in

micro gravity experiments. In view of the

special requirements for this kind of

application, the bioreactor is an attractive

showcase for microsystem technology.
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Abstract

A completely integrated microreactor has been developed, that allows the processing of very

small amounts of chemical solutions. The whole system comprises several pumps and valves that are

arranged in different branches as well as a mixing unit and a reaction chamber. The streaming path of

each branch contains two valves and one pump between them. The pumps are driven piezoelectrically

using pizoceramic elements mounted on thin glass membranes.

Each pump has a dimension of about 3.5mm x 3.5mm x 0.7mm. A pumping rate up to 25 gl/h can be

achieved. The operation voltage is in a range between 40 V and 200V. A volume stroke up to 1.5gm

is achievable for the membrane structures

The valves are designed as passive valves. The sealing is made by the use of thin metal films. The di-

mension of a valve unit is 0.Smm x 0.Smm x 0.7ram.

The ends of the separate streaming branches are arranged to meet in one point. This point acts as the

begin of a mixer unit. The unit contains several fork-shaped channels. The arrangement of these

channels allows the division of the whole liquid stream into partial streams and their reuniting. A ho-

mogeneous mixing of solutions and/or gases can be observed after having passed about 10 fork

elements.

A reaction chamber is arranged behind the mixing unit to support a chemical reaction of special

fluids. This unit contains heating elements placed at the outside of the chamber.

The complete system is arranged in a modular structure and built up of silicon. It comprises three sili-

con wafers bonded together applying the silicon direct bonding technology. The structures in silicon

are made only by the use of wet chemical etching processes. The fluid connections to the outside are

realised using standard injection needles that are glued into v-shaped structures of the silicon wafers.

An integration of further components, like sensors or electronic circuits, is possible due to the use of

silicon as basic material.

1. Introduction

The development and synthesis of special agents and fine chemicals were connected in the

past very often with a low efficiency. Big amounts of different chemicals and complicated processes

were required to get a very small volume of a specific material. One of the basic reasons for that is

the present state of the development of chemical devices. They are very often big, unable to work

with small amounts of agents and not stable enough during process steps. Although they possess a

relatively high accuracy with big amounts of inserted materials the accuracy is very low at insert vol-

umes below 1gl. The handling of the devices is complicated, too. A direct control of the reaction



parametersis mostlynotpossible.A detectionof thereactionproductsrequiresa greateffort. These
disadvantagesleadto astrongincreasein costsfor newandspecificproductsandmethodsin thefield
of chemistryandbiochemistry.
Themicromachiningtechnologycanopennewfieldsin theareaof chemistryandbiochemistry.Dif-
ferentnewmodules,like pumpsandvalveshavebeendevelopedduringthelastyears[1-4].These
smalldevicesareablein principleto handlevery smallamountsof fluids with a veryhighaccuracy.
Althoughthesecomponentshavebeencharacterisedvery oftenas individualcomponentssomeof
themweredesignedandmanufacturedasintegratedsystems[5-8].Theaimsof theseworkswerefo-
cusedon thedevelopmentoftotat analysissystemsin microtechnology,socalledp.-TAS.An integra-
tion of differentcomponentsleadsto anadvantageof thesesystemsin comparisonto commonlyused
devices.In-situmeasurementsarepossibledueto the integrationof specificsensorsystems.Direct
interconnectionsof thesegroupsto electronicbuilding groupsare further advantagesof these
systems.
Whiletheworkof differentgroupsworldwidewasfocusedonthedevelopmentof specificsensorin-
terfacesin g-TAS devices,we tried to paymoreattentionto thedesignof micropumps,valves,mix-
ing unitsandreactionchambers.Wewere mainly interestedin integratedmicroreactorsystemsthat
canbeproducedby usingrelatedprocesstechnologies.We havedesignedand producedmodular
micropumps,valves,mixing unitsandreactionchambersto investigatetheir parameters.A technol-
ogyfor theproductionof completelyintegratedmicroreactorsystemswasdeveloped.
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reactor unit / sensor unit / outlet

Figure 1: Integrated micrreactor

inlet unit

valve unit 1

pump unit

valve unit

mixing unit

2. Concept of the microreactor

system

The integrated microreactor sys-

tem was designed to get the possibil-

ity of adding more microcomponents.

The basic structure of a system con-

sisting of five different groups is

shown in figure 1.

The inlet unit is arranged on the top

of the system. This unit connects the

microsystem with the macroscopic

environment. The best way to realise
this is a direct connection of the

microsystem with media to be

observed.

The second group consists of valves.

These valves prevent the reflow of the

liquid. A reflow could happen when

the pumps start their operation.

The pump unit is the next group of

the system. The pumps drive the

liquid flow from the inlet through the
first and the second valve units and

the mixing unit as well.
The valves of the fourth unit have to

prevent a reflow of liquids into wrong

branches of the system.



Thefifth groupof thesystemcontainsthemixingunit.Thedifferentliquidsshouldbemixedor, if re-
quired,reactduringtheirflow throughthisunit.
Thelastgroupcontainsareactionchamberandoptionallyasensorunit oranoutletof thesystem.All
groupsof thesystemshouldbeintegrated.Thebasicmaterialshouldbesilicon.The numberof pro-
cessstepsshouldbereducedtoaminimum.

3. Micropump

3.1 Design of the micropump

The micropumps for application in microreactor systems were designed as piezoelectrically

driven membrane pumps. The pump unit as shown in figure 2 consists of two silicon wafers bonded

together by the
use of a low tem-

perature silicon

direct , bonding

technology. The

wafer on the top

is structured ap-

plying wet

chemical aniso-

tropic etching

procedures. The
thickness of the

membrane is

about 50p, m. The

pressure chamber

inlet channel

piezo plate

silicon base plate

Figure 2: Basic structure of the micropump

silicon membrane

outlet channe

membrane has a

size of 4mm x 4mm. A piezo plate with a size of 3.5mm x 3.5mm x 0.2mm is mounted on top of the

membrane. A voltage can be applied onto the top and the bottom of this plate. The silicon base plate

covers the inlet and the outlet channels as well as the pressure chamber.

3.2 Measurements on the pump
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Figure 3: Velocity of the droplets in dependence

from the height of voltage

250

To investigate the per-

formance of the micropump we

have prepared several examples

according to the above principle.

The inlet channel was directly
connected with a fluid reservoir.

The outlet channel was con-

nected to a gaseous volume. Due

to this arrangement it was poss-
ible to work without valves in the

streaming path. Applying a volt-

age to the piezo plate one can ob-

serve a bending of the bimorph
structure that consists of the

piezo plate and the silicon mem-
brane. This deformation causes

an underpressure inside the



pressurechamber.Theliquid tendsto streaminto thepressurechamber.A turn backof the applied
voltageleadsto anoverpressurein thechamber.Theliquid will bepushedout of thechamber.If the
outletis connecteddirectlywith a gaseousvolume,thestreamingresistivityalongthispathis much
lower thanthat oneof the inlet path.By applyingcyclic voltageonecanobserveacyclic outputof
the liquid at theoutlet. In dependenceof theheightof theappliedvoltagewe haveinvestigatedthe
sizeandthevelocity of thedropletsformedat theoutlet.Onecanseeasshownin figure3thatan in-
creaseof theappliedvoltageleadsto aniflcreaseof thedropletsizeandanincreaseof thevelocityof
thedropletsrespectively.Besidesthis wecouldalsofoundthat thevolumeof thedropletsandtheir
velocitydependon thefrequencyof theappliedvoltage.Thedropletsizecanalsobe influencedalso
by thegeometryof theoutletchannel.
Thebestresultswereachievedin avoltagerangebetween50V and200V.It waspossibleto work in
afrequencyrangeup to 6000Hz.Theminimumamountthatcanbepumpedwasabout60pl.A maxi-
mumflow rateof about25p.1/his achievable.Wehaveconsidereda maximumstrokeof thebimorph
systemof 1.5gm.Thepowerconsumptionof themicropumpis lowerthan10mW.

4. Microvalve - Design and fabrication

Pump operations in closed liquid

systems require the existence of valves.
Otherwise the flow and the reflow to the

pressure chamber are the same for the inlet
and the outlet channels. Microvalves have

been well known for several years [3,4]. The

integration of such individual devices into

closed micro reactors can lead to different

problems that are connected with sealing be-

havior, the dead volumes and the assembling

technologies. Therefore we have designed a

microvalve that is comparable to the known

technologies of the other components and

that possesses low dead volumes. The fab-

rication steps of the valve are shown in fig-

ure 4. By means of this fabrication

technology it was possible to solve different

problems. The valve body is made of a flex-

ible metallisation tong that allows a nearly

perfect sealing of the valve seat. Sticking ef-

fects of the valve body can be prevented due
to the chosen material combinations. Direct

bonding technologies can be carried out at

low temperatures..

We have prepared samples of the valves to

investigate their behavior under different

working conditions. The cross section of the

orifice was varied from 300p.m x 300gm to

1000gin x 1000gm. The metallisation layer

was a sandwich structure that consists of

100rim chromium and 200nm gold.

sacrificial layer

metallisation layer

passivation layer

wet chemical anisotropic etching

etch of the passivation layer

etch of the sacrificial layer;

silicon direct bonding to a second Si-wafer

Figure 4: Process steps of the passive microvalve



Intotheflow directionall valveswereworkingperfectlyup to apressureof 1bar.The opposite direc-

tion of the flow leads to a streaming breakdown at pressure differences greater than 5000 Pa. This

low value indicates a mechanical instability. A better selection of the metals and noticeable thicker

layers could lead to improved properties of the valve. An influence of the size of the valve body was

not found. Due to the low streaming rate it was impossible to estimate the leakage rate of the valves

below this limitation pressure.

5. Mixing unit

5.1 Design principle

The mixing of fluids in small channels is a technical problem. The reason for that is the beha-

vior of the liquids. In very small channels one can observe only a laminar flow of the liquid. This

flow is not disturbed by any turbulences. During our experiments we found out that obstacles built in

the channel do not lead to any turbulences in the flow. A good mixing of different liquids requires

turbulences in the flow. Therefore the answer to the question "How is it possible to achieve a homo-

geneous mixing of different liquids in microsystems ?" is very important.

The integration of driven obstacles into tubes is known from the macroscopic area. Some rotating de-

vices are known too in the microscopic area [9-11 ] . They are driven electrostatically and built up out

of silicon. Unfortunately these systems were only observed in a gaseous atmosphere. The application

with liquids is limited due to the high voltages required. A further disadvantage is the construction

liquid 2 liquid 1

a) b)

Figure 5: Mixing principles with an enlargement of the active surfacees
a) horicontal adding - vertical dividing - horicontal reuniting of two different liquids
b) vertical adding - horicontal dividing - vertical reuniting of two different liquids



principleof thesemicromachines.A lot of moreprocessstepswouldbenecessaryto buildup com-
pletelyintegratedsystemsusingthesemicromachines.
Staticmixingunitsmeetall requirementsof theprocesstechnologyandopenthepossibilityto work
withasmallamountof basicmaterialsincontrastto moveableobstacles.
Themixingof fluids in smallchannelscanoccurby amechanicalexchangeof liquid elementsdueto
streamingobstaclesand/ or by diffusion processes. To get a mixed solution after a short distance it is

necessary to enlarge the boundaries between the fluids. A twisting of the fluid layers can not occur

due to the laminar flow. An enlargement of the surface boundaries can be achieved in different ways.

A simple solution is dividing of each flow into several partial flows. The partial flows of the different

solutions will be stacked. Then the partial flows will be reunited. The disadvantage of this method is

the size of the system. A lot of space is required due to the division of two or more flows into several

partial flows. Therefore we developed a mixing principle that is suited for the use in microsystems

and that requires only a small amount of space. Two basic principles of the mixing are shown in fig-

ure 5. In the first case (Figure 5 a)) the two liquids will be added together in a horizontal plane. The

whole flow will then be divided along a vertical line. As result one gets two partial flows that are lo-

cated in two different planes. They will be reunited again in a horizontal plane. Then the procedure

starts again. In the second case all procedures are turned around 90 ° . In both cases only two planes

are necessary. This mixing procedure allows the mixing of two different fluids. A mixing of more

than two liquids is possible by a simple increase in the number of the inlets only.

We calculated the Reynolds-number for the streaming in the channels using water as a liquid. At a

cross-section area of t600gm 2 we found a Reynolds number of about Re=18. To achieve a staple of

fluid layers we took into account that the streaming resistivities in different parallel streaming chan-

nels should be in the same order. Otherwise one gets a streaming path through the system along the

way of the lowest streaming resistivity. In such case no mechanical mixing can occur and the mixing

effect is only caused by diffusion processes. We developed a mixing unit that consists of fork-shaped

mixing elements. These forks are arranged in two layers. A liquid stream through such a unit will be

divided perpendicular to the boundary layer, united in a stapled formation and separated again per-

pendicular to the boundary layers. Different cross sections of the channels in the fork lead to adapted

streaming resistivities. A scheme of the mixing unit and a demonstration of its function is shown in

figure 6. We have designed a mask that possesses several mixing units. The mixing units contain

1. layer

2. layer

Figure 6: Scheme of the mixing unit with several states of mixing



either5, 10,15or20mixingelements.Theopeningsof the fluid channels of the mixing elements had

a size of 150p.m and 2001am respectively at the surfaces of the substrates.

5.2 Experimental investigations

For the experiments we used 3" - (100) oriented - p-doped silicon wafers. The wafers were

cleaned in a standard cleaning procedure. A thermal oxide was grown with a thickness of about

1.2p.m. After the lithography the oxide was etched. Then a anisotropic chemical etching was carried

out in a 30°/'0 KOH solution at 80°C. All structures were etched until the natural etch stop at the (111)

planes of the silicon were reached. The oxide was then etched away and the wafers were cleaned

again. Then the wafers were pre-treated in an oxygen plasma for 30 sec. Immediately after this pro-

cess they were rinsed in DI-water, aligned and prebonded. The bonding procedure was carried out at a

temperature of 400°C for 4 hours. The wafer was severed into dies. Stainless tubes were slipped into

the openings of the channels that were opened by the sawing process. Then the whole system was

coated with an epoxy. The steel tubes were connected with transparent tubes made of polymers. To

proof the efficiency of the mixers we used a micropump that delivers a cyclic flow rate of the fluids.

The average flow rate of about 10 gl/h was constant during the experiments for both liquids. We ob-

served the optical properties of the mixed fluids at the outlet of the mixer. This work was done by

means of an optical microscope. We judged the homogeneity oft he solution.

5.3 Experimental results and discussion

During our experiments we worked with mixing units that consist of different numbers of

mixing elements. Four different types of fluids were used to examine the function of the micromixer.

.

2. water + air

3. oil + air

4. water + oil

i molar chloric acid + methylorange solved in water

1. The first liquids are soluble in

each other. A mixing of these two fluids

can be observed by a change of the co-

lour of the solutions. Methylorange

solved in water changes the colour from

yellow to pink after a reaction with

acids. We found a pink solution at the

output of the mixing unit. The change

of the colour was independent of the

number of the mixing elements. Mixer

units with 5 mixing elements show the

same behaviour as units with 20 el-

ements. In general the solution was ho-

mogeneous mixed. Due to the good

solubility of the liquids it was not poss-

ible to estimate the real mixing process

- diffusion or mechanical mixing.

Figure 7: SEM micrograph of the fork-shaped channel

structure of some mixing elements on top of
one wafer



2. Air hasarestrictedsolubilityin water.Onecanobservebubblesof air in thewaterif thecon-
centrationof theair is toohigh.Mixing unitswith 5 elementsshowbubblesof air andbetweenthem
columnsof water.The volumes of the bubbles and the columns were nearly the same. The dimen-

sions were in a range of 0.2-0.5mm. We observed a growing of an air bubble that was fixed for a

short time immediately at the output of the steel tube. This bubble was removed from the outlet after

it had reached a determined size. An increase in the number of the mixing elements leads to a change

of the behavior. More than I0 mixing elements lead to a development of very small bubbles of air.

These bubbles were not fixed at the edge of the tube. So the water became more frothy. The diam-

eters of the bubbles were in a range of less then 0. l mm. The growing of bigger air bubbles was ob-

served minutes after the mixing procedure.. This new quality indicates a mechanical mixing of the

two fluids. Due to the mixing principle the number of the fluid layers will be doubled and the thick-

nesses of the layers will be divided into half after each mixing element. Therefore the bubbles get

smaller as more mixing elements are flowed through.

3. The mixing of air and oil leads to a similar behavior as described before. The growth of

bubbles at the end of the steel tube was restricted due to the high viscosity of oil. The bubbles were

removed from the edge of the tube if their diameter was in a range of about 0. l mm. The mixed liquid

has changed the colour from yellow (colour of the oil) to a yellow - white. After the mixing unit the

liquid was not transparent. A growth of bigger bubbles outside the mixer was observed, too. The oil

mixed with the air by five mixing elements was nearly free of air bubbles after about 60 rain. We got

an oil free of air when the mixing was carried out in a 20 element mixer after 2-3 days. The velocity

of the bubble growth was much lower than in water.

4. The mixing ofoil and water is very difficult. There is no solubility of the fluids in each other.

In a mixing unit with 5 mixing elements we found a growth of small water droplets at the edge of the

steel tube. These droplets were surrounded by oil. The droplets were removed from the tube when

they had reached a diameter of about 0.Smm. So we could observe an alternating raw of columns of

oil and columns of water in the transparent tube. The liquids were separated very quickly inside a

bottle made of glass. Fifteen or more mixing elements lead to a decrease of the diameter of the water

droplets. These droplets are spherically shaped and surrounded by the oil. The solution is not trans-

parent and seems to be in an emulgated state. A demixing of the two liquids was observed about 3-4

hours after the mixing procedure. This behavior indicates clearly a mechanical mixing of the two

components.

6. Reactor chamber

The mixing of reagents does not lead in all cases to a chemical reaction. A supply of energy is

very often required to initiate chemical processes. This can be done by light, electricity, radiation or

temperature. We chose an energy supply in form of temperature. An integration of a resistor network

is simple and can also be done by the use of microtechnologies. Another advantage is the relatively

low power consumption. To initiate a reaction of the mixed fluids a reactor chamber was designed.

This chamber is directly connected with the output of the mixing unit. To prevent a chemical reaction

or a catalytic influence of the resistor materials with the reagents the resistors were arranged outside

the reactor chamber. For the heating elements we used platinum as material. The structures were pre-

pared applying a sputtering technology for deposition and a lift-off-process to create the elements.

Because of the very high thermal conductivity of silicon it is possible to increase the temperature in-

side the reactor chamber applying a current to the heating elements.

We carried out some experiments and found some disadvantages of this solution. The high tempera-

ture gradient caused by a heat up of the resistors leads to a spreading of temperature over the whole

wafer. An increase in the temperature is observable not only inside the reactor chamber but also in the

mixing unit, the micropumps and the microvalves as well. It was not possible to achieve the



preestimatedtemperatureinsidethereactorchamberdueto thetemperaturelossesin thewholesys-
tem. Furtherinvestigationsarenecessaryto reducethetemperaturelossesandtheheatingup of the
wholesystem.

7. Design and process steps of the microreactor

The microreactor contains several individual components as shown in figure 1. All these com-

ponents except the liquid reservoirs should be built up in an integrated form. The basic material for

all components is silicon. All process steps should be compatible to commonly known microtechno-

logics. On the basis of this concept we designed and prepared an integrated microreactor module that

meets all requirements in liquid handling and process technologies, respectively.

The microreactor consists of three structured wafers that are bonded together. The first wafer contains

square deepenings. One kind of deepenings solves as coverage for the heating elements arranged on

top of the second wafer. The other deepenings are required to get a membrane structure. Piezoceramic

plates are mounted on top of the membranes. These plates act together with the silicon membrane

below it as a bimorph structure. Applying a voltage to the piezoelectric element the whole bimorph

structure will be bended. Due to this deflection a pressure will be built up in the chamber below the

membrane. Caused by the pressure difference a directed flow of the liquids inside the chamber will

be initiated. The directed streaming can be achieved by means of two passive valves. The second

wafer contains the two valve units, a part of the mixing unit, the process chamber and the heating el-

ements as well. The valves act as passive valves. They have thin metallic membranes as valve bodies.

The flow of the liquid in one direction is possible due to holes etched through the wafer. The direc-

tion of the streaming is forced by the inverted arrangement of the holes and the valve bodies, respect-

ively, in each streaming path. A part of the mixing unit is formed as an arrangement of "fork-shaped"

v-grooves on the bottom of the wafer. A reactor chamber is arranged at the output of the mixing el-

ement. This chamber contains v-shaped grooves arranged in parallel. Deeply etched v-grooves act as

partial shape for stainless steel tubes of the inlet and the outlet connections in this wafer. The third

wafer contains an arrangement of v-grooves. These grooves act as channels for the streaming path, as

second part of the mixing unit (fork-shaped) and as shape to take in the outside connections. The ad-

vantage of this design is the low consumption of basic materials, short ways of the flow inside the

s 'stem and therefore very small dead volumes and only a few required process steps.

piezo plate _ pressure chamber mixing unit heating elements

inlet

) valw (opend)

Figure 8: Cross-section of the microreactor

:hamber

The microreactor can be realised by the use of silicon micromachining technologies. All three dimen-

sional structures in the silicon can be etched anisotropically. The depth of the structures is defined by

the natural etch stop at {111} planes of the silicon. Due to the etch stop it was possible to etch

through the whole wafers in some required regions. The valve bodies of the passive valves and the



heatingelementswereproducedby ametallisationprocessbeforetheetchingprocedure.Thewafers
canbe bondedtogetherafter structuringusingthe silicondirectbondingtechnology.This process
stepwascarriedoutafterashorttreatmentof thewafersin apureoxygenplasmafor about30s.The
bondingtemperaturewas450°C.Theadvantageof this low temperatureis thepossibility of an in-
tegrationof microelectroniccircuits.Thepiezoceramicplatesweremountedafter thebondingpro-
cesswith a glueon thetop.Thetubesof the inlet andtheoutletwereslippedinto thedeeplyetched
channelsandfixedby theuseof anelasticglue.All opensurfacesof thesystemaremadeof silicon.
For specialchemicalreagentsit is possibleto coverthe surfaceswith inertmaterials,like SiO2or
Si3N_.
Havingappliedavoltageto thepiezoplatesaflow rateup to 20gl/hwasobserved.

8. Conclusion

An integrated microreactor was developed that consists of several individual components.

Each individual component was investigated separately. The pumps can force a flow rate up to 25p.1/h

applying a voltage of 200V. Passive valves offer resistance in closed state up to 5000 Pa. The beha-

vior of the mixing unit was proved by the mixing of different fluids. The possibility of the mixing of

liquids with liquids as well as the mixing of gase s with liquids was shown. A homogeneous mixture

can be achieved for liquids that are soluble in each other after 5 mixing elements. Fluids that are not

soluble in each other will be emulgated after more then 10 mixing elements. The mixer possesses a

very high efficiency in the mechanical mixing of two fluids. The process chamber was arranged with

heating elements on their outside. Due to the temperature losses in the whole system it was not poss-

ible to achieve the preestimated temperature inside the chamber. Furthermore investigations are re-

quired to find out a better energy supply inside this component. The integrated microreactor was

designed and built up using commonly known process steps of the microtechnology. A total flow rate

at the output of 20gl/h was observed. The microreactor is suited in principle for applications in the

chemical and the biochemical area. The advantages of the system are low reagent consumption, very

high accuracy, low power consumption, small and light and the possibility to integrate sensors and
microelectronic circuits.
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Fluid flow volume measurements

using a capacitance/conductance probe system
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A probe system has been developed to measure the flow volume of a single fluid passing
through an orifice or flow line. The system employs both capacitance and a conductance probe at the
orifice, together with phase detection and data acquisition circuitry, to measure flow volume and
salinity under low or zero gravity conditions.

A wide variety of frequencies can be used for the RF signal source and is chosen primarily by
the capacitance of the orifice probe and the fluid passing through the orifice. Rapid measurements are
made using the reflected signal from the orifice probe to determine the "instantaneous" permittivity of
the fluid/gas mixture passing through. The "'instantaneous" measurements are integrated over time to
determine flow volume.

Analysis reveals that a narrow orifice helps to reduce non-linearities caused by differing flow
rates. The geometry of "deflectors" and "directors" for the flowing fluid are important in obtaining
linearity. Measured data shows that a volume measurement accuracy of approximately four percent
can be constantly achieved. The prototype hardware system and associated software have been
optimized and are available for further applications. The system has immediate applications in low or
zero gravity environments for measurements of urine or other liquid volumes.

Text of full paper not available at time of publication.
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Modem space tool design is the science of making a machine both massively complex while
at the same time extremely robust and dependable. We propose a novel nonlinear control technique
that produces capable, self-organizing, micron-scale space machines at low cost and in large numbers
by parallel silicon assembly.

Experiments using biomorphic architectures (with ideal space attributes) have produced a
wide spectrum of survlval-oriented machines that are reliably domesticated for wok applications in
specific environments. In particular, several one-chip satellite prototypes show interesting control
properties that can be turned into numerous application-specific machines for autonomous, disposable
space tasks.

We believe that the real power of these architectures lies in their potential to self-assemble
into larger, robust, loosely coupled structures. Assembly takes place at hierarchical space scales, with
different attendant properties, allowing for inexpensive solutions to many daunting work tasks.

The nature of biomorphic control, design, engineering options, and applications will be
discussed.
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ABSTRACT

Microtechnology enables the manufacturing of all kind of components for miniature systems or

microsystems, such as sensors, pumps, valves, and channels. The integration of these components

into a complete Micro Electro Mechanical System (MEMS) drastically decreases the total system

volume and mass. These properties, combined with the increasing need for monitoring and control of

small flows in (bio)chemical experiments, make MEMS attractive for space applications.

The level of integration and applied technology depends on the product demands and the

market. The ultimate integration is process integration, which results to a one-chip system. An

example of process integration is a dosing system of pump, flow sensor, micromixer, and hybrid feed

back electronics to regulate the flow [1, 2]. However, for many applications a hybrid integration of

components is sufficient and offers the advantages of design flexibility and even exchange of

components in case of a modular set-up.

Nowadays we are working on hybrid integration of all kind of sensors (,physical and

chemical) and flow system modules towards a modular system: the micro Total Analysis System (/.t

TAS) [3, 4]. The substrate contains electrical connections as in a Printed Circuit Board (PCB) as well

as fluid channels for a Circuit Channel Board (CCB) and integrated they form a Mixed Circuit Board

(MCB).



1. INTRODUCTION

During the past few decades a large variety of chemical microsensors has been developed. A large

amount of sensor principles such as optical, electrochemical, mass-sensitive and calorimetric have

been developed [5]. However, few of these sensors have made the way to the market. One of the

main reasons for this was the inherent limitation of chemical sensor performance caused by sensor

drift and loss of selectivity and sensitivity. For this reason, actuators were added which enabled

calibration of the sensor. Thanks to revolutionary developments in silicon microtechnology, in the

last decade many so-called fluid-handling elements have been developed. Using these elements,

complete so-called Micro Total Analysis Systems 0aTAS) could be built. One of the problems

encountered with such systems, however, is that due to their high complexity it is virtually

impossible to develop and fabricate all necessary components alone. For this reason we have

developed a generic hybrid concept, a "Micro Fluidic System" (MFS) enabling the composition of a

complex analysis system by integrating different components on one "motherboard" [6].

In this paper several components for such Micro Total Analysis Systems (gTAS) will be described,

such as an electrochemical micotitrator and components for fluid handling. Furthermore, the MFS

concept for integration of these components into a system will be described. For an electrochemical

sensor-actuator system (microtitrator) it will be shown how incorporation of this in a Micro Total

Analysis System (gTAS) improves its performance.

2. SENSOR-ACTUATOR SYSTEM

The coulometric acid/base titrator consists of an electrochemical actuator combined with an ISFET

pH-sensor (see fig. 1). With this sensor-actuator device fast titrations can be carried out, and the

titration time te, a is directly related to the acid/base concentration to be determined via the formula

OC _i, _ 2 j_
(1)
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Fig. l. Basic elements of the coulometric sensor-actuator device.

with Jc is the cathodic current density through the actuator, Cache and Docia respectively the

concentration and diffusion coefficient of the acid and F is Faraday constant. A typical plot of the

square root of tend vs. the concentration of lactic acid is shown in figure 2.

Coulometrlc titration of lactic acid

2

1

r i J i 1 L" I r

2 4 6 8 10

lactic acid concentration [mM]

Fig. 2 Square root Often d as a function of lactic acid concentration.

In practice, it appears that the coulometric actuator device, if operated as such, shows some

disadvantages. First of all, there is no linear relation between titration end point and the required

concentration. Secondly, the proper functioning of the device relies on the presence of only one type

of mass transport: diffusion. Effects of migration may strongly influence the measurement, and to



overcomethis anexcessconcentrationof supportingelectrolyteis needed.Finally the operational

rangeis limitedto amaximumof approximately10mM, causedby limitationsin thecurrentdensity.

This upper limit turns out to be problematic with respect to the much higher total acid concentrations

in samples such as fruit juice or wine (50. to 150 mM). The problems mentioned above can be

overcome by incorporation of the microtitrator in a Micro Total Analysis System (_tTAS), where the

sample solution can be diluted if necessary (see figure 3).

I Microtitrator

supporting
electrolyte

valve

_//injector
analyte rmcro-pump ,c_ / r-

i- L___J mixing __

_ _ IP' [.chamber

reaction /

chamber _-wwaste
with sensor_

Fig. 3. The proposed/.tTASfor improved coulometric sensor-actuator performance.

The p.TAS thus proposed, including subsystems, is schematically shown in figure 3. In reality the

mixing and reaction chamber might be one chamber only. Also, the micro-pump itself might function

as a valve.

3. COMPONENTS FOR FLUID HANDLING

For the realisation of Micro Fluidic Systems (MFS) a wide variety of components is needed. Many of

them, like pumps, flow-sensors and filters, were already developed at MESA [9]. For integration in

the MFS new designs have been made of a number of components that made them compatible with

mentioned concept. In Fig. 4 examples are shown of a flow sensor, a resistor, a filter/mixer module, a

micropump, and a microvalve specially designed for integration in MFS.



Beam type flow sensor Resistor Filter/mixer module [ 10]

Pump (top) Pump (bottom)

l_r:_{;_ _1_

Pressure Controlled Valve (top-bottom)J11]

Fig. 4. Photographs of a number of different components for the Micro Fluidic System (MFS).

The integration of the abovementioned components into microsystems can be realised in two ways:

hybrid and monolithic. The hybrid form will be discussed in section 4. An example of a

monolithically integrated dosing system, comprising a micropump and a flow sensor, is shown in

figure 5. The advantage of this type of integration is the possibility to realise very small dead

volumes, which is of interest for chromatography applications.

Fig. 5. Photograph of a monolithic integrated dosing system containing a pump and flow sensor.



4. MICRO FLUIDIC SYSTEM (MFS) CONCEPT

For the integration of components for fluid-handling into a system, several approaches have been

proposed. Van der Schoot et al. [12] proposed a vertical, stackwise arrangement of components

which has the advantage of efficient use of surface area but the disadvantage of being rather

inflexible. An altemative was presented by Fiehn et al. [13], who presented a Fluidic ISFET-

Microsystem (FIM) based on a planar integrated system. The main disadvantage of this system is

that a whole processed glass-bonded silicon wafer is used as system substrate. Recently, an

alternative was presented in which the components are at least partly, reversibly mounted in a way

perpendicular to the substrate [14]. In the latter system, which uses a silicon sealing for hermeticity,

the advantage is that each component can be replaced. The disadvantage is that the fabrication of the

system is not easily automated.

The Micro Fluidic System (MFS) we propose is composed of a so-called Mixed Circuit Board

(MCB) containing the fluid channels as well as the electronic circuitry in combination with the

silicon-based fluidic components (modules). These modules have a standardised connection to the

planar MCB both for fluids and electrical signals. The MCB consists of a glass-bonded silicon

backplate in a first stage, whereas in the second stage (laminated) plastics are used (see fig.6). In fig.

7 an example is given of how the electrical and mechanical layout of such a microanalysis system

looks like.

_llcon

Row sector modt_

ci"Jorv'tel / Fluid C..iro..,tt Su_'trate

Fig. 6. Flow sensor module on Si-glass bonded substrate (left) and plastic Mixed Circuit Board

(righO.



PCB Top PCB Bottom Channel layer Comp. Assembly

Fig. 7. Schematics of floorplan with mixed electrical and fluid connections

An example of a microanalysis system based on the MFS concept, containing two micropumps, two

flow sensors and an optical detection cell is shown in figure 8. With this system, color changes of

Congo red (a color indicator) upon pH changes between pH 3 and pH 9 is readily detected.

Fig. 8. Micro Analysis System demonstrator comprising two pumps, flow sensors and optical detector

cell.



5. CONCLUSIONS

A modular system concept for fluid handling (Micro Fluidic System, MFS) has been proposed for

the realization of Micro Total Analysis Systems and micro chemical systems. MFS enables the use of

standard components or modules to be integrated on a planar base plate that contains fluid channels

as well as electronic circuitry. Through the standardization the exchange of different components

from different suppliers is stimulated. An example of a microreactor in the form of a microtitrator is

presented and it is illustrated how incorporation of this microreactor in a micro total analysis system

improves it performance and avoids some of it disadvantages.
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ABSTRACT

An Active Radiator Tile (ART) thermal valve has been fabricated using silicon micromachining.

Intended for orbital satellite heat control applications, the operational principle of the ART is to

control heat flow between two thermally isolated surfaces by bringing the surfaces into intimate

mechanical contact using electrostatic actuation. Prototype devices have been tested in vacuum and

demonstrate thermal actuation voltages as low as 40 volts, very good thermal insulation in the OFF

state, and a large increase in radiative heat flow in the ON state. Thin anodised aluminum was

developed as a coating for high infrared emissivity and high solar reflectance.

INTRODUC_ON

There are applications for devices which can control the radiative transfer of heat into or out of

an object; the application of interest for this study is orbital satellites. A novel approach for

controlling the radiative heat flow between the satellite and the environment has been recently

proposed [1]. Active Radiator Tiles (ARTs) rely on a variable mechanical contact to control the heat

flow between two surfaces, creating a thermal switch or valve. Desired properties of the thermal

switch device are a high thermal resistance at rest, a high thermal conductance when activated, and

low power operation. In this paper we report the construction of ART prototypes and the

experimental verification of the principle of operation. A generalised side view of the proposed

device is shown in Figure 1. The operating principle is to control the flow of heat between a hot side

(Base) and a cold side (Radiator) of the device by direct mechanical contact between the two sides,

with electrostatics supplying the driving force.

In the OFF state (no actuation), the two plates are separated by thermal insulators (polyimide)

from 10 to 20 ktm tall, which minimises the conductive heat transfer Qim. The interior cavity

surfaces of the complete ART device (upper surface of the Base plate and lower surface of the

Radiator plate)

High Emissivity,

High solar

reflectance '_Radiator Plate Tsl_C¢ Qcmt Layer

Layezs

PoI_

Insulator

Base I Ill / I I / / I / / I/ /I

Figure 1. Schematic side view of Active Radiator Tile.



are coated with low-emissivity layers (aluminum and PECVD nitride) to minimise radiative heat

transfer Qr_t between the plates. In this state the heat flow from the Base to the Radiator is very low

and the device presents a large thermal resistance from the Base to the environment.

The silicon Radiator plate is etched anisotropically to form a large membrane with a large central

contacting boss. Application of a suitable voltage across the two plates will cause a deflection of the

Radiator plate into intimate contact with the Base plate, allowing heat transfer by conduction Qeond

from the Base to the Radiator, where the heat can then be radiated to the environment as Qout (the

ON state). The exterior surface of the Radiator plate, which will directly face the operating

environment, is coated with a high-emissivity layer of paint for maximum radiative heat flow to the

environment in the ON state. Th6 combination of dual facing low-emissivity layers and a high-

emissivity exterior surface allows for high thermal resistance when the device is at rest, and a high
thermal conductance to the environment when the device is actuated. Thus the ART device acts as a

thermal valve or switch, actively controlling the flow of heat to the environment in response to an

input voltage.

THERMAL/OPTICAL CONSIDERATIONS

The basic desired properties of the ART device are a good radiative heat flow in the ON state and

a minimum heat flow in the OFF state. To achieve a good radiative heat flow in the ON state, we

require a high-emissivity exterior surface. To minimise the heat flow in the OFF state, the interior

cavity surfaces should have as low an emissivity as possible. Since the ART will operate in high-

vacuum there is no convective heat transfer, and if the support posts have a negligibly high thermal

resistance all of the heat flow between the plates is radiative. A simple theoretical model of the OFF

state thermal characteristics can be developed if the conductive heat flow Qim through the support

posts can be ignored. Also assumed is the total reflection of solar energy by the radiator outer

coating. Referring to Figure 2, the radiative heat transfer from the Base to the Radiator plate can be
written in the form

Qr,cav = A •_ •Ebr(T4ase - T4rad) (1)

where A is the area of the plates, (1 is the Stephan-Boltzman constant, and

II+±l
keb_ e_:;

(2)

with ebe and ere the emissivities of the Base and Radiator surfaces of the cavity [1]. The

interchange factor Ebr accounts for reflection and absorption within the optical cavity. A similar

equation describes the heat flow from the Radiator to the environment, thus

4
Qr,out = A._-Ere (T_I - Tsl_:e) (3)

where ere is the emissivity of the Radiator exterior. In equilibrium, Qr,cav = Qr, out. Combining eq.

1 and eq. 3, we can derive the following two equations:

4 4
Ebrere (Tbasc - Tsl_eC), (4)

Qr,out = A'(I- Ebr + Ere

_/EbrT_.c + _:r_T.4pIcc

Trtd = _ Ebr + _t¢ "
(5)
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Figure 2. OpticalcavityofART. The netheatflow isfrom theBase tothe Environment.

Since we require a high external emissivity, ere - 1, for small Ebr the quantity [(EbrerO/(Ebr+er_)]

in eq. 4 reduces to simply Ebr. Considering eq. 2 in conjunction with eq. 4 illustrates the potential

for very high thermal isolation in the OFF state. For instance, if we set ebc = ere = e, with e ¢_1,

Ebr = e/2. The effective emissivity to the environment in the OFF state can be about half the

emissivity of the cavity layers, which translates to a factor of two increase in effective thermal

resistance between the heat source and the environment; while still retaining a high emissivity in the
ON state.

CONSTRUCTION AND TESTING

The ART prototypes are constructed using typical silicon micromachining techniques with 5 inch

625 I.tm thick silicon wafers. For Base plates, the bare silicon wafers are coated with aluminum and

a PECVD nitride insulating layer, then photoimageable polyimide is used to create support posts

from 10 microns up to 50 microns in height. The heat radiation when actuated depends on good

thermal contact between the two plates of the device when in contact, and the level of thermal

contact depends on applied pressure [2], so it is necessary to have a very high quality insulating

layer on the interior surfaces to allow high applied voltages (for high applied electrostatic pressures)

without breakdown. This is essentially related to the mechanical stiffness of the membrane

supporting the radiator plates: the Radiator plates are constructed using timed double-sided

anisotropic etching to create a membrane 5 to 10 I.tm thick with a large central contacting area

approximately 300 gm thick. The size of the prototypes in this study is approximately 1 inch square.

The voltage required for good thermal contacting would have been much less with a corrugated [3]

membrane supporting the radiator.

The prototypes were tested in a small turbopumped vacuum chamber at pressures between 10-6

mbar and 10 -5 mbar. Higher background pressures (> 10 -4 mbar) would noticeably degrade the

thermal isolation between the two plates. The Base of each device was attached with silver epoxy to

an aluminum heater block assembly; the heater assembly was then mounted via thermal insulators in

the vacuum chamber. A scanning infrared camera thermometer was used to monitor the

temperatures of both the Radiator and the Base (where the temperature of the Base is equal to the

temperature of the heater block) through an infrared window. The temperature of the heater block

was also monitored with a thermocouple. Calibration of the infrared camera to correct for the

infrared window absorption was accomplished by viewing the infrared signal from both the Radiator

and the heater block as the block was ramped to various temperatures in both air and vacuum. The

Base temperature range used for testing was approximately 40°C to 165"C.

Two different styles of prototypes were tested; assemblies which were only suitable for

determining the OFF state thermal isolation, and assemblies which could be actuated and
demonstrate both ON and OFF states.
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Figure 3. Temperature of the Radiator exterior versus the Base temperature. Values for the

theoretical curve are: e_=0.14, erc=O.07, e_=0.94, and Tsp_ = 20°C.

For testing the OFF state, ART devices were built which resembled as closely as possible the

idealized device, including a high-emissivity layer of black paint on the exterior. Stress in the black

paint applied to the exterior of the Radiator plates would curve the Radiators to the point that they
could not be used for actuation.

The testing of the ON state required ART devices with a non-ideal exterior surface of bare

aluminum, which had a serious impact on the heat flow which could be obtained to the environment.

Since the amount of heat radiated to the environment is proportional to the emissivity of the
Radiator exterior, in the actuatable devices the heat differential between the Radiator and the Base

in the OFF state was much less than for the idealized Radiators.

The ART prototypes were actuated using capacitance-voltage (CV) measurement equipment
which could apply up to 40 volts DC. This made it possible to monitor the motion of the ART

device once a voltage was applied, via the change in capacitance. The maximum voltage which

could be applied was limited by defects in the insulating PECVD layer; however the voltage range

was sufficient to clearly demonstrate a variable thermal conductivity as a function of applied
voltage.

In parallel, a process was investigated that allows for integration of a high emissivity coating

with thin micromachined devices. Anodised aluminum was selected since it combines high

emissivity eIR in the infrared with high solar reflectance Rs, e.g. low solar absorptance ots=l-Rs [4,
5, 6].

RESULTS

OFF state. The ART prototypes achieved an OFF state thermal isolation very close to that

predicted from the simple thermal model, demonstrating a thermal behaviour dominated by radiative

heat transfer from the Base to the Radiator plate. Figure 3 shows a graph of the Radiator

temperature as a function of the Base temperature calculated using eq. 5, and the measured values.

The emissivity values used to derive the theoretical curve were measured on the actual device

layers. The agreement between the simple model and the measured values is excellent. Note that the

Radiator plate, which is spaced only 10 I.tm from the Base, can remain at a temperature only 15°C
above room temperature while the Base is heated to over 160"C.



14q i i Base Temp! i

12.----:".... L__-:_____........ L_-_..... •....
] ! I !

G' 100- .......................... _........ b---- .... _-----,- ....

._ | _ Racliator Temp [

.....¢-.....[.......r......T---t .......
6°ff---=m'........ ,_........ b ....... ,_....... !- ........

8.
40]_ i i i i i

i i i I i

E ..... _-..... "....... "...... " .... ',-........
I I I I I

] 1 I I I
201- ...... _ ..... b ...... _-...... b---_-_- --

I I i !

0 2'0 _0 0 5,
Time (in min.)

Figure 4. Temperature of Radiator after actuation.

ON state. The ability to control the heat flow to the environment was demonstrated. The ART

Radiator temperature as a function of time after device actuation can be seen in Figure 4. As

expected, the temperature of the Radiator increases once the device is actuated. In this case, there is

a rather large temperature difference between the Radiator and the Base due to the low actuation

voltage. Note that the temperature of the Base, which is heated with a constant power, drops slightly
due to the heat flow into the Radiator and from there to the environment.

Actuating the device at a higher applied voltage would result in a smaller temperature difference

between the Radiator and the Base and a faster response time during the actuation. This can be seen

in Figure 5, which shows the temperature response of the device as a function of the applied voltage.
Note that appreciable turn-on voltages are much higher than the voltages required for simple

physical contact; this is expected as the thermal contact resistance decreases with increasing applied

pressure[2]. Figure 5 also indicates that the current study gathered data at the very minimum voltage

required for appreciable thermal switching.

Mechanical. Representative results of CV testing are also shown in Figure 5. The relative

capacitance (arbitrary units) at low voltages shows a parabolic increase in capacitance attributed to
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Figure 5. Temperature of Radiator after 5 min. actuation at indicated voltage, and relative
capacitance.



the movement of the Radiator plate in response to the applied potential; then a sudden increase in

capacitance as the Radiator plate comes into contact with the Base plate. The initial plateau at 12

volts was verified as the point of initial contact at the center of the contacting boss by observing the

motion of the Radiator under an optical microscope. Several smaller disparities can be seen in the

capacitance as the voltage is increased; this could be due to the different corners of the square

membrane boss coming into contact. Note that thermal switching does not occur until the applied

voltage is much higher than the voltage needed for simple contact.

The DC current into a device actuated at 50 volts was measured at 10 nA. The steady-state power

required is therefore 500nW for the prototype, which compares with a transmitted heat flow of

about 20 milliwatts;'so the temperature rise during actuation is not due to joule heating. This power

consumption is less than 1 milliwatt per square meter.

High emissivity coating. The high IR emissivity (EIR) coating was developed based on a standard

process for the anodisation of aluminum in a sulphuric acid solution [7]. This process results in the

formation of alumina with a reported value of 0ts/eXRthat can be as low as 0.19 [4, 5, 6]. Parameters

for our study were the thickness of the as evaporated aluminum and the anodization time, which

determines the thickness of grown alumina. Spectral reflectance in the 0.3 to 2 _m range, where

most of the solar energy is concentrated, was measured using an integrating sphere set-up for diffuse

reflectance measurements. Infrared spectral emissivity Em was measured separately between 2.5 I.tm

and 25 Inn using a specular reflectance set-up (the spectral emissivity is calculated as Eig=l- Rig). It

can be seen from figure 6, where data for wavelenghts that are typical of the spectra of concern in

satellite cooling are plotted, that the IR emissivity saturates about 0.9 when the alumina thickness
reaches a few microns.

However, the solar reflectance drops very quickly for increasing alumina thickness, so that we

could not reach the 0.19 value published for cxs/eig. This undesirable trend appears to be related to

the thickness of as evaporated aluminum. Our efforts to increase Rs in further developments should

should be concentrated on the aluminum itself from which alumina is grown.

CONCLUSION

The ART prototypes have proven the principles of operation of a thermal switch for satellite

temperature control. The prototypes demonstrate a high degree of thermal isolation in the OFF state,

a low actuation voltage and a corresponding low operating power, and when actuated drastically
decrease their thermal resistance and radiated heat to the environment.
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grown alumina for various thicknesses of the as deposited aluminum



A new design of thermal switches with lower actuation voltage, fully processed in a

micromachining technology and that could resist to launch conditions is presently under

development.
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ABSTRACT
(7 I

We are developing a new type of digital photoreceiver that has the potential to

perform high speed optical-to-electronic conversion with a factor of 10 reduction in
component count and power dissipation. In this paper, we describe the room-
temperature photo-induced switching of this InP-based device which consists of an
InGaAs/AIAs resonant-tunneling diode integrated with an InGaAs absorber layer.

When illuminated at an irradiance of greater than 5 Wcm -2 using 1.3 _tm radiation,
the resonant-tunneling diode switches from a high-conductance to a low.
conductance electrical state and exhibits a voltage swing of up to 800 mV.

1. Introduction

Relative to conventional wire or cable technologies, optical fiber communication systems offer
reduced weight, higher bandwidth and freedom from electromagnetic interference. _ These attributes
are particularly important for space-based applications in which reduced weight and power dissipation

as well as electromagnetic interference immunity are critical. In recent years, satellite-based optical
links have been demonstrated 2 and high-speed fiber optic networks for space-based data bus

applications have been developed)
The bandwidth, sensitivity, cost, and power consumption of a fiber optic communication

system are controlled to a large extent by the characteristics of the optical receiver unit. Conventional
receivers for these applications employ hundreds of transistors and consist of three primary
subsystems: a photodetector, a low-noise amplifier, and a level-restoring comparator. For high-
speed, long distance telecommunication systems, it is necessary to use a detector made from InGaAs
which efficiently absorbs photons at the minimum dispersion and loss wavelengths of the optical
fiber. A high speed, transimpedance amplifier, typically made from GaAs-based circuits, converts the
optically induced photocurrent to a voltage signal which is then digitized. For high speed systems (>

I Gb/s), more than I W of electrical power is required to convert the incident optical signal to its
electronic equivalent.

In this paper, we describe the room-temperature photoinduced switching of an ImP-based
device which consists of an InGaAs/A1As resonant-tunneling diode integrated with an InGaAs

absorber layer. When illuminated at an irradiance of greater than 5 Wcm -2 using 1.3 I.tm radiation, the
resonant-tunneling diode switches from a high-conductance to a low-conductance electrical state and
exhibits a voltage swing of up to 800 mV. The switching characteristics are reversible and, in the

absence of light, the detector returns to its original high conductance operating state. 4

2. Description of Device Operation

A schematic device cross-section and computed energy band diagram 5 for the ORTD are shown in

Figs. 1 and 2, respectively. The epitaxial layers employed in these experiments have been grown by

molecular beam epitaxy using elemental group Iii and group V sources. 6 As shown in Fig. 1, a thick

0.5 I.tm n + (5 x 1018 cm -3) In0.53Ga0.47As layer is epitaxially grown on the InP semi-insulating

substrate. Following this heavily doped region, a lighter doped, 30 nm thick n-type (1 x 1018 cm "3)

In0.53Ga0.47As layer is deposited followed by 100 nm of undoped In0.53Ga0.47As which serves

both to absorb the incident photons and to increase the peak-to-valley voltage swing of the diode.



An AlAs/ Ino.53Ga0.47As/ AlAs (28
/k/ 50 /k/ 28 ,,_) RTD is then grown on the

undoped In0.53Ga0.47As. Following the

RTD, a thin (2 nm) In0.53Ga0.47As spacer

layer, a 30 nm n-type (1 x I018 cm -3)

In0.53Gao.47As layer, and 250 nm of n-type

(5 x 1018 cm -3) In0.52A10.48As are
subsequently deposited. A thin (400 ,_)n+

(5 x 1018 cm -3) lnGaAs cap layer is then
grown on top of the device. This emitter

structure serves to minimize optical
absorption within the top contact layers while
maintaining a relatively low contact resistance

of approximately 1 x 10 -5 f2cm 2, as derived

by mesa-etched transmission line data. To
minimize parasitic effects, we have employed
airbridge contacts to the mesa-isolated ORTD
devices.

The physical basis for ORTD

Ti/Pt/Au

Contact Ring

lnGaAs _ n+ InGaAs

ers

Fig. 1 Schematic cross-sectional diagram for the
optically switched resonant-tunneling diode. The
epitaxial layers are grown by molecular beam epitaxy
within the material science laboratory of Texas
Instruments.

operation can be explained with reference to the energy band diagram shown in Fig. 2 with 1.5 V
applied bias. The external voltage is dropped primarily across the 100 nm undoped InGaAs layer
because the width of this undoped layer is much larger than that of the double barrier structure
(approximately 10 nm). For photon energies greater than 0.75 eV, electron hole pairs are created
within this undoped layer. Under the influence of the extemal electric field, the photo-generated
electrons are accelerated toward the n+ collector while the holes accumulate at the collector barrier of

the ORTD. This process is similar to that described by England et. al. 7 The accumulated charge

partially neutralizes the electric field within the undoped layer which, in turn, leads to a local
enhancement of the electric field within the double barrier structure. As a result, the current-voltage
characteristics for the illuminated ORTD are shifted to lower voltage relative to the dark response.

l .5 : : : :

1 _..3...O..0....K..
f __ :'.! ! 1.53(.' bias

o

-I.5

- 2 ..d .................. i.n* ..........

-2.5

0 40 80 120 160 200 240

Distance (nm)

Fig. 2. Computed energy band diagram 5 for the optically switched resonant-
tunneling diode. Under bias, electron-hole pairs created within the undoped [nGaAs
layer screen the electric field present within this layer.



3. Experimental Results

Under dark conditions, the 60 gm diameter ORTD exhibits a peak voltage and current of 1.7 V and

24 mA, respectively, as depicted by the solid curve in Fig. 3. This bias polarity corresponds to
electron injection from the surface towards the substrate. With light incident upon the ORTD, the

magnitude of both the peak and the valley voltage are reduced as the result of electric field screening
within the undoped intrinsic region. Thus, with an incident power of 1.0 mW at 1.3 t.tm,

corresponding to an irradiance of 30 Wcm -2, the peak voltage and the valley voltage are reduced by
approximately 140 mV and 120 mV, respectively.

From this reduction in peak voltage,
we can obtain an order-of-magnitude estimate

"for the steady state density of photogenerated

holes in the following manner. First, we
estimate the photo-induced reduction in
electric field by dividing the observed voltage
shift by the undoped spacer layer thickness.
Second, we calculate the density of
accumulated holes by using an infinite sheet
charge approximation. ThUs, from the
measured 100 mV shift in peak voltage, we
determine that the electric field is reduced by

1 x 104 V/cm within the 100 nm spacer layer

leading to an estimated accumulated hole

density of 6 x 1010 cm -2. To a first

approximation, we anticipate that the
accumulated hole density and the

corresponding voltage shift will vary linearly
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FIG. 3. Room-temperature current-voltage
characteristics for the 60 gm ORTD under dark
and illuminated conditions at a wavelength of 1.3

gm.

with irradiance. However, at high irradiance ( > 100 Wcm-2), the experimental results suggest that

hole tunneling through the double barrier structure, as evidenced by an increased valley current during
illumination, leads to a saturation of the observed voltage shift. For negative polarity, we note that
the peak voltage and current are nearly independent of irradiance as the result of electron accumulation

at the InGaAs/AIAs interface. 8

When biased with a resistor load, this photo-induced voltage shift is used to switch the device
from a high-conductance to a low-conductance operating state, as illustrated by the load line drawn in

Fig. 3. The bias values, Vapplied = 2.2 V and R = 20 f2, are selected such that the load line

intersects the dark current voltage characteristic near the peak voltage and intersects the illuminated
characteristic near the valley voltage. By biasing the ORTD in this manner, we have created a bistable
optical-to-electronic converter which operates at 1.7 V (23 mA) in the dark and 2.1 V (6 mA) when
illuminated with an irradiance above the threshold value (determined by the load line and photo-

induced voltage shift) of 20 Wcm -2. For this measurement, the ORTD was illuminated at

approximately 5 Wcm -2 using 1.3 gm radiation. We note that the plateau region observed in the
current-voltage characteristics between 1.7 V and 2.0 V results from measurement circuit instability
(i.e. oscillation) and does not constitute a stable operating point of the detector.

A timing diagram showing the measured output voltage of an ORTD together with the input laser
drive signal is shown in Fig. 4. Under dark conditions, the ORTD is in a high-conductance state

leading to a low output voltage (1.7 V).



With illuminati_m, the resonant-tunneling
structure switches into a low-conductance state

leading to a high omput voltage (2. [ V). Thus, this
single device exhibits an output voltage characteristic
similar to the more complex multi-transistor receiver
circuits which require an order of magnitude more
active components.

We have measured the large signal switching
characterisics of the ORTD at higher frequency with
the results shown in Fig. 5. For this measurment,
the ORTD is biased through an RF bias tee which

leads to a pulse width of approximately 7 ns. On this
scare, the transition times are found to be less than 1

ns. Additional experiments are currently underway
to understand the pulse width dependence upon RF
bias conditions. The high speed measurements yield
an output voltage swing of nearly 800 mV, which is
double the voltage swing achieved at low frequency.
This occurs because, at high frequency, the output is
capacitively coupled and the voltage swing is the
product of the optically induced current change

FIG. 4. A low-frequency ( I KHz)
timing diagram of the measured output
voltage of the ORTD together with the
input laser drive signal The bias
conditions for this measurement are 2.1 V

through a 100 W resistor.

through the ORTD (16 m.A - see Fig. 3) and the 50 _ input impedance of the oscilloscope.

In an attempt to estimate the upper limit for the ORTD large-signal switching speed, we have
measured the on-wafer small signal response using a 20 ).tm diameter ORTD biased at 1.0 V through a
30 W resistor. The results are shown in Fig. 5. For these impulse measurements, the ORTD was

illuminated with a 250 fs pulse at 1.3 _m generated using optical parametric amplifier system. The 3
dB bandwidth was found to be approximately 4 GHz. Additional tests with higher bandwidth emitters
are currently underway to further characterize the frequency response limits of the ORTD.

FIG. 5. A high-frequency timing
diagram of the measured output voltage of
the ORTD when irradiated with a 250 fs,

1.3 lain optical pulse. The frequency
response _s limited bias elements
associated with the RF bias tee. These

measurements werc performed at the
University of Texas microelectronics
center.
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Fig. 6. The measured small-signal
frequency response of the 20 l.tm ORTD
when illuminated with a 250 fs, 1.3 pm
impulse signal. These measurements were
performed at the University of Texas
microelectronic center.



4. Conclusions

In summary, we have developed an optically-switched, resonant-tunneling diode that exhibits

up to a 800 mV output voltage swing when illuminated at an irradiance on the order of 5 Wcm -2

using 1.3 _m radiation. The switching characteristics are reversible and, in the absence of light, the
detector returns to its original high conductance operating state. Small-signal optical measurements of

the ORTD biased prior to resonance demonstrate a 3 dB bandwidth of approximately 4 GHz.

5. Acknowledgments

We gratefully acknowledge the assitance of Professor Joe Campbellof the University of Texas

in performing the ultrafast impulse measurements. We also acknowledge many useful discussions
with T.P.E. Broekaert, G.A. Frazier, and A.C. Seabaugh along with the outstanding technical

assistance of E. Pijan and R. Thomason all of Texas Instruments.

REFERENCES

1) E.J. Friebele, M.E. Gingerich, and D.L. Griscom, SPIE 1791, p. 177 (1992).
2) E.W. Taylor, J.H. Berry, A.D. Sanchez, R.J. Padden, S.P. Chapman, 1992 DOD Fiber Optics

Conference Proceedings, p. 25 (1992).
3) J. Bristow and J. Lehman, SPIE 1953, p. 159 (1993).
4) T. S. Moise, Y.C. Kao, L.D. Garrett, and J.C. Campbell, Appl. Phys. Lett., 66 (9) p. 1104

(1995).
5) BANDPROF heterojunction device simulator, W.R. Frensley, 1993.
6) Y.-C. Kao, A.C. Seabaugh, H.Y. Liu, T.S. Kim, M.A. Reed, P. Saunier, B. Bayraktaroglu, and

W. M. Duncan, Proc. S.P.I.E. 1144 p. 30 (1989).
7) E.T. Koenig, C.I. Huang, and B. Jogai, J. Appl. Phys. 68 (11) p. 5905 (1990).
8) P. England, J.E. Golub, L.T. Florez, and J.P. Harbison, Appl. Phys. Lett., 58 (9) p. 887

1991).



A MICROMECHANICAL INS/GPS SYSTEM FOR SMALL SATELLITES

7//
N. Barbour, T. Brand, R. Haley, M. Socha, J. Stoll, P. Ward, M. Weinberg

Charles Stark Draper Laboratory, Cambridge, MA 02139

?

/ /

Abstract

The cost and complexity of large satellite space missions continue to escalate. To reduce costs,
more attention is being directed toward small lightweight satellites where future demand is expected to
grow dramatically. Specifically, micromechanical inertial systems and microstrip GPS antennas
incorporating flip-chip bonding, ASIC, and MCM technologies will be required.

Traditional microsatellite pointing systems do not employ active control. Many systems allow
the satellite to point coarsely using gravity gradient, then attempt to maintain the image on the focal
plane with fast-steering mirrors. Draper's approach is to actively control the line-of-sight pointing by
utilizing on-board attitude determination with micromechanical inertial sensors and reaction wheel
control actuators.

Draper has developed commercial and tactical-grade micromechanical inertial sensors. The
small size, low weight, and low cost of these gyroscopes and accelerometers enable systems previously
impractical because of size and cost. Evolving micromechanical inertial sensors can be applied to
closed-loop, active control of small satellites for microradian precision-pointing missions.

An inertial reference feedback control loop can be used to determine attitude and line-of-sight
jitter to provide error information to the controller for correction. At low frequencies, the error signal is
provided by GPS. At higher frequencies, feedback is provided by the micromechanical gyros. This

blending of sensors provides wide-band sensing from dc to operational frequencies.

First-order simulation has shown that the performance of existing micromechanical gyros, with
integrated GPS, is feasible for a pointing mission of 10 microradians of jitter stability and -1 milliradian
absolute error, for a satellite with 1 meter antenna separation. Improved performance micromechanical
sensors currently under development will be suitable for a range of micro-nano-satellite applications.

1. Introduction

The cost and complexity of conducting space missions with individual, highly integrated, large
satellites continue to escalate. To reduce costs, more effort and attention is being directed toward small,
light-weight satellites where future demand is expected to grow dramatically. During the past few years
significant effort has been made to develop the "smaller, better, faster" approach being embraced by the
aerospace industry as a means to prepare for space missions of the future. Recent advances in silicon
microfabrication technology have led to the development of low cost micromechanical inertial sensors.
The small size, low weight, and low cost attributes of these sensors permit on-board insertion of
gyroscopes and accelerometers for space applications previously considered impractical because of size
and cost considerations.

A micro-nanoclass spacecraft with a precision pointing requirement is a unique design challenge
for the hardware, instrument, and payload designers. This class of satellite is an ideal application for
micromechanical gyros to provide the inertial reference information needed to perform image motion
compensation for stabilization and the reduction of image smear in an extremely small and light weight
package.



Existing microsatellite pointing systems do not employ active control to improve pointing
performance. Some systems allow the bus to point coarsely, then attempt to maintain the image on the
focal plane with fast-steering mirrors. GPS alone will not provide sufficient accuracy. However, line-
of-sight pointing can be controlled by on-board attitude determination from micromechanical inertial

sensing, coupled with GPS, and closed-loop error correction and attitude control actuators. Others have

not undertaken this approach since traditional inertial reference systems are significantly heavier and
larger than the micromechanical package, and could consume a significant fraction of the mass budget
for an entire micro-class satellite.

The concept described herein consists of a three axis stabilized system using on-board GPS,
next-generation micromechanical inertial instruments, small reaction wheels for attitude control, and
miniaturized phased array antennas for line-of-sight communications. The basic structure will be

advanced graphite-epoxy composite materials. Material fabrication is kept cost effective by using
simple shapes and optimizing the overall configuration. Body-fixed solar ceils, as well as batteries, are
used. This flexibility permits selection and adjustment of the center of gravity coincident with the
center-of-pressure to minimize rotational torques due to atmospheric drag.

The feasibility of a micromechanical gyro to provide sufficient performance to accomplish a
pointing mission has been analyzed for a bandwidth of 0.1 Hz, based on estimated external and induced

disturbance frequencies. From a first-order simulation, it was determined that the performance of
existing micromechanical gyros with integrated GPS is capable of providing pointing jitter stability
better than 10 microradians and absolute pointing error of approximately 1 milliradian, for a satellite

with 1 meter antenna separation (i.e., lm baseline). This result is encouraging and gives credence to the
overall concept and approach. For a satellite with -i00 mm baseline, pointing accuracy will be
degraded by more than a factor of 10 unless more accurate micromechanical instruments are used.

2. Pointing Scenario

A typical pointing scenario assumes that the satellite will process GPS-derived attitude
measurements (and perhaps attitude-rate) and gyro-derived attitude rate measurements while in orbit to

establish estimates of gyro drift bias and scale factor (SF). Satellite maneuvers can be used to separate
the error components due to bias and SF. Accelerometer measurements can be used to provide delta
velocity in cases where the satellite may require orbit changes.

The satellite is pitched forward from a nominal nadir-pointing attitude to some new attitude, and
then pitched in reverse during imaging to reduce the transverse velocity of the line-of-sight at the surface
of the earth. Without this counter motion, the satellite velocity over an integration period will result in

too much blur of the picture. The amount by which the satellite must be initially pitched forward in
preparation for the imaging slew depends upon the amount of time required to settle out initial pitch
slew transients once the imaging slew begins. The time requirement, in turn, depends upon the
controller bandwidth. A higher controller bandwidth will result in transients subsiding quicker but will
result in a greater response to sensor noise. A 0.03 Hz controller bandwidth requires an initial attitude of
a least 60 ° of the nadir and a 0.1 Hz controller bandwidth requires less than 30 ° in order to satisfy the
requirement that the additional drift (i.e., in addition to the nominal drift due to satellite motion) over an
integration period should not exceed the equivalent of 1 pixel motion.

During this large angular rotation in a short period of time there will likely be several changes of
GPS satellites and, possibly, a large variation of attitude precision. Therefore, attitude measurements
from GPS will be effectively suppressed during the imaging slew and attitude inputs to the controller
will rely essentially upon calibrated gyro measurements. Calibration of the gyros depends upon the
effectiveness of the integrated GPS/gyro filter.

If gyro calibration is not sufficiently accurate, it may be necessary to pause at the end of the
preparatory pitch-forward maneuver to regain the required absolute attitude accuracy by again
processing GPS attitude measurements at the new pitch attitude. If this angle is large, a second set of
GPS antennas might have to be used to obtain satisfactory satellite visibility. On the other hand, if the

angle is small, as required for the 0.1 Hz controller, a single set of antennas may suffice for both the
nadir and off-nadir satellite attitudes.



Table 1showsthecomponentrequirementsfor a conceptualimaging missionwith anabsolute
pointing requirementof 1mradand ajitter requirementof 0.5 microradian,for a satellitebaselineof
1meter.

Table 1. Component Requirements

Function

Attitude Control

System

Inertial Sensor*

Control Actuators

Requirements

Jitter

Slew Rate

Absolute

Angle Random Walk

Bias Drift

Scale Factor

On-board Disturbance

0.5 microradian over 14 ms integration

0.75°/s

1 milliradian (lff)

0.1 deg_/hr

4 deg/hr (let) over 10 minutes

1000 ppm (lff)

Negligible between 0.01 - 50 Hz

0.0001 N-m at any single freq. between 50 to 500 Hz

*Calibrated integrated system performance.

3. INS/GPS Role

Miniature INS/GPS systems are currently under development at Draper. The system typically
contains a Micromechanical Inertial Measurement Unit (MMIMU) comprising three orthogonal
micromechanical accelerometer instruments and three orthogonal micromechanical gyro instruments
with individual conditioning electronics and high-resolution digital output quantizers. The system also
contains a GPS receiver as well as a guidance and navigation processor. This entire system is
miniaturized further using low power mixed signal CMOS ASICs, high-performance bump bonding
techniques, shared/multiplexed electronics functions and advanced high-density packaging. A single
clock, voltage reference, A/D converter, and DSP are used to service the micromechanical INS/GPS
system, resulting in a compact, low-power, multisensor, multi-axis system. The complete INS/GPS
system occupies less volume than a hockey puck. Power dissipation is minimized both through the use
of low power CMOS and also by using power conserving sleep modes.

As new fabrication technologies reduce the size of the electronic assemblies in GPS receivers
and other portable communications equipment, the antenna and battery become limiting factors in
determining the minimum size of the overall receiver package. Miniaturized GPS microstrip antennas,
fabricated on high-dielectric (k280) constant ceramic substrates, are being developed at Draper. These
permit significant reduction in size compared to antennas fabricated on common low-dielectric
substrates. New analytical models that are unique in their application to both antenna design and test are
required.

GPS Role

GPS provides position with accuracy on the order of a few meters, and provides a highly reliable
technique for providing attitude using interferometry techniques. Attitude determination using GPS is
based on a simple geometric principle: two distinct points uniquely define a line and three noncolinear
points define a plane. Treating GPS antennas with known relative positions as the noncolinear points,
the orientation of the plane in which they reside can be determined, as well as the orientation of the
antennas within the plane. This is achieved by using the differences in phase of the incoming GPS
carrier signal between the antennas, hence the term "GPS interferometry".

The ability to determine the translational and rotation state of a satellite is dependent on the
number of GPS satellites in view and the resulting measurement geometry. Since the GPS system was
designed for "Earth-bound" users, the GPS satellite radiation signal is directed toward Earth. Satellites



at altitudes up to approximately 1000 km will generally find 10 or more satellites "in view". At higher
altitude, the user may be outside the main radiation beam of some GPS satellites. At altitudes above

roughly 3000 km, the number "in view" may frequently drop below 4. Although 4 satellites in view is
generally considered the minimum set to solve for both the three components of positien and the use
clock bias, studies have shown that acquisition of a single GPS satellite can be adequate to maintain
orbit accuracy. Thus, satellites in either high altitude or highly elliptic orbits can maintain accurate
position information.

The determination of attitude using GPS is based upon the carrier phase difference between two

antenna tracking the same satellite. Figure 1 illustrates the basic measurement geometry. The angle 0
is determined by knowing the baseline (b) in body axis and measuring the GPS signal delay (Ar). Thus,
0 can be determined as follows:

0 = cos "1 (Ar/b)

Extending this to three axes using more than one baseline allows complete determination of
vehicle attitude.

Y
y"

,.t<,.Sl-- =..e,,no --i ,ch(b)
Antenna #1 Antenna #2

GPS
Satellite

Figure I. GPS Interferometry

One example of this technique is the GPS Attitude and Navigation Experiment (GANE), which
will test a GPS interferometer intended for International Space Station Alpha (ISSA). It is currently
scheduled to fly onboard the Shuttle in April, 1996. Mounted on a 1.5m by 3m platform in the cargo
bay will be a four-antenna interferometer, along with an Inertial Reference Unit (IRU) for attitude
verification. The requirements for this stand-alone GPS interferometer are to estimate the station's

attitude to within 0.3 deg (30) per axis and attitude rates to within 0.01 deg/s (30) per axis at 0.5 Hz.

Micromechanical IMU Role

In a small satellite, the micro-mechanical IMU data can be blended optimally with the GPS data,
thereby taking advantage of the IMU's ability to measure high-frequency dynamics and the GPS's ability
to bound the error growth due to gyro drift.

A small satellite should have attitude determination capability at any orientation in space. The
ability to determine attitude from a "cold start" without any prior knowledge is also important.
Furthermore, the ability to measure rotation rates will be crucial to achieving stable conditions at any
desired attitude. The micromechanical IMU can play a major role in alleviating these problems.



The ability to instantaneously measure via GPS all components of vehicle attitude can place

severe requirements on spacecraft geometry and antenna mounting to ensure observability. Antennas
must be mounted such that both antennas making up a baseline can observe the same satellite without
masking problems. Furthermore, this condition must be met for more than one baseline and satellite.

Using the micromechanical IMU (or gyro package) as a reference permits us to bridge small gaps in
interferometer coverage in both a spatial and temporal sense. This can reduce the number of antennas

required and mitigate problems arising from field-of-view masking due to factors such as solar arrays or
other instrumentation.

Two other key roles for the IMU are control feedback for both rotational and translational

maneuvers. First, attitude pointing and stabilization requires high-speed, low-noise measurements for

effective control. GPS measurements alone (without an IMU) will be too noisy for effective attitude

control if antenna baselines are short. Second, translational maneuvers can be provided with instant

3-axis measurement of Av maneuvers via the IMU to perform orbit placement or adjustment. GPS has

the ability to measure velocity changes very precisely via carrier tracking, and therefore could be used in

place of the IMU accelerometers. Use of the IMU is more straightforward and eliminates antenna
masking and satellite observability concerns.

4. INS/GPS Subsystem Integration

Figure 2 describes the satellite INS/GPS subsystem in which the flight processor navigation
blends the INS/GPS data to determine translational and rotational state. Alternately, INS data could be

supplied to the receiver for optimal estimation, or a cascaded design could be used. In this option, the
GPS and INS data are blended at the translational/rotational state level.
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5. Micromechanical IMU

Draper Laboratory has been developing micromachined silicon gyroscopes and accelerometers
since 1984. Micromachining uses process technology developed by the integrated circuit industry to
fabricate tiny sensors and actuators. Very small-size and low-cost instruments have been
microfabricated at Draper from single-crystal silicon anodically bonded to a glass substrate (dissolved
wafer process). These instruments are described in more detail in the references.

These sensors are extremely rugged, and easy to fabricate. The gyro senses the Coriolis
acceleration of the proof masses operating as a double-ended tuning fork. Sense and drive are
electrostatic. The present units demonstrate 0.5°/s bias stability over a temperature range of -40 to
+85°C without thermal compensation or control; stability at room temperature is <30°/h; angle random
walk is 0.3°/_/h. The accelerometer is a pendulous seesaw. At room temperature, bias stability is
1 milli g and velocity random walk is 0.05 m/s/{h.

The next evolution of these sensors is in progress towards goals of 1°/hr gyro bias stability, 0.1%
scale factor error, and 100 [.tg accelerometer bias stability. These performance goals are sufficient for
several micro-nano-satellite applicatons, including the pointing scenario described in Section 2.

6. Microminiature Electronics

The micromechanical sensors are of extremely small size, with each sensor occupying an area of
less than 4 square millimeters. It is therefore consistent with the applications for these small sensors to
develop mating electronics which are of minimum size, power, and cost.

Draper has developed multi-chip modules (MCMs) and mixed-signal application-specific
integrated circuits (ASICs). Both technologies are necessary for the implementation of micromechanical
(MEMs) systems. Flip-chip (or bump) bonding is required for alignment accuracy between sensors and
to fiducials (reference lines and edges or surfaces of circuit board upon which components are mounted).
Presently, the optimal in small size, low power and low production cost can be achieved using mixed-
signal CMOS ASICs. A first-iteration of the rate-gyroscope electronics has been designed and
implemented on a single mixed-signal CMOS ASIC. The gyroscope sensor, ASIC, and supporting
components are placed in a one inch square flat-package as shown in Figure 3. Total power dissipation
for the gyroscope ASIC is a small fraction of a watt.

Figure 3. 1 inch by 1 inch Gyro and ASIC Package



Draper has developed a mixed-signal ASIC which will support a number of micromechanical
accelerometer designs ranging from micro-g accelerations to guided munitions applications requiring
measurement of 100,000 g accelerations. The accelerometer ASIC includes a high resolution digital
output as well as continuous automatic self-test.

Electronics to support an entire inertial measurement unit can be placed on a single ASIC. In
conjunction with the efforts toward increased miniaturization, are efforts toward improved performance
and lower power. Near term goals are to develop a wide-bandwidth DC-coupled miniature gyroscope
instrument with <10 degree/hour bias. error and 0.1% scale-factor error which uses a fraction of the
power of the present ASIC.

7. INS/GPS Accuracy

Figure 4 shows how the integrated INS/GPS system improves absolute pointing accuracy for a
1 meter baseline satellite. The GPS attitude errors are highly dependent on multipath environments. As
sampling time increases, the integrated system reaches the calibrated performance of the inertial sensors.

Pointing Uncertainty
(1_)

10 millirad I

~ 1 millirad

GPS alone ( ~lm baseline)

.Integrated INS/GPS

Time

Figure 4. Pointing Accuracy with Integrated INS/GPS

The attitude accuracy potential using GPS is dependent on many factors. A very small satellite
on the order of 0.5m or less can present a special challenge due to short measurement baselines, but
small size can also mitigate problems from vehicle structural flexibility and carrier wave ambiguity.
Major error sources in the GPS observed attitude solution are discussed below; areas where the
micromechanical IMU can alleviate these problems are identified.

Receiver Noise

The calculation of the incoming signal's phase angle is subject to error induced by the hardware
itself. The phase error depends on the receiver design quality, as well as the vehicle dynamics. If the
satellite dynamics are minimal, the risk of losing carrier lock is minimal and narrow-band tracking loops
can be used to extract very accurate phase difference measurements.

The biases from the frequency standard and receiver hardware cancel in differencing these
measurements. Thus phase difference measurements should be corrupted by less than a millimeter after
passing through the RF switch at the receiver's front end. One millimeter is -2 ° of tracking error. If we
assume an antenna baseline of 1 meter, then the angular uncertainty introduced by a 1 mm tracking error
at each end of the baseline is roughly 0.08" (about 3 mrad). If we halve the baseline, this contribution to
the overall error will double. Fortunately we can use the micromechanical IMU as a stable reference



over which manyGPSphase-differencemeasurementscanbeaveraged.This filtering processallows
thereceivernoiseto besignificantlyreduced.

Vehicle Flexibility

Knowledge of the spacecraft attitude can only be as good as that of the baseline vectors, for it is
these vectors which define the orientation. A trade-off exists in choosing the baseline length. One
might expect that greater angular resolution would be obtained with longer baselines, but more integer
ambiguity and unaccounted vehicle flexing .between the antennas might negate that benefit. An
acknowledgment that the baselines are subject to flexures is therefore required for realistic attitude
determination. One source of flexure would be thermal stresses experienced by the craft when passing
in and out of eclipse. The effect of th_ flexure can be to change the baseline length, as well as its
direction. The latter result may not be easily differentiated from a change in vehicle attitude. On a small
satellite, this should not be a problem unless the antennas are mounted on flexible appendages. If the
configuration of the satellite makes this a particularly severe problem, the inclusion of a
micromechanical attitude reference at each of the antennas could measure the relative rotational

dynamics, and calibrate thermal bending as the satellite moves in and out of eclipse.

Line Bias

The line bias over a baseline results from the difference in electrical path lengths from each
antenna to the receiver. This "bias" may not be constant, however, since the effective path lengths may
change with thermal variations, similar to the baseline variations previously mentioned. Minimizing the
error can be accomplished by keeping the path lengths as short and as symmetrical as possible, and by
configuring the vehicle such that the cabling is subject to small temperature gradients. Fortunately, the

phenomenon affecting the path delay to one antenna should be similar to that affecting the path delay to
another; the changes in path delay are therefore mitigated somewhat. The line bias can be eliminated by
utilizing the between-satellite double difference observable.

Multipath

Multipath is the undesired reflection of the incoming GPS signal from the antenna's
surroundings. The antenna may receive both the direct and reflected signal, or could conceivably
receive only the reflected one. Since the reflected signal travels a different path, its phase is shifted from
the direct signal. The signal reflected then appears as an additive bias to the primary transmission. For
small baselines on a spacecraft, the multipath error experienced by each antenna could have a common
component.

Multipath error can be diminished by various techniques. A low-multipath environment is most
desirable; antennas, therefore, should obviously not be placed near multipath sources. If the satellite has
a simple shape without appendages (such as a sphere or cylinder), then small patch antennas on the
surface will not experience multipath problems. A suitable choice of coating on the mounting surface

can also reduce reflectivity. The antenna gain pattern can be appropriately shaped to mask out signals
entering from directions of suspected multipath sources. Calibration of the repeatable part of multipath
is another alternative. The only source of multipath in a spacecraft application is the spacecraft itself. A
wave front from a given direction will reflect off vehicle surfaces in a repeatable way, provided the
reflectivity does not change and there are no moving parts in the viewing antenna. The multipath can
then, in theory, be calibrated out as function of incidence direction, and whatever error remains is
characterized as receiver noise. It may be possible to perform this calibration in orbit using the
micromechanical IMU as an alternate attitude reference. Using the IMU as an independent attitude
reference, severe multipath conditions can easily be detected and edited out of the blended GPSflNS
solution.



Antenna Phase Center Variations

Another error source is the asymmetry of the antenna gain pattern. This asymmetry can cause
significant differences in phase based on the signal's incidence direction, resulting in an apparent
migration of the phase center. Two antennas of the same make can have similar gain patterns, and the

error can be small if the two are similarly oriented with respect to the incoming signal. But if the signal
arrives from two different antenna-relative directions caused by, say, the antennas being canted away
from each other, the error in differencing the two phases can be significant. This area should receive
special attention on a small satellite since short baselines increase the sensitivity. Again, the
micromechanical IMU can aid an inflight calibration process. By changing satellite attitude over a short
timeframe such that gyro drift is not a concern, the GPS line-of-sight with respect to the satellite will
change. Using the IMU as a reference, this phenomena can be measured and calibrated, within the
limitations of receiver noise, etc. Both phase center movement and multipath effects would be contained
in the observable.

Dilution of Precision

The attitude solution is also compromised by the GPS satellite geometry, itself. For translational
state solutions, the familiar Geometric Dilution of Precision (GDOP) figure-of-merit is used to assess the
impact of satellite geometry on position and time determination. A smaller GDOP corresponds to a
greater volume of the poly-hedron formed by connecting the vertices of the unit vectors from the user to

each GPS satellite. For attitude determination, the best resolution occurs when the line of sight is
perpendicular to the baseline vector. An alternate figure of merit, Attitude Dilution of Precision

(ADOP), is therefore required to rate the effect of satellite geometry on the attitude solution. Proper
antenna placement can help minimize this concern.

Integer Ambiguity and Cycle Slip

Obviously, the GPS receiver cannot distinguish one cycle of the carrier signal from any other.

Thus, for baselines longer than half of a wavelength (L1 carrier wavelength = 19 cm), an ambiguity in
the integer number of cycles between the two antennas exists. Translating the phase difference, Af, into

the range difference, Ar, and ultimately solving for the relative positions of the antennas requires
resolution of this integer ambiguity. For small satellites with short baselines this should not be a

problem. Furthermore, the micromechanical IMU can easily aid in the detection of any cycle slip
occurrences.

Antenna

At a minimum, 3 antennas are necessary to solve for the vehicle attitude. A single baseline
between two antennas observing phase difference measurements from a single GPS satellite can
determine one component of vehicle attitude. A second GPS satellite observed over the same baseline,
can completely resolve the direction of the baseline (i.e., two components of attitude). Ideally, the two
GPS satellites should be nearly orthogonal to obtain maximum precision. However, rotation about the
baseline is not observable, thus requiring a second baseline (3rd antenna) to completely resolve three-
axis attitude.

8. Summary

This paper presents a compilation of technologies, hardware, and control methodology that may
contribute to future micro-nanoclass space applications. Draper's development of commercial and
tactical-grade micromechanical inertial sensors spearheads this effort. The work outlined here addresses

a fairly precise pointing challenge and proposes a solution using micromechanical gyros, integrated with
GPS, and active control.



Among .the emerging opportunities for micromechanical inertial sensor insertion is the
application to closed loop, active control. These instruments combined with a GPS receiver, provide
complete inertial navigation for attitude control and precision pointing applications.

Recent advances in silicon microfabrication technology have led to the development of low cost,

tactical performance grade, micromechanical inertial sensors. The inherent small size, low weight, and
low cost of these sensors permit on-board insertion of gyroscopes and accelerometers for inertial

instrument application previously impractical because of size and cost considerations.

The micromechanical sensors under development at Draper Laboratory are of extremely small
size, with each sensor occupying an area of less than 4 square millimeter. Mating electronics consistent

with the applications for these small sensors are being developed for minimum size, power, and cost.
Miniaturized GPS microstrip antennas, fabricated on high-dielectric (k_>_80) constant ceramic substrates,

are being developed at Draper. These permit significant reduction in size compared to antennas
fabricated on common low-dielectric substrates.
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Abstract

This paper proposes a new type of scanning laser range sensor for planetary exploration. The proposed

sensor has advantages of small size, light weight, and low power consumption with the help of micro

electrical mechanical system technology. We are in the process of developing a miniature two

dimensional optical sensor which is driven by a piezoelectric actuator. In this paper, we present the

mechanism and system concept of a micro scanning laser range sensor.

1. Introduction

As increasingly many missions are being proposed for the moon and planet explorations, autonomous

navigation technology for spacecraft in deep space is getting more important than ever. In recent years,

many researchers have been extensively studying and developing planetary landers or rovers for

unmanned surface exploration of planets[ 1] [2][3] [4] [5].

In a planetary exploration mission, it is important for a lander to land in a plain and safe place. A

planetary rover is also required to travel safely over a long distance in unknown terrain without

collision with big stones, rocks etc. Hence, it is necessary for a lander or a rover to recognize the

terrain on the planetary surface.

There have been developed various kinds of sensors for this purpose[6][7][8]. However conventional

sensors have many problems with weight, size, power consumption, reliability, etc. In this paper, we

propose a scanning laser range sensor using micro electrical mechanical system (MEMS) technology. A

two dimensional optical scanner is one of the most promising devices to recognize the three

dimensional terrain. So we are in the process of developing a miniature two dimensional optical sensor

which is driven by a piezoelectric actuator. The scanner system consists of two elements, a resonator

and a piezoelectric actuator. The resonator has two typical vibration modes, twisting and bending mode

of the torsional spring. Actuating the resonator with piezoelectric element at the resonance frequency

leads to the resonant rotating vibration of the resonator with large amplitude. When the piezoelectric

actuator is driven simultaneously with both the resonance frequencies, optical beam reflected on the

mirror of the vibrating resonator is scanned in two perpendicular directions. The proposed technology

will remarkably reduce the weight, size, and power consumption compared with the conventional

sensor.

This paper is structured as follows. In Section 2, the concept of recognition sensor is discussed. Then a

scanning mechanism is described in Section 3. In Section 4, a method to obtain range image by a

micro scanning laser range sensor is explained. Final Section is for discussion, conclusion, and future
work of the research.



2. Concept of Recognition Sensor

Several sensors and methods have been proposed to recognize the terrain on the planetary surface; for

example, a laser range finder, stereo vision etc. However, conventional laser range finders have

problems with weight, size, power consumption, reliability, etc. for the purpose of scanning the

terrain area. It is difficult and takes a long time to find correspondent points in stereo vision methods.

Hence, we have proposed a new type, of two dimensional optical scanner sensor.

Figure I shows the concept model of the proposed recognition sensor, which consists of an optical

scanner device, a micro lens, a laser diode, a photo detector, a piezoelectric micro actuator to drive the

scanner, driver circuits, and signal processing circuits. Target size, weight, and power consumption

are shown in Table 1.

Optical Scanner Laser Beam

Actuator M_ Detector

Drive_ __

0[mml

Laser
Printed Circuit Lens

Figure 1. Concept of Recognition Sensor

Table 1. Specification of LRF

!Laser Ranse Finder size

Conventional LRF
(Rotating Mirrors)

weight power

20[cm] (L)

20[cml (W) 15[kg]
20[cm] (H)

Advanced LRF 15[cm] (L)
15[cm] (W)

(Polygon Mirrors) 15[cml (H)

target

_00[Wl

Micro LRF

(Piezo-Mechanism)

3[kgl 601W]

target target

3.0[cm] (L)

3.0[cm] (Wl 0.5[kg] 3[Wl
2.0[cm] (H)

3. Scanning Mechanism

3.1 Two Dimensional Optical Scanner

A miniature two dimensional optical scanner is shown in Figure 2. The developed optical scanner[9]

consists of two elements, a resonator and a piezoelectric actuator. Here the center of gravity is shifted

from each rotational axis P and Q. So the resonator has two typical vibration modes, twisting and

bending of the torsional spring as shown in Figure 3. Actuating the resonator with a piezoelectric

actuator at each resonance frequency leads to the resonant rotating vibration of the resonator with a

large amplitude. The resonance frequency f is described by the following equation.

where K and {_ denote stiffness of torsional spring and rotational inertia moment of resonator

respectively. As a result, optical beam reflected on the mirror of the vibrating resonator can be scanned

in the two directions of 0 T and 0 B .



Mi _'x. Inertia Generator

earn

_ Laser Beam

Piezoelectric Actuator

Figure 2. Structure of Scanner Sensor
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Figure 3. Resonance Vibration Modes

3.2 Piezoelectric Micro Actuator

A multilayered piezoelectric actuator is often used because it is easy to realize miniaturization and high

speed response of the actuator. However the multilayered type requires high voltage over 100 volts to

obtain several microns amplitude of the resonator. It is needed to avoid generating heat at the miniature

devices. The new actuator[10], which is called moonie, is developed as shown in Figure 4. The

actuator consists of a multilayered piezoelectric actuator and metal plates fixed on the top of the

actuator. The plates has shallow cavity to transform and magnify the radial strain of the actuator into the

axial strain.

When the piezoelectric actuator generates the strain in X direction as the axial strain by supplying

electrical field, the contraction strain in Y direction is produced. The plate is deformed by the

contraction strain as shown in Figure 4(b). So a magnified strain in X direction can be obtained.

Applying the moonie actuator in the two dimensional optical scanner, low voltage driving, less than 10

volts can be realized. It can reduce generate heat at the actuator and driving circuits.

(a)

Piezoelectric Actuator

P_ate_

Figure 4. Structure of Moonie Actuator

3.3 Scanning Angle Detection

It is necessary to detect the scanning beam angle for making three dimensional terrain map of planetary

surface. In the developed resonance type sensor[l 1], the phase difference between the scanning

orientation and driving voltage wave form is 90[deg] which is constant regardless of the oscillation

frequency and amplitude. So it is possible to detect the scanning angle by monitoring the driving

voltage to the actuator. The scanning angle is calculated by the following equations:

V'r(t) 1 ) (2),
0 T(t)=_+0 o 1-( V0T



vB(t )0 B(t)=_+0 o 1-( VOB

2

1 (3),

where Vo is maximum amplitude of the driving voltage wave form to the actuator and 0 o is maximum

scanning angle of the scanner.

3.4 Performance of the scanner

The performance of the scanner angle is shown in Figure 5. The developed scanner can scan an optical

beam in two directions with approximately 40[deg] at 4[gin] piezoelectric actuator amplitude. In this

case, the resonance frequency of the resonator is 121 [Hz] for twisting mode and 288[Hz] for bending

mode. So the scanning speed of 242[scan/sec] and 576[scan/sec] is obtained if a to-and-fro scanning is

applied. The scanning speed is adjustable by changing the resonator shape. The maximum speed is

over 2000[line/s] by reducing air viscous resistance against the resonator. Two dimensional scanning

pattern is determined by the ration of the resonance frequencies. Figure 7 shows an example of the

scanning pattern.
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Figure 5. Scanning Angle Data

Micro Snanning LRF

Figure 6. Scanning Pattern

4. Range Image

Laser range sensors for planetary exploration require high accuracy and high frame rate performance.

This leads to using phase-comparison system by intensity modulated CW laser. The laser beams are

radiated to target objects reflected and returned to the sensor with some phase shift proportional to the

target distance. The intensity of the semiconductor laser is modulated at 10.7 [MHz]. The reflected

beam from the object is received by an APD photo detector. The signal received by the detector passes

into the detection circuit of the range and reflectance. The range is determined by the phase difference

of returned signal and the reference signal as shown in Figure 7. In order to obtain sufficient sensitivity

and accuracy, nearly 100 waves are integrated for each range data. The data of range and reflectance are

converted into digital data by an A/D converter. Optical scanning in two dimensional directions help to

obtain three dimensional terrain recognition.

Intensity
modulated beam

ctordriver laser (LD)

Reflected beam

I Idetector _ (APD)

Figure 7 Range Data Measurement



5. Conclusion

This paper presents a scanning laser range sensor for terrain recognition of planetary surface. The

concept of micro scanning laser range sensor is proposed with the help of micro electrical mechanical

system technology. The proposed micro sensor is expected to solve some problems with weight, size,

power consumption. Experimental study is under going. When the proposed sensor is used in space

environment, there are some items for further study as follows: range drift due to temperature change,

vibration and shock problefas at launch. Those problems are under study.
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Nanosatellite Power System Considerations

M. Robyn, L. Thaller, D. Scott

INTRODUCTION

The capability to build complex
electronic functions into compact
packages is opening the path to building

miniature satellites in the order of 1 kg
mass, 10 cm across, packed with the

computing machines, motion controllers,
measurement sensors, and

communications hardware necessary for

operation. 1 Power generation will be from
short strings of silicon or gallium arsenide-
based solar photovoltaic cells with the
array power maximized by a peak
power tracker (PPT). 2 Energy storage
will utilize a low voltage battery, with
nickel cadmium or lithium ion cells as the

most likely selections for rechargeables
and lithium (MnO2-Li) primary batteries
for one shot short missions.

Based on a spacecraft requirement
of 2-W orbit average power for a low
Earth orbit (LEO) application with a
60/30 minute sun/dark ratio, the battery
would need to deliver 2 W for 30

minutes, and to achieve satellite energy
balance would need to be teamed with a

solar array able to produce 3 to 4 W.

The spacecraft primary power bus
(PBUS) which is the combined output of
SA and battery, could be sized to
directly power a transmitter for a
communications intensive satellite and

still be high enough in voltage for efficient
conversion to the levels needed by the
logic subsystems. These satellites
would also use the standard techniques

to save power: (1) dynamic adjustment
of processing speeds and (2) powering
down sections not in use.

GENERAL POWER SYSTEM
CONSIDERATIONS

A typical power system is
composed of the solar array for

producing power from the sun, the
battery for storing energy for use during
the dark portions of the orbit, the circuitry

for controlling and limiting the charge and
discharge of the batteries, and power
filters, converters, and switches that
distribute the raw or conditioned power to

the spacecraft subsystem loads.
Typically, one-third of the total

weight of the spacecraft is taken by the
power subsystem, with the batteries
weighing one-third of the power system.
The batteries not only supply energy

dudng the dark portions of the orbit but
provide the reserve energy to maintain

the bus voltage during peak loads.

Selection of the cell type is dictated
by the number of cycles and depth of
discharge required over the mission life,
operating temperature range, and
average and peak discharge levels.

Sophisticated charge control can be
done efficiently to implement protocols
such as constant potential current-limited

charging or by trickle charging after
reaching a predetermined battery
voltage.

ENERGY STORAGE

Nanosatellites would consume

only 1 or 2 W of power, compared to
medium to large contemporary satellites
which draw 100 to several kilowatts of

power. For smaller spacecraft requiring
less than 200W, nickel cadmium remains

a popular choice for reasons which
include volumetric energy density,

cost, and availability.

Now undergoing extensive
evaluation for space applications, Uthium
Ion or Li+ cells look to be promising
alternates to NiCds with twice the

energy density and 3 times the nominal

terminal voltage per cell.

t



Li+ cell chemistry is based on
intercalated lithium ions. Although the use
of intercalated lithium reduces the energy
density relative to the use of pure lithium
foils, the cycle life is much greater and the
voltage levels are almost as high. Many
possible cathode materials are still being
investigated in the search for a flatter
discharge curve. Li+ cells must be
protected from over voltage during
charging and this requires each cell to
have a voltage clamp which acts as a
constant voltage current shunt around
the cell. Given the low voltage bus

requiring a few cells, the over voltage
circuitry is modest overhead for the gains
realized. There still remains important
work to determine cycle life and optimum
charge techniques before using Li+ cells
for space use.

The battery type selected for an
application can be based on a number of
factors. Although cycle life is the most
usual factor, other factors include
volumetric energy density, and
gravimetric energy density.

The Nanosat designer also has a
choice between rechargeable and

primary batteries. Lithium primary
batteries have been flown on Shuttle

Payloads and have an energy density

tenfold greater than NiCds. They also

can deliver significant number of 1C

current pulses, generate no gas during
discharge, are usable from -20C to +60C
and have less than 0.5% self discharge

per yr. for missions where long storage
time is needed such as a

NanoSatellite waiting for release

from the mother ship to perform
an Observer mission.

Another emerging cell type is

based on thin-film technology. 3 Thin,

low capacity devices based on

successively plating layers of

conductive base, cathode, electrolyte,

and anode have already

demonstrated encouraging cycle

life performance.. Unfortunately, the
capacities available from these cells are
too low for consideration in

NanoSatellite applications

For NanoSat applications, it is felt

that a more traditional power bus

architecture with centralized power

source and charge control functions for
the entire spacecraft will be more weight
effective.

Energy Density

The energy density of a single cell

is usually determined by fully discharging
it to an appropriate cutoff voltage over a
5-hour period. The energy density is a
function of the cell capacity. Large nickel
cadmium cells are usually assigned the

number of 40 Whr/kg in cell sizes

above 10 Ah. As cell sizes become
smaller, the energy density is reduced as

well as an increasing percentage of the

cell consists of case, feed thrus, and

other non-energy-producing
components.

The energy density of a battery is
reduced by 20 to 40% compared to the
energy density of the cells because of
the structures, wiring, and controls
associated with the completed battery.
These numbers are further reduced as

the batteries are typically cycled to only
20 to 40% of their full capacity. The

depth of discharge to which a battery is
cycled is set by a combination of factors
including temperature limitations, current
strain rate limitations, life cycle

requirements, and minimum end of
discharge limitations. As an example,
when 40 WlVkg nickel cadmium cells are
used in a 22-cell battery that is cycled to
20% DOD, the battery will have a
usable energy density of 6.4 Wh/kg.

Although the cycle life of a complete
battery system is viewed to be a strong
function of the particular chemistry under
consideration, it is often affected by other

factors. Cell design codes, recharge



protocols, DOD, battery temperature,
etc., can result in factors-of-10 changes

in the cycle life of an aerospace battery.
These factors are usually under the
control of the power system designer
and/or satellite operator. Their impact on

cycle life is investigated during the
course of ground-based life cycle testing
programs. As a result of extensive data
bases, cycle life vs. depth-of-discharge

relationships have been developed for
each cell chemistry. This information can
help guide the satellite design engineers.

Given the power requirements of a

suggested nanosatellite and the cycle life
requirements in low Earth orbit, only
power systems based on commercially
available nickel cadmium cells have a

proven predictable flight history

Table 1. Summary of Battery Characteristics in Small Cell Sizes
(More information on these cell types can be found in Ref. 8.)

Cell Chemistry Cycle Life Rating Size Availability Energy Density

Lead Acid Insufficient Should Be Medium*

Lithium Ceramic Encouraging Not Likely Low

Lithium Ion In Development Available High

Lithium Organic Insufficient Available High

Lithium Polymer Insufficient Should Be High

Nickel Cadmium Encouraging Available Medium

Nickel Hydrogen Encouraging Not Likely Medium

Nickel Me Hydride In Development Should Be Medium

Silver Cadmium Insufficient Not Likely Medium

Silver Zinc Insufficient Should Be High

Li MnO2 Primary Cell Should Be High+

*Low, < 15 Wh/kg; Med., 15-40 Wh/kg; High, > 40 Wh/kg; High+ >200 Wh/kg

If we project 5 to 10 years into
the future, systems based on nickel
metal hydride as well as intercalated
lithium ion chemistries may be
considered. The cell sizes and projected

energy densities will be discussed in a
later section. The relative energy density
compared to nickel cadmium will be 1.5
for nickel metal hydride and 2.5 for lithium
ion devices. For these small cell sizes,

the energy densities at 100% DOD are
approximately 20 Wh/kg, 30 Wh/kg, and
50 Wh/kg, respectively.

POWER SYSTEM OPTIMIZATION
FOR NANOSATELLITES

Based on the current state of

development of power system related
technologies, the following subsystems

form the basic blocks for a nanosatellite

power system:

- Solar Arrays

- Solar Array Bus (SAB)

- Satellite Primary Bus (PBUS)

- Batteries

- Power Converters

- Battery Charge Circuits

- Satellite Logic Voltages

- Power Switching

Solar Arrays

Present plans are to use body-
mounted solar cells. Small deployed

arrays are a possibility if more power is
required. The solar array, if confined to an
area 10 cm in diameter on the top
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surface, will be inadequateto produce
the requiredenergyto operatethe 2-W
satellitewhenthe rechargeof the battery
andthesolarcell degradationfactorsare
taken into account. Evenwith the very
highest efficiency solar cells, the array
needsto be kept pointingto the sun in
order to obtain 2.6 W, which is about 1
W short of required.Dual junctioncells
operatingat 25% are suggestedfor this
application as being available in
reasonablequantities. In addition, the
packingfactorof thecellsneedsto beas
close to unity as possible.The circular
outlinealso presentsproblems,as most
solar cells are rectangular.The solar
array arrangement is still under
consideration.

Solar Array Bus
The solar array (SA) output

supplies the battery charge regulators
and the Primary Bus (PBUS) voltage
regulator, the outputs of which are
combined to form the PBUS voltage,
which in turn is the primarypowerfor the
spacecraft loads. The array voltage is
set so the battery charger and PBUS
regulator operate near their highest
efficiencywhen the SA's approachtheir
end of life; that value is typically in the
range of 6-8 V above the battery
voltage. For an 8-V batterybus, the SA
would be configuredfor an EOL output
of 14-16V,whichwould requirea series
string with about 10 high-efficiency,
multi junction solar cells.

Maximizing Solar Array Power

Conventional solar array interfaces
do not continuously set the array
operating point at the "knee" of the
voltage-current (V-I) curve where
maximum power is produced. As a result,

recharging deeply discharged batteries
tends to depress the voltage reflected or
"seen" by the array, cutting SA efficiency
just when it is needed most. By using a
peak power tracker (PPT) in series with
the array, the maximum SA power can

be generated regardless of the

array's illumination, environmental

conditions, or effects of aging. 2

The PPT technique uses a
switchmode converter in series with the

array to dynamically adjust the array
output impedance to match the load. The
PPT works by slowly increasing the
series converter pulse width, so as to
"load" the array, causing the array
voltage to decrease. At the same time,
the PPT measures the rate of SA voltage
change and when the knee of the curve
is passed, the rate of change starts to
drop significantly. The PPT control loop
detects this change and reverses course
slightly to keep the system stable. The
cycle is then repeated. Small PPTs have
been demonstrated that realize a 10 to

15% power improvement.

Primary Bus (PBUS)

The PBUS is the spacecraft

primary voltage bus formed by
combining two sources: (1) the battery
output and (2) the solar array output
converted by the PBUS regulator to
slightly above the maximum battery
voltage. The PBUS voltage would be
set high enough to directly power the
primary loads on a communications or an
imaging nanosat, e.g., a sensor array or
a transmitter in the range of 0.3 W output.
PBUS would also offer a voltage which
could be efficiently converted up for
higher power transmitters and converted
down for the low voltage subsystems
such as telemetry sensors and TT&C
and ACS computers.

One possible PBS configuration
would use either lithium ion or nickel

cadmium cells in a nominal 7.2-?.5 V

battery, resulting in a PBUS output of
9V during sunlight, dropping to

nominal 7 V as SA power drops
out during umbra. A back up feature of
PBUS is if the batten/or charge regulator

should fail, the satellite could still

operate from the solar array but only



of course during daylight.

Power Converters

Switch mode power converters are
pulse-width-modulated down-converters,

which are used in the PPT, in the battery
charge regulator and in the PBUS
regulator. The converters can be built
using monolithic ICs and a few discrete
parts with a 1-2 W output at 80-85%
efficiency. More complex converters

running at 600 kHz and using
synchronous rectification to reduce
switching device losses have 85%
efficiency. However, for these low power
applications, the small size and low
overhead of the IC converters make
them the preferred devices.

Batteries

The battery voltage is selected to
minimize the number of cells, since the
cell energy efficiency drops as cells get
smaller, but still have high enough
voltage to efficiently power the satellite
subassemblies. The two battery types
suggested as a result of the review
presented in the Energy Storage section
of this chapter are as follows: (1) six
series-connected nickel cadmium cells

and (2) two cells based on the emerging
lithium ion chemistries. These batteries

have nominal voltages of 7.5 V and
7.2V, respectively.

To supply the required power
would require nickel cadmium cell sizes
referred to as AA size (500 mAh). Test
data for C and D sizes of nickel cadmium

cells have shown reliable operation over
the 5 to 15,000 charge and discharge
cycles needed for 1 to 3 years of
operation. Additional analysis and testing
would be needed for the AA applications
since performance comparable to the
bigger cells has yet to be demonstrated
for the AA size. Although there is
insufficient cycle life data on the lithium
manganese dioxide type of lithium ion
cells, testing is in progress which holds
promise for extended operation at 40-

50% DOD. If lithium ion cells prove
reliable, a battery consisting of 2 lithium
ion cells at 40% DOD would have a

weight savings of 30-40 gm, compared
to a nanosat built with 6 nickel cadmium

cells cycling to 50% DOD.

Battery Charge Regulator

Long-term lithium ion battery testing
is needed to determine how to charge

lithium ion cells for long cycle life. Since it
is well established that present lithium-
based cells have no inherent overcharge
tolerance, the charger will need to protect
each cell from over-voltage by
performing precision end of charge
(EOC) control. The charge regulator will
also be able to adjust charge rates and
EOC voltages based on battery
temperatures or other environmental
conditions. By comparison, the battery
charger for nickel cadmium cells, which
have inherent overcharge tolerance, can

be a single unit for all the cells employing
simple battery temperature
compensation.

Regardless of battery selection, the
charge regulator will be a switch-mode
hybrid package, 80+% efficient, and
capable of temperature-compensated
constant current/constant voltage
charging with lithium ion cells or with
nickel cadmium cells.

Charger telemetry would include
standard voltages, current, and
temperature data and might include
onboard fuel gauge computation as part
of the charge regulator to aid in planning
on-orbit operations. A typical value for
the round trip energy efficiency for
discharging and charging nickel cadmium
batteries at the DODs under
consideration here is 65-70%.

Logic Bus

The logic system will need
regulated power stepped down from the
PBUS and will use linear and digital
integrated circuits (ICS) that run from 2.7
V to 3.6 V. The development of low



voltage ICs substantially reduces the
power requirements over 5 V systems
and has the added benefit of lower

effective switching noise. Since the
complementary metal oxide
semiconductor (CMOS) logic used for all
the computing elements draws power
directly in proportion to the clock rates,
power savings can be realized from
control firmware which adjusts the clock
rates of the. computing and control
sections to just meet the processing task.

Lower voltage logic is expected to
be more susceptible to single event
upsets, but less susceptible to single
event latchups compared to 5 V logic.
Critical RAM data or program code
memory upsets could be corrected by
error detection and correction circuits

(EDACs). EDACs assign check and
correction codes to each data word

allowing the EDAC to do a background
check to correct single bit errors and to
detect double bit errors.

Radiation tests of random access

memories (RAMs) from select vendors 4
have shown that a single SEU event

rarely hits two bits in a single byte. Thus
EDAC is an effective approach to
repairing memory SEUs in critical

requirements and for protecting the
satellite should a radiation blitz occur.

Other promising techniques to
improve radiation tolerance include

making relatively small changes to the
basic gate layouts during the chip
masking phase. Post wafer fabrication
radiation hardening is also a possibility to
improve SEU tolerance and total dose
performance. However, for LEO orbits,

the radiation levels after shielding by the
silicon and aluminum satellite structures

are well within present silicon-based IC
tolerances.

Power Switching

Power switching is done by the
power controller (PC), which routes and
switches PBUS power or logic power to

the various subsystems. Discrete
switches within the PC need not be
centralized but could be distributed onto

the subassemblies, receiving on/off
commands over a control bus. The PC

would also generate the needed voltage,
current, switch status and temperature

telemetry. Power switching would
employ smart IC switches, devices
which integrate the FET switch and driver
along with current limit and thermal
protection to form a nearly indestructible
switch.

SUMMARY

The power system technology

requirements and architecture for a

NanoSatellite design have been

reviewed and a conceptual power

system defined. For short mission

life, Li primary batteries have

high energy density and

eliminate the solar array and

charger overhead. For long

missions, batteries based on the well

established nickel cadmium chemistry or
the much newer lithium ion chemistry
would be used to store energy

generated by high efficiency multi

junction solar cells. To minimize the
number of cells used in the battery as
well as maximize the energy density of
the cells used in the battery, a very low
bus voltage should be used. The
increasing availability of analog and
digital devices and sensors able to

efficiently operate below 5 V has greatly
facilitated the practicality of low voltage
bus architecture. There appears to be no

insurmountable problems precluding

building NanoSatellites on a

production line which handles

miniature parts, such as Laptop

PCs, resulting in high quality low
cost NanoSatellites.
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Abstract _ , /

The use of inflatable space structures has often been proposed for aerospace and planetary applications.

Communication, power generation, and very-long-baseline interferometry are just three potential
applications of inflatable technology. The success of inflatable structures depends on the development of a
low mass inflation system. This paper describes two design studies performed to develop a low mass
inflation system. The firsl_ study takes advantage of existing onboard propulsion gases to reduce the overall
system mass. The second study assumes that there is no onboard propulsion system. Both studies
employ advanced components developed for the Pluto Fast Flyby spacecraft to further reduce mass. The
study examined four different types of systems: hydrazine; nitrogen and water; nitrogen; and xenon. This

study shows that all of these systems can be built for a small space structure with masses lower than 0.5
kilograms.

Introduction

The purpose of an inflation system is to successfully inflate an inflatable structure in a space environment.
This design study performs two analyses each with its own major assumption. The first assumes an
existing propulsion system onboard the spacecraft. The second assumes there is none. The former further
assumes that the inflation system can run off an existing onboard propulsion system. It was for this reason
that the four following inflation systems were studied: hydrazine; nitrogen and water; nitrogen; and xenon.
The focus of this design study was on mass considerationswhile volume and complexity considerations
were considered to a lesser extent. Each analysis is discussed in detail.

The inflation system consists of pressurant or pressurants (such as nitrogen and water), system
components (such as valves and ftlters), tanks, and tubing. For this design study, the total of these four
represent the total mass of the inflation system. Of the four inflation systems considered, the total mass is
heavily dependent on the size of the space structure and the length in time of the mission. Nitrogen and

xenon systems are the least massive for short missions and small structures. Hydrazine and nitrogen and
water systems are the least massive for long missions and large structures. Hence, the final choice of an
inflation system is mission dependent. However, unless mass is a critical design parameter, the nitrogen
and xenon systems are recommended for their comparatively simple system design.

Major assumptions in the design study will first be discussed. A brief discussion of the inflation sequence
follows, with the equations governing the pressure and volume of the inflatable structure. The four inflation
systems will then be explained in detail for the design study that assumes an onboard inflation system
followed by a summary of the propulsion system itself. A brief discussion of the differences between the
two design studies is then discussed as are other important assumptions made. The mass, volume, tank
impact, and tubing analyses follow and remaining open issues are listed. Lastly, recommendations and
conclusions end the paper.

Major Assumptions

The major assumption made in the first design study is the existence of a propulsion system onboard the
spacecraft. Indeed, it was this assumption that led to the design study of four inflation systems that could
be run off the spacecraft's existing propulsion system: hydrazine; nitrogen and water; nitrogen; and xenon.
This assumption was made primarily to save tankage mass, but also to significantly reduce the complexity



of theinflationsystem.A combinedsystemwouldalreadyhavethehardwareassociatedwith loading,
testing,monitoring,fluid pressureandtemperature,etc.aspartof thepropulsionsystem.Suchacombined
systemwouldhavethishardwareavailabletoboththepropulsionandinflationsystemwithoutamass
penaltyto the latter. Thesecondanalysisassumesthereisnoonboardpropulsionsystem.Thisanalysis
resultsin slightlyhigheroverallmassesdueto theadditionof tanksandhardware.

Thetypeof inflatablestmcturethatwasusedasabaselinefor thisstudyis aconcentratorsuchasthat
shownin Figure1.

lenticular
structure

Figure 1. Inflatable Concentrator Used in this Design Study.

This structure could serve as an antenna or a solar concentrator. An inflation system that has been
designed for this type of structure should be adaptable to any type of inflatable structure. The basic
structure includes the lenticular structure with a transparent front surface and a reflecting back surface; a
toms around the outer edge of the lenticular structure; and struts that connect the toms to a focal str cture.
The focal area, or bus, is where the spacecraft would be located.

The three parts of the concentrator that inflate are the struts, toms, and lenticular structure. The three
primary values that were varied in both design studies were the diameter of the lenticular structure (D), the
focal length over lenticular structure diameter ratio (f/D), and the length in time of the mission (t). Mission
requirements size the structure. Although a concentrator might have a diameter of 25 meters, an f/D ratio of
1, and a 2 year mission time, a very-long-baseline interferometry experiment might have a diameter of I0
meters, an f/D ratio of 4, and a ten year mission time. Figure 1 illustrates a concentrator with a 15 meter
diameter and an f/D of 1.

The assumption that the total mass of the inflation system does not include the mass of cables, electronics,
and structure is significant. Furthermore, the total mass does not include the interface hardware.

Inflation Sequence

The actual inflation sequence for this type of structure is as follows:

,

2.

Release a small amount of inflatant into struts, toms, and lenticular structure to start the

deployment sequence.
Just prior to full erection (the amount of time it takes to do this is on the order of minutes),
release gas into the torus and struts until the material reaches yield stress to rigidize (in the
case of aluminum film) or near yield stress to remove wrinkles (for other types of rigidization
methods).



.

.

5.

6.

Release gas into the lenticular structure to achieve near yield stress in the material to remove
wrinkles. It should be noted that the inflation rate in this step has to be fast enough to
overcame any initial leaks in the system or structure.

Vent the lenticular structure to a predetermined maintenance pressure.
Vent the torus and struts to space.
Maintain pressure in lenticular structure to compensate for losses in inflatant due to
micrometeor holes.

The venting in step 5 removes inflatant from the structure that could leak out at a later time due to micro-
meteor impacts. Such leaks would create forces and moments that would affect the structure's attitude and
control.

Governing Equations

Equations that determine the volume and pressure needed for a concentrator with a paraboloid reflector and
a transparent cone that holds the focus apparatus at the tip were used. t These equations are modified for a
lenticular structure with two mated paraboloids and struts that connect the focal structure to the torus.

Lenticular Structure

The equation for the pressure to achieve near yield pressure (p_) in the lenticular structure is:

2Stt_
Pl - (1)

R

where:

R = D.(0.48K + 0.11)

St = yield stress of lenticular material

t_ = thickness of lenticular material

D = lenticular structure diameter

 :47)
f = focal length

The pressure needed to retain the shape of the lenticular structure is a function of the structure size:

where:

2Smtl
Pm - (2)

R

Sm = maintence stress of lenticular structure

_-D 3
V, - (3)

16K

The volume of the lenticular structure is:

The mass (in kg) of inflatant needed to replace gas loss due to micro-meteor holes is: 2

7+1

_/---S-,( 2 _2cr-t)

m = _PmA_TT _'_)2 tz
(4)



where:

MW = molecularweightof inflatant

Pm=maintenancepressure(in Pa)

A = projectedarea(in m2)= _: + _- + 6--K 1)2
8

Zo ru s

"?'= ratio of specific heats for inflatant

R = universal gas constant = 8314.3 Jkmol.K

T = temperature of inflatant (in K)

a= 1.08692462718E-15 _ (0.000343 Cmm-_)

t = mission time (in s)

The diameter of the torus is given by the equation:

where:

d 3

FS = factor of safety (4 for this study)

S_ = stress to size toms

E t = toms material modulus

t t = thickness of the toms material

The volume of the torus is:

(5)

(6)

The pressure required to yield the toms is given by:

2Sit t

P_- d
(7)

where:

S, = yield stress of toms material

Struts
The strut material and diameter are assumed to be the same as the toms. Hence the pressure

required to yield the struts is identical to the pressure required to yield the toms (p, = Pt). The total
volume of the struts is given by:

3 /tDd2 .,](K- _.)2
V,= •----_- _ _-1

The '3' in Equation (8) signifies the number of struts in the concentrator.

(8)



In this design study the toms and struts were assumed to be made out of aluminum polyester film
composite (S t = 2.000E7 Pa; tt = 6.350E-6 m). The elastic modulus of the toms is 5.860E9 Pa. The
lenticular structure was assumed to be an aluminum polyester film composite with a slightly different
make-up and properties (S t = 7.750E7 Pa; t t -- 9.000E-6 m). The maintenance stress of the lenticular
structure (Sin) and the stress to size the toms (S_) are 3.447E5 Pa and 6.895E5 Pa, respectively.

Existing Propulsion System

As stated earlier, the first design study in this paper assumes an existing propulsion system onboard the
spacecraft. Four different types of inflation systems were studied: hydrazine; nitrogen and water; nitrogen;
and xenon.

Hydrazine System
The hydrazine pressurization system (shown in Figure 2) uses gases created when the liquid
monopropellant hydrazine decomposes as an inflatant. Please note from Figure 2 that the latch
valve LV1 and filter F1 (to the left of the dashed line) are normal parts of the propulsion system, but

are shown here because they also perform a function in the inflation system.

1 2 3

pressure transducers or
strain guages on structure
to monitor over )ressurization

F,[ , "

• (31 02 I

to thrusters '1 _ _ to lenticular
I SV2 X structure
' [ also used for on-grotmd [_'_" T SV5

] leak and pressure testing [

[ of the system / vent

Total Mass of Set-up: 0.358 kg

 LVXL,, 0 ® o
latch valve solenoid valve tank filter pressure orifice catalyst bed

transducer

Figure 2. Hydrazine System Set-Up for an Existing Propulsion System.

After launch, when the propulsion system is activated, LV 1 is opened to allow the flow of hydrazine
out of the propellant tank. When inflatant is required, latch valve LV2 is opened, resulting in
pressurized hydrazine f'flling the inlet of the gas generator (which is solenoid valve SV1 in
conjunction with a catalyst bed). Flow control orifice O 1 has the function of limiting the flow rate
of propellant into the gas generator so that very small amounts of gas can be generated if desired.
This is important during the initial inflation and later in the mission when maintenance pressure is
required.

Inflatant gas is created when solenoid valve SV1 is opened and liquid hydrazine passes into the
catalyst bed. Hydrazine decomposes in the following two-step reaction: 3



3.N2H 4--*4.NH 3+N 2+Q

4.NH 3 --4 2.N 2 +6.H 2 -Q
(9)

While the first reaction is exothermic, the second is endotherrnic. The amount of ammonia (NH3)
that dissociates depends on, among other things, the length of the catalyst bed. Equation (9) can
also be expressed as a function of the amount of ammonia dissociation, X:

3.N2H4---g-2_ 4.(1-X)-NH3+6.X.H z+(2.X+I).N 2 (lO)

For an inflation system, it would be preferable to maximize the amount of dissociation possible,
both because more moles of gas are created (thus requiring less hydrazine for the same inflation
amount) and because the final temperature of the created gas is lower, reducing the task of cooling
the gas once it is generated.

Once nitrogen, hydrogen, and possibly ammonia gas are created, they pass through filter F2 and
flow control orifice 02 into a manifold, where the pressure of the gas is sensed by redundant
pressure transducers (P1, P2, and P3). Note that three transducers are required to allow voting, in
case one transducer fails. Different parts of the inflatable structure can be pressurized by opening
SV3, SV4, and/or SV5.

Pressure transducers can also be mounted downstream of solenoid valves SV3 through SV5, or
strain gauges could be mounted on the inflatable structure to indicate if the pressures are indeed at
the correct level. In case of over-inflation, solenoid valve SV2 can be opened. SV2 is also used for
relieving the pressure within the inflatable structure once it has already been rigidized.

It should be noted that no service valves are required for the inflation system because SV2 can be
used for leak and functional testing of all up-stream components. It is assumed that leak testing of
SV3 through SV5 can be performed prior to the final installation of the inflatable structure.

The mass of the various components used in the hydrazine system are summarized in Table 1.

Item

catalyst bed
filter

Table 1. Mass Breakdown of Hydrazine System Set-Up.
Quantity

(,#)
1

Mass Total

t50
50

Mass (g)
150

heater 0 0

latch valve 1 73 73

omanual valve
orifice

pressure
transducer
solenoid valve

3O
10
10

TOTAL
MASS

2

5O

0

20
30

35

358 g

Reference/Comments

discussions with Olin Aerospace

typical mass for capacity and
flow rate assumed

Pluto Fast, Flyby latch vaive 4

Viscojet (Lee Company)
Entran (Fairfield, NJ); no
electronics
Pluto Fast Flyby thruster valve 4

Nitrogen and Water System

The nitrogen and water system shown in Figure 3 assumes a cold-gas nitrogen system already
exists which is regulated to produce relatively constant thrusts throughout the mission.
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Nitrogen and Water System Set-Up for an Existing Propulsion System.

Figure 3 further assumes a regulated pressure high enough to yield the structure. A separate water
tank is incorporated to take advantage of storing the inflatant gas as a liquid and thus minimizing
tankage size and mass. The nitrogen and water system maximizes water use in the infation
process. That is to say, water is used as the pressurant up to its vapor pressure. The vapor pressure
of water is a function of its temperature. The vapor pressure of water is 2333.14 Pa at 293 KJ

Note that although water was used in this study, any liquid with a high vapor pressure and density
could be used. Freon would be an ideal choice but was not selected for this design study for
environmental reasons.

After launch, latch valve LV1 is opened to pressurize the ullage of the water tank, which is assumed
to be a normal bladder-type tank. When pressurizing gas is required, solenoid valves SV3 and SV4
are opened, allowing water to flow through flow orifice O1, after which it vaporizes due to the low
pressure downstream of O1. A heater is likely required to keep the water from freezing, due to

cooling caused by rapid pressure decrease.

Once the water is vaporized, it passes through flow orifice 02 into a similar manifold described for
the hydrazine system. If pressures higher than the vapor pressure of water are required (such as to
fully inflate the lenticular structure), high pressure gaseous nitrogen can be introduced directly into
the inflatable structure by opening solenoid valves SV 1 and SV2.

Manual valve MV1 is incorporated into the system to allow loading and testing of water system
plumbing and tank. The mass of the various components used in the nitrogen and water system are
summarized in Table 2.



Table 2.

Item

catalyst bed

filter

heater 1

latch valve 1

manual valve 1

orifice

pressure

transducer

solenoid valve

Mass Breakdown of Nitro_
Quantity Mass Total

(#)
0

(1_) Mass (g)
150 0

50 50

0 0
73 73

30 30

10 20

10 30

7 56

TOTAL

MASS 259 g

en and Water System Set-Up.

Reference

typical mass for capacity and
flow rate assumed

negligible mass

Pluto Fast Flyby latch valvC

VACCO (developed for the

Ballistic Missile Defense Office)

Viscojet (Lee Company)

Entran (Fairfield, NJ); no
electronics

Pluto Fast Flyby thruster valve 4

Nitrogen Only System
The nitrogen only system (sketched in Figure 4) works the same way as the nitrogen pressurization
part of the nitrogen and water system, and has no water tank or associated hardware.
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Figure 4. Nitrogen Only System Set-Up for an Existing Propulsion System.

The mass of the various components used in the nitrogen system are summarized in Table 3.

Table 3.

Item

catalyst bed
filter

Mass Breakdown of the Nitro

Quantity

(#)
0

Mass

(g)
150

Total

Mass (g)
0

0 50 0

heater 0 0 0

latch valve 0 73 0
manual valve 0 30 0

orifice 1 10 10

3 10 30pressure

transducer

solenoid valve 6 7 42

gen and Xenon System Set-Ups.

Reference

Viscojet (Lee Company)
Entran Sensors and Electronics

(Fairfield, NJ); no electronics
Pluto Fast Flyby thruster valve 4

TOTAL

MASS 82 g



Xenon System

The xenon system works the same way as the nitrogen only system with the only difference being
the use of xenon propellant instead of nitrogen. A xenon system is appealing for use in
conjunction with an electric propulsion system. The mass of the various components used in the
xenon system are summarized in Table 3.

Propulsion Tanks

As stated earlier, since the first design study assumes that an inflation system piggy-backs on the
propulsion system, an existing propulsion system had to be used. Such an assumption would allow mass
impacts of the inflation system on the spacecraft to be calculated provided reference tanks were available.

For this design study the propulsion systems proposed for the Pluto Fast Flyby and NASA SEP (Solar
Electric Propulsion) Technology Application Readiness program (NSTAR) were used. 6 The hydrazine

system assumed 24.34 kg of liquid hydrazine at initial pressure of 3.447E6 Pa (500 psi). The nitrogen and
nitrogen and water system assumed 1.25 kg of gaseous nitrogen at 4.137E7 Pa (6,000 psi). The xenon
system uses two tanks each holding 20 kg of supercritical xenon at 1.379E7 Pa (2,000 psi). Note that
although the Pluto Fast Flyby and NSTAR programs may change their tanks, it does not affect this study
since only a rough baseline was needed for tank impact analysis. This design study assumed T-1000
graphite/epoxy tanks with an aluminum liner for calculations involving nitrogen and xenon. Titanium tanks
were used for calculations involving hydrazine or water.

A spreadsheet was used to calculate the resulting size and mass of these tanks. Table 4 summarizes this
information.

System

Hydrazine
Nitrogen

Xenon (2)

Table 4.
Mass of

Propellant
State (kg)

Liquid 24.34
Gas 1.25

Supercritical 20.00
* blowdown ratio for hydrazine

Propellant Tank Information.
Pressure of

Propellant
(Pa)

3.447E6

Initial-to-Final
Pressure Ratio

3-to-l"

Resulting
Mass of

Tank (ks)
1.149

External Tank

Diameter (m)
0.277

4.137E7 120-to- 1 0,679 0.178
1.379E7 40-to- 1 1.135 0.271

The nitrogen tank would be used in both the nitrogen and water system and the nitrogen only system. The
former requires the addition of a water tank whose size depends on the amount of water needed.

No Propulsion System

The second design studied performed assumed no onboard propulsion system. This assumption affects
the total mass in two ways. The first is that since there is no onboard propulsion system, there are no
onboard tanks. Although tank impact is no longer an issue, entirely new tanks must be determined for each
case. The second is the addition of components used to control the inflation process that were part of the
propulsion system. Valves and transducers used to monitor the inflatant are part of the propulsion system
in the first design study and must be added for the second design study. Both of these changes increase
the overall mass of the system.

Hydrazine System
The hydrazine inflation system for a spacecraft with no existing onboard propulsion system is

shown in Figure 5.
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Hydrazine System Set-Up for an No Onboard Propulsion System.

Figure 5 differs somewhat from Figure 2 through the addition of several components that were

assumed to be part of the propulsion system in Figure 2. The manual valves MV 1 and MV2 are

used to load the ullage gas and propellant, respectively. These valves are also used in combination

with other manual valves for leakage testing. The pressure transducer P1 is needed for monitoring

the amount of propellant remaining in the tank. Filter F 1 is needed at the outlet of the tank for

contamination control. Such a filter protects down-stream valves from contamination that could

lead to leakage. Table 5 summarizes the mass of the various components used in this system.

Item

catalTst bed
filter

Table 5. Mass Breakdown of Hydrazine System Set-Up.
Quantity

(#)
1

Mass

150
50

0

Total

Mass (_)
150
100

heater 0 0
latch valve 2 73 146
manual valve

orifice

30

10
10

TOTAL
MASS

pressure
transducer
solenoid valve

60

20
40

35

551 g

Reference/Comments

discussions with Olin Aerospace
typical mass for capacity and
flow rate assumed

Pluto Fast Flyby latch valve 4
VACCO (developed for the
Ballistic Missile Defense Office)
Viscojet (Lee Company)
Entran (Fairfield, NI); no
electronics

Pluto Fast Flyby thruster valve 4

Nitrogen and Water System

The nitrogen and water inflation system for a spacecraft with no existing onboard propulsion

system is shown in Figure 6.
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Nitrogen and Water System Set-Up for No Onboard Propulsion System.

The nitrogen and water system in Figure 6 adds several components to the schematic shown earlier
in Figure 3. As with the hydrazine system, the pressure transducer P 1 is added to monitor the
amount of propellant in the tank. Only one additional manual valve, MV1, is needed for loading the
propellant. Filter F1 is added for contamination control. Table 6 summarizes the mass of the
various components used in this system.

Table 6. Mass Breakdown of Nitro_
Quantity Mass _rotal

Item

catallcst bed
filter

heater
latch valve
manual valve

(#) .
0

(g)
150
50

73
30

Mass (g)
0

100

73
60

orifice 2 10 20
pressure 4 10 40
transducer
solenoid valve 8 7 56

TOTAL
MASS 349 g

'en and Water System Set-Up.
Reference

typical mass for capacity and
flow rate assumed
negligible mass
Pluto Fast Flyby latch valve +
VACCO (developed for the
Bal!istic Missile Defense Office)
Viscojet (Lee C0mpan20
Entran (Fairfield, NJ); no
electronics
Pluto Fast Flyby thruster valve +

Nitrogen System
The nitrogen inflation system for a spacecraft with no existing onboard propulsion system is shown
in Figure 7.
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Figure 7. Nitrogen Only System Set-Up for No Onboard Propulsion System.

The nitrogen system in Figure 7 adds three components to the schematic shown earlier in Figure 4.

The pressure transducer P1, manual valve MV1, and filter F1 provide the same purpose as
described in the previous nitrogen and water system. Table 7 summarizes the mass of the various
components used in this system.

Table 7.

Item
catalyst bed
filter

Mass Breakdown of the Nitro
Quantity

o

Mass

(g)
150
50

Total
Mass (g)

0
50

heater 0 0 0
latch valve 0 73 0
manual valve 1 30 30

orifice I 10 10

pressure 4 10 40
transducer
solenoid valve 6 7 42

TOTAL
MASS 172 g

'en and Xenon @stem Set-Ups.
Reference

typical mass for capacity and
flow rate assumed

VACCO (developed for the
Ballistic Missile Defense Office)
Viscoiet _ee Company)
Entran (Fairfield, NJ); no
electronics
Pluto Fast .Flyby thruster valve'

Xenon System
The xenon system works the same way as the nitrogen only system with the only difference being
the use of xenon propellant instead of nitrogen. The mass of the various components used in the
xenon system are summarized in Table 7, above.

General Assumptions

In addition to the major assumptions stated earlier, the following general assumptions have been made in
this design study. These assumptions apply to both design studies unless otherwise stated.



• An operational temperature of 293 K (20 °C) throughout. The temperature of the spacecraft is

kept high enough such that the hydrazine and water do not freeze.
• The dissociation of hydrazine to be 90% (X = 0.9).

• A factor of safety of 4 in the calculation of the toms diameter.

• An existing tank was used with the exception of the water tank (first design study).

• A burst factor of 2 for tank calculations involving water and hydrazine; a burst factor of 1.5 for

tank calculations involving nitrogen and xenon.
• A 15% fitting factor in tank calculations.

• A 10% margin in the hydrazine and water tank masses for the bladder.

• Pressure monitoring of the propellant in the tanks is performed by the propulsion system (first

design study). Temperature transducers have negligible mass.

• The gaseous nitrogen put out by the cold-gas system is regulated to 3.447E5 Pa (50 psi). This

pressure was randomly selected to allow tank sizing. Hence, the initial-to-final pressure ratio is
120-to-1 for nitrogen while 40-to-1 for xenon.

• A 33.3% initial ullage volume for hydrazine and a 6% initial ullage volume for water.

• 20% mass margins for liquids (hydrazine and water) and 50% mass margins for gases (nitrogen

and xenon). Such margins account primarily for leakage. They also take into account the
scenario in which more pressurant is needed during the initial inflation than originally calculated.
A larger margin is required for a gas since it leaks more easily than a liquid.

Mass Analysis

The ideal gas law relates the pressure and volume of a gas to its mass and temperature:

PV = mRT (11)

where:

P = pressure

V = volume

m -- mass

R = gas constant

T = temperature

Equation (11) can be rewritten in terms of the mass:

PV
m=-- (12)

RT

Equation (12) and deviations on Equation (12) were used throughout this design study in determining the

amount of pressurant needed for various stages of the inflation process. For example, the mass of nitrogen
required to fully inflate the lenticular structure of a I0 meter power antenna (f/D = 1) would be:

(68.719 Pa)(49.087 m 3)

m= (296.749 _)(293 K)

m = 0.0388 kg

The equation governing the amount of pressurant in kilograms needed for maintenance was stated earlier in
Equation (4). Continuing with the example earlier, the amount of nitrogen (to three digits) needed to
maintain the pressure (0.306 Pa determined from Equation (2)) for 5 years would be:



1,4+1

m= 428.016 _k-_rgol(0.306Pa1(66.874 m:) (8314.3 _-_-VgI.K)(293K)_ (1.4-)+ l/ "7"

m = 0.642 kg

t 2

Where a is 1.087E-15 s_ (defined below Equation (4)) and t is 1.578E8 s (5 years). It is apparent from
Equation (4) and the calculation above that a significant portion of the total mass for long missions is
replacement gas.

Volume Analysis

After summing the mass for the inflation steps and maintenance, the resulting volume (V) is determined for
liquids (such as hydrazine and water) by rewriting the definition of density (p):

m
v = -- (13)

P

Note that xenon is supercritical at 1.379E7 Pa and 293 K. That is, xenon at this pressure is neither a liquid
nor a gas, but a state in between the two. The density of xenon at this pressure and temperature is assumed
to be 2012.7 kg]m3. 7 The volume of xenon was calculated using this value in Equation (13).

The equation of state is used for gases (such as nitrogen):

p = pRT (14)

With Equation (13) substituted in, Equation (14) reduces to:

mRT
V - (15)

P

Further continuing with the nitrogen example, for a total mass (including margins) of 1.233 kg, the
resulting volume at 4.137E7 Pa (6000 psi) would be:

(1.233 kg)(296.749 k-_.K)(293 K)
V=

(4.137E7 Pa)

V = 0.00259 m 3

A final resulting internal tank volume can be obtained by applying the initial ullage volumes defined earlier
(120-to-1 in the case of nitrogen).

Tank Impact Analysis

A spreadsheet was used to determine the impact that such an internal volume increase would have on an
existing tank. As stated earlier, propellant amounts from the Pluto Fast Flyby and NSTAR design were
assumed. The mass and diameter of these tanks were calculated by using the spreadsheet and were
summarized in Table 4.

The mass and diameter of tanks were also calculated with the internal volume increase of the inflation

pressurant. The mass and diameter impact is quite simply the difference between these two values. For the
nitrogen example, the mass and diameter of the tanks with the pressurant included are 1.268 kg and 0.244
m, respectively. Hence, the mass impact would be 0.589 kg (1.268 kg - 0.679 kg = 0.589 kg). The
diameter impact would be 0.046 m (0.224 m - 0.178 m = 0.046 m).



It shouldbenotedthatif thetanksfor thepropulsionsystemarelarger(thatis,if morepropellantis
requiredthandocumentedhere),thenthemassimpactof theinflationsystemis smaller(asmallerpercent
changein thetanksizerequired).Also, it is typicalfor flight projectsto selecttankswhichare"off-the-
shelf" to savemoney.Thismeansthatoftentanksthataretoolargeareselected.If themasstotalof the
pressurantrequiredfor theinflationsystemis smallenoughthatthegascanbe loadedinto theselectedtank
withoutaffect,thennotankagemassimpactwouldresult.

Tubing Impact Analysis

A rough estimate of the mass of tubing that would be required for such an inflation system was also carried
out. The design parameters of the 0.01 inch tubing are summarized in Table 8:

Table 8. Tubin81 Pesi_n Parameters.
Material Stainless Steel

Len_gh 2 m
Outer Diameter 0.003175 m (0.125 in)

Inner Diameter 13.002667 m (0.105 in)

The volume of the tubing is calculated to be:

V=x l-n: l

=re( ,0"003175 m.f(2 m)-7r(0'00_ 67 mr(2 m)

V = 4.66170E- 6 m 3

Recalling the density of stainless steel to be 8000 kg/m 3, the mass of this tubing can be calculated to be:

m= pV

= @000 -_-_-X4.66170E -6 m 3)

m = 0.03729 kg

Mass Totals

Existing Propulsion System

The sum of the masses of the set-up components, the total pressurant required, the tank impact, and the

tubing equals the total mass of the inflation system. This value represents the amount of mass that would
need to be added to an existing propulsion system onboard a spacecraft. This value can be obtained for
any system or configuration using the spreadsheet developed for this design study. Recall that this mass
total does not include electronics, cables, and structure. Figure 8 plots the total mass as a function of
lenticular structure diameter for a 5 year mission with a structure having an f/D ratio of 1.
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From Figure 8 it is apparent that the total mass of the inflation system increases dramatically with lenticular
structure diameter. This is especially pronounced for the xenon and nitrogen systems. While these
systems are the least massive for small diameters, they are the most massive for large diameters. The
difference in mass totals between systems for small structures can be attributed the higher overall
component mass for the hydrazine and nitrogen and water system. This difference is not noticeable for
large structure since the mass totals of the inflatant and tanks, on the order of kilograms, overshadow the
mass total of the components, on the order of grams. The hydrazine and nitrogen and water systems
display a competitive mass for all sizes. Figure 9 plots the total mass as a function of time of mission for a
structure having a 25 meter lenticular structure diameter and an f/Dratio of 1.
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Figure 9 illustrates the affect the time of mission has on the total mass of the inflation system. As the time
increases, more pressurant is needed to replace gas lost through leakage. As i,n Figure 8, the xenon and
nitrogen systems are more massive than the hydrazine and nitrogen and water systems. This can be

attributed mostly to the molecular weight of the pressurants and the resulting tank impact. Figure 10 plots
the total mass as a function of f/D ratio for a 5 year mission of a structure with a 25 meter lenticular
structure diameter.
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Figure 10. Mass Total for an Existing Propulsion System as a Function off�Z) Ratio
(t = 5 years and D = 25 m).

Figure 10 illustrates the effect the f/D ratio has on the total mass of the inflation system. It appears that for
each system there is an "optimal" f/D for a given diameter. For example, the "optimal" f/D is in the

region of 2 for the hydrazine system. Although this is interesting, it is not particularly useful. Mission
objectives will decide the f/D ratio as opposed to mass considerations. Once again the xenon and nitrogen
systems are more massive than the hydrazine and nitrogen and water systems.

No Propulsion System

The sum of the masses of the set-up components, the total pressurant required, the tank(s), and the tubing
equals the total mass of the inflation system. This value represents the amount of mass that would need to
be added to a spacecraft which has no existing onboard propulsion system. This value can be obtained for

any system or configuration using a modified spreadsheet developed for the first design study. Recall that
this mass total does not include electronics, cables, and structure. Figure 11 plots the total mass as a
function of lenticular structure diameter for a 5 year mission of a structure having an f/D ratio of 1.



141 • , _ / '
/ ! I , i

._lz p..I..:......-N_V_oe.n.Sys.t.em............i.....t........r/ ..................i/ I- -Nitr.ogen and Water Sysiem I i. I

.........i.....1......:Z.............
// : i i I /

0.3

o

c

o

o
t---
lD
l#'l

: /

8 ............. -.............. ::.............. i.-/: ..................... : ........... ::

: : il : ...""
: /] :..

6 .............. i.............. i .............. :............................ i: ............
/i : : . . ;

: I : '
: -'i'" :

4 ............................ !I .... !........ :'"..3 .-.

Z If !........ i ..._
............. ._: ...... :....,,_ ..................................... : ..............

I'! ...... i i!
E) I 1 I 1 I

O 5 10 5 Z5 30
Lenticular Structure Dlam_r (m)

Figure II. Mass Total for No Onboard Propulsion System as a Function of Lenticular
Structure Diameter (f/D = I and t = 5 years).

Figure 11 displays a similar trend to Figure 8. The mass total is slightly higher for all cases. Once again,
the most promising mass totals are those of the hydrazine and nitrogen and water systems. Figure 12 plots
the total mass as a function of time of mission for a structure having a 25 meter lenticular structure diameter
and an f/D ratio of I.
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Figure 12 illustrates a similar trend to Figure 9 with slightly, higher masses. Figure 13 plots the total mass
as a function of f/D ratio for a 5 year mission of a structure with a 25 meter lenticular structure diameter.
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Figure 13. Mass Total for No Onboard Propulsion System as a Function of f/D Ratio
(t = 5 years and D = 25 m).

As with the previous plots, the mass total for no onboard propulsion system displays a similar trend to the

mass total for an existing onboard propulsion system.

Open Issues

Although each inflation system is different, all have open issues that must be addressed prior to their
selection and answered during the development of the inflation system. These issues are summarized for
each of the four systems below:

All Systems

• Should the gas flow-control orifice and vent (02 and SV2 in Figure 2 for example) be

downstream of the isolation solenoid valves (SV3, SV4, and SV5 in Figure 2 again)? If so, then
three times more solenoid valves are needed. One reason to do this is over-pressure control in
case of thermal ratchet (current design allows venting of only one system at a time unless all
systems are at the same pressure).

• Will it be possible to generate small enough bursts of pressurant during the maintenance stage of
the mission?

• The absorptivity in the wavelength of interest of the gas used to maintain the shape of the
lenticular structure.

Hydrazine System
• Can the gas generator itself supply controlled and repeatable pulses of gas when the demand is

very small (during the maintenance phase of the mission)?
• Is a catalyst bed heater required? Can the catalyst bed survive the thermal shocks associated with

pressurization without being heated to some high temperature first? Will sufficient catalysis
occur for very small pulses unless the catalyst bed is heated?

• Will the catalyst bed be poisoned due to long residence time of exhaust gasses caused by the
downstream orifice?

• Does the gas coming out of the gas generator have to be actively cooled, or is thermally shorting

the tubing to the spacecraft structure enough?
• What is the compatibility of the inflatable structure material with ammonia and possibly hydrazine

vapor? This includes the structure material as well as any epoxies or other adhesives used.
• Will ammonia or hydrazine vapor condense on the inflatable structure? ff so, what then?



• How well can we get the hydrazine to decompose, especially during maintenance pressure phase
when the amount of hydrazine to decompose is very small? At this stage, what amount of
ammonia dissociation should be assumed?

• Do we need an orifice up-stream of the gas generator (O1 in Figure 2)?

Nitrogen and Water System
• Compatibility of inflatable structure material with water vapor.

• Will there be a problem of water condensing on the inside of the structure if it gets cold? What is

the consequence of this happening? Can the inflated structure be kept warm enough?
• Is single point failure possibility of water tank outlet valve acceptable? If it leaks, the system fills

with water to some extent. Will this freeze when the downstream solenoid valves open?
• How much mass can be saved by thermally shorting the water tank outlet tubing to the tank itself?

Xenon System
• Xenon thrusts require very pure xenon to prevent erosion of the thruster points. Can the xenon

point of use purity requirement be maintained with hydrocarbons present in the inflation system?
Will out-gassed hydrocarbons from the inflatables permeate into the propulsion system?

The actual inflatable structures have many open issues that are beyond the scope of this memorandum.

Recommendations and Conclusions

The two design studies performed attempted to be conservative in mass calculations. That is, mass margins
of 20% for liquids and 50% for gases are probably excessive. The design studies revealed three areas of
the analysis process that could use improvement. An accurate method of determining leakage would be
needed for more accurate overall mass totals. A more accurate tank sizing spreadsheet is needed for
improved tank calculations. The current spreadsheet is sufficient for this study yet becomes increasingly
inaccurate for larger tanks. Lastly, a more realistic estimate of the tubing mass is needed.

Although this paper dealt primarily with mass considerations, reliability considerations are in many ways as
important. There is a much higher chance of failure through leakage in any of these inflation systems than
a single-point failure. However, such a single-point failure could occur in one or more of the many valves
in a particular inflation system. By minimizing mass (redundant devices) there is an increased chance of
failure. Hence, the trade-off with having a low mass inflation system is an increased chance of overall
failure. Although the nitrogen and water system displays some of the most promising mass totals, it is a

complex system. The hydrazine system alSO displays promising mass totals but the complexity of this
system also raises the question of reliability. There is a potential for something to wrong in such complex
systems. The nitrogen and xenon systems, although more massive for many conditions, are simple and
reliable in comparison.

It is also important to recall the assumptions made in this analysis. If the operating temperature of the
spacecraft is lower than 293 K, all four systems will be more massive. The nitrogen and water system will
be most affected by temperature since the vapor pressure of water decreases significantly with decreased
temperature. The assumption of near complete ammonia dissociation in the hydrazine system is also worth
mentioning. In all likelihood, 90% ammonia dissociation would be possible but an assumption of 40% to
90% might be more realistic. A lower ammonia dissociation would not only raise the overall mass of the
hydrazine but also further magnify the open issues surrounding the hydrazine system.

In general, the choice of an inflation system will depend on mission objectives. While a short and small
mission would favor the nitrogen system, a large and long mission would favor the hydrazine system. If
mass is not a crucial constraint in design, it is recommended the nitrogen or xenon system be used for their
simplicity and reliability.

References

1. Friese, G., Bilyeau, G., and Thomas, M., "Initial '80's Development of Inflated Antennas," NASA
CR 166060, January 1983.



,

.

4.

5.

6.

7.

M. Webster and P. Washabaugh, "An Estimate of the Upper Bound of Mass Loss from Inflatable
Structures due to Micrometeorite/Debris Collisions," JPL Interoffice Memorandum, September
1995.

"Monopropellant Hydrazine Design Data," Rocket Research Company Handbook.
Morash, D. and Strand, L., "Miniature Propulsion Components for the Pluto Fast Flyby
Spacecraft," AIAA 94-3374.
Nebergall, W., Holtzclaw, H., and Robinson, W.. General Chemistry, 6th Edition. Lexington,
Massachusetts: D.C. Heath and Company, 1980.
"Pluto Mission Development; FY94 Final Deliverables Package, Book One," JPL Document,
September 29, 1994.
G. Ganapathi, "Xenon Thermodynamics: PVT data source comparisons (MIT and NIST)," JPL
Interoffice Memorandum, April 1995.



MINIATURE TELEROBOTS IN SPACE APPLICATIONS

S.C. Venema and B. Hannaford

Department of Electrical Engineering ....
Box 352500 _/// y._3

University of Washington ,

Seattle, WA 98195-2500
J

/3
ABSTRACT

Ground controlled telerobots can be used to reduce astronaut workload while retaining much of the

human capabilities of planning, execution, and error recovery for specific tasks. Miniature robots can be

used for delicate and time-consuming tasks such as biological experiment servicing without incurring the

significant mass and power penalties associated with larger robot systems. However, questions remain

regarding the technical and economic effectiveness such mini-telerobotic systems. This paper addresses

some of these open issues and the details of two projects which will be able to provide some of the

needed answers. The Microtrex project is a joint University of Washington/NASA project which plans on

flying a miniature robot as a Space-shuttle experiment to evaluate the effects of microgravity on ground-

controlled manipulation while subject to variable time-delay communications. A related project involv-

ing the University of Washington and Boeing Defense and Space will evaluate the effectiveness of using

a minirobot to service biological experiments in a space station experiment "glove-box" rack mock-up,

again while subject to realistic communications constraints.

I. INTRODUCTION

Humans have a central imperative to explore and to expand their physical domain. Increasingly this is

directed to the exploration and eventual colonization of space. However, the hazards of vacuum, high

temperature fluctuations, and radiation require humans to live and work in highly protected artificial

space environments. The high costs of providing reliable protection for humans in space motivates the

use of robotic tools to augment and enhance human activities in space.

In the future, fully automated robots may be utilized to perform coordinated work in space. Near-term

activities such as the International Space Station Alpha may also be able to benefit from robots by allow-

ing more activities to be accomplished without placing additional time demands on the limited human

crew availability. However, the feasibility of fully automated robots has been limited due to a lack of con-

fidence in Artificial Intelligence technology. Teleoperated robots offer many of the same benefits as auto-

mated robots by shifting much of the decision-making intelligence to human controllers. In addition, if

the telerobots are controlled from Earth-based control stations, many space activities may be. accom-

plished with little or no orbital crew time requirements. However, the communications requirements for

ground-controlled telerobots present difficulties to current and near-term planned space activities.



While it is desirableto beableto do "human-scale"workwith human-sizedrobotsin space,thehigh

launchweight, cost and complexityof suchsystemshaslimited their near-termviability. In contrast,

small robotsoffer the chanceto performmanytypesof IVA taskssuchasenvironmentalmaintenance,

housekeeping,and the operationof scientificand biological payloadswithout paying the penaltiesof

highermassandcomplexity associatedwith largerrobots.In thefuture, theseminirobotsmay alsobe

employedfor EVA activitiessuchasexteriorsurfaceinspectionandrepair.

Direct-drive actuationmaybe usedto minimize mass,friction, and backlashcommonlypresentin

geareddrive robot systems.Thesepropertiesallow open-loopforcecontrol to beused,sothat delicate

manipulationtasksmay be donewithout requiringforce sensorson the robot end-effector.However,

somequestionsremainasto theeffectof microgravityon the friction propertiesof precisionbearings.

Thesequestionsmust beansweredso thatsatisfactoryfriction modelscanbe usedfor open-loopforce

controlin microgravity.

II. BACKGROUND

An important factor of the space environment is the complex nature of the communication links

between ground station and this environment. Although in principle, this phenomenon can be simulated,

in practise, realistic simulation of the communication link is very difficult to obtain because the existing

link technologies were designed primarily for data-logging and involve many interfaces with ground and

flight subsystems. Each of these interfaces imposes time delays and bandwidth limitations which vary

with time and as a function of the overall mission activities. This is especially true for the Shuttle data

links through the TDRSS system of relay satellites. Most operational experience with this data relay sys-

tem has been during use for archiving (logging) of research data.

Time delays between a human operator and a slave robot have been studied since the sixties. In the

original work, Sheridan and Ferrell [1] found that when confronted by time delays greater than about 300

ms., operators adopted a "move-and-wait" control strategy in which he/she performed a task by com-

manding single simple movements, and waited for visual or other feedback of the results before making

another small command. This strategy is very sensitive to the magnitude of the delay and causes dramati-

cally reduced manipulation performance. These and other studies assumed a constant time delay between

operator and remote manipulator. Realistic space communication systems will have more complex prop-

ertiesmnotably, variable delay, intermittent communication, de-synchronized delays on multiple feed-

back channels, and bandwidth limitations. These links were designed for archival accumulation of data

and have rarely been used for reactive, real-time, decision making and control by a human in the loop.

Friction properties of robot joints in microgravity environments remain uncharacterized. This infor-

mation is important because it is needed to allow better understanding and control of robot dynamics and



is alsoneededfor preciseopen-loopforcecontrol.In l-g, bearingsin eachjoint of aserialmechanismare

loadedwith radialandaxial forceswhicharedominatedby arelativelyconstantgravitationalcomponent.

In microgravity,thiscomponentwill begoneandwhatremainswill beafluctuatingforcedueto manipu-

lator dynamicsand contact.Thusmicro-surfacecontactin the bearingswill be rapidly changing.This

phenomenoncannotbestudiedon thegroundbecauseair bearingtablesdo not simulateweightlessness

in enoughdimensions,andfloatationtankssupplytoomuchviscousdamping.

IlI. PgEvIous WORK

STS-RMS System

The Space Shuttle Remote Manipulator System (RMS) -- nominally the first robot manipulator in

routine space use -- has been an essential and extremely useful component of the Space Transportation

System. It has repeatedly been used in powerful and unforeseen ways. However, its utility is also limited

because it requires a manned mission, and cannot be controlled from the ground. Subsequently, NASA

studied the Flight Telerobotic Servicer as a remotely controlled telerobot for servicing satellites in geo-

synchronous orbit (unreachable by manned missions). However, this project was canceled due to funding

limitations.

DLR-ROTEX Experiment

The ROTEX experiment was conducted by Dr. Gerd Hirzinger in May of 1993 [2]. In this experi-

ment, a human scaled, gear driven arm, flown in the Space-Lab D2 was successfully controlled from the

Space-Shuttle flight deck, as well as from a ground control station in Germany. The robot was controlled

with a "space-ball" hand controller, a device which measures cartesian forces and moments applied by an

operator's hand while grasping a ball mounted on the end of a force/torque sensor. The measured forces

and moments were used to control the robot's 6-axis cartesian velocities in proportion to the forces

applied by the operator's hand. A sophisticated end effector provided an extensive array of end point

sensing.

Visual feedback from the ROTEX robot worksite to a ground-based operator was provided via video

cameras. However, the presence of substantial round-trip communication delays (5-7 seconds) between

the Space Shuttle and the German-based ground station necessitated the use of a graphics simulation sys-

tem which provided the operator with a simulated real-time view of the remote worksite to facilitate robot

operations. Command sequences generated by user interaction with the graphics simulation system were

sent up to the ROTEX robot for a later execution.

The ROTEX experiment has generated significant excitement for the potential of space teleoperation,

but does not address the high cost and low mission frequency issues associated with large bulky space



robots.A significantnew initiative is theETS-VIII, a Japanesesatelliteexclusivelydedicatedto telero-

boticsexperiments[3]. This projectisscheduledfor launchin 1997.

UW Mini Direct Drive Robot

The University of Washington has recently developed a prototype, 5-axis, mini direct drive robot [4].

The robot (Figure 1) has an overall length of 10 cm and a workvolume of 10 cm 3. It has 5 motion axes

Figure 1: University of Washington Mini Direct-Drive Robot

giving complete freedom to position and orient an axially symmetric tool within the manipulator's joint

limits. Analog optical position encoders give positioning repeatability to 1 micron at the end-point. The

design makes use of flat coil actuators taken from miniature hard disk drives for very low friction levels,

absence of torque ripple, and design flexibility [5]. The current prototype uses actuators from 5 1/4", 3 1/

2", and 1.8" disk drives to provide a range of masses and torque capabilities for the various joints in the

mechanism. This prototype has already been used in teleoperation tasks that manipulate objects ranging

from 5ram to 80g m in size.

I¥. MI_RQTREX

Objectives

The Microtrex (Micro Telerobotic Experiment) project proposes to use a small flight telerobot in low

earth orbit to perform ground-controlled telerobotics experiments. Microtrex will have two primary

experimental objectives: First, mathematical models of human/machine system performance [6,7,8,9,10]

which have been extensively developed and tested in ground experiments must be calibrated for actual

flight operations. Many aspects of the flight environment, such as the detailed characteristics of the con-

templated communications channels, have not yet been simulated on the ground.

Secondly, Microtrex will obtain data from which a model of robot joint friction in micro-gravity can

be constructed. These factors, unique to the space environment, must be studied with a flight experiment



beforeplannerscanguaranteesuccessfulperformanceof manipulation tasks involving contact with rigid

objects.

Finally, we intend to make Microtrex a motivational and educational experience for children to

encourage and prepare them for study in engineering and science. MicroTrex will include a live interac-

tive video link with elementary and secondary schools to create a motivational and educational experi-

ence for children.

Experiment Description

The Microtrex experiment will consist of a flight module and ground station. The Microtrex flight

module will consist of the mini-direct-drive manipulator, a control computer, three CCD cameras, and a

task board for experimental manipulation. All manipulation experimentation will take place within the

fully enclosed flight module.The task board will be mounted within the work volume of the flight module

manipulator and will contain several experiments designed to resolve the technical uncertainties

described above. First, in order to measure micro-gravity friction characteristics, a surface of controlled

hardness and smoothness properties will be provided for constant force and controlled sliding contact

tests. Second, to test system capabilities in more application related tasks, and measure operator perfor-

mance, a peg-in-hole task will be provided. The peg will be held in a restraining fixture, grasped by the

manipulator, and inserted into two holes with different tolerances. To be consistent with previous ground

studies (e.g. [6]), tolerances of 5% and 0.05% (clearance over diameter) will be used. Finally, additional

modules will be included in the task board to perform biotechnology related demonstration tasks. These

experimental tasks will allow in depth model calibration for a wider variety of end-user application ele-

ments.

The launch carrier for this experiment has yet to be chosen, but will most likely be the STS with the

experiment mounted in a cannister in the Hitchhiker G or M configuration. A mock-up of this flight con-

figuration is shown in Figure 2. In this case, two downlink channels (1200bps and 1.4Mbps) and a single

uplink channel (1200bps) will be available for communication. This bandwidth will be sufficient for the

proposed experiment. However, latencies will be severe (2-4 seconds, variable) due to the TDRSS sys-

tem. Since the majority of the data bandwidth is required for the video downlink, one option being con-

sidered is a direct radio line-of-site downlink from the top of the GAS cannister. This places some

additional constraints on Shuttle orientation. If available, the direct radio link will have very low latency

but will require tracking antennae on the ground and intermittent operation. To make maximum use of

whatever communication link is chosen, we will incorporate data compression for the returning sensor

information from wrist force torque sensor and video cameras.



Figure 2: Mock-up of Microtrex flight module in
SpaceShuttleHitchhikerconfiguration.

Duringexperimentoperations,anoperatorsituatedat thegroundstationwill sendcommandsto the

flight moduleusinga multi-axishandcontroller.Thesecommandswill consistof a datastreamof incre-

mentalmotioncommandsin thesix axes(x, y, z, roll, pitch,yaw) relativeto a coordinatesystemon the

flight moduletaskboard.Theoperatorwill alsocommandthemanipulatorinto apre-plannedsequenceof

tasksdesignedto testremotemanipulationcapabilitiesandmeasurejoint friction in micro-gravity.

ThreeCCD cameraswill imagetheend effectorandtaskboardof the flight module.Their signals

will becompressedandsentbackto theoperatoralongwith astreamof forceandpositioninformation.

Theoperatorwill view theoperationusingthedownlinkedvideosignals,andalsobeableto view areal-

istic real-timecomputeranimationof themanipulatorfrom anydesiredangle.

In order to resolvethefriction uncertainty,theMicrotrex robotmanipulatorwill beequippedwith a

micro 6-axis force-torquesensoreither at thewrist or in thetask board.During contacttasks,contact

forcesand torqueswill be both measuredby the wrist sensor,and calculatedfrom thejoint actuator

torques.Thedifferencebetweenthetwo will bedueto thefriction. By measuringthedifferencebetween

actuatorandwrist sensorforce/torquesignalsduringcontact,andtransformingthatbackto thejoints via

thetransposeof theJacobianmatrix,ameasurementwill b_/obtainedof thejoint friction.



Data Analysis

The Microtrex experiment will be the culmination of at least a decade of ground studies in the perfor-

mance of human-in-the-loop teleoperation systems [11,12]. These and other studies have yielded exten-

sive performance data on ground teleoperation both with and without simulated time delays. Performance

of a variety of tasks has been extensively analyzed through a variety of mathematical measures such as

completion time, sum-of-squared contact force, RMS force, and observed error rate. From this extensive

database, analytical models have been devised through which performance can be estimated on new tasks

before experimental teleoperation. One such model is the Hidden Markov Model of human-machine task

performance [9] which can derive completion times, and contact force signatures from engineering

descriptions of tasks.

However, none of these models has been calibrated against actual space flight. A central aim of the

Microtrex experiment is to obtain calibration of model parameters for the unique conditions of micro-

gravity and the complex conditions of orbital communication links. All of the Microtrex proposed exper-

iments would be performed on the ground using the control station, ground prototype manipulator, and a

simulated time-delay communication link. The results of the Microtrex experiment will be calibrated ana-

lytical models of human-machine performance based on previously developed Hidden Markov Model

methodologies and software. This software package will enable a mission planner to design a model for

his/her contemplated application, and predict human-machine performance of a telemanipulation system.

Existing work on friction in robot manipulators has focused on a stationary model consisting of three

components: stiction, Coulomb friction, and viscous friction. Although these models are difficult to iden-

tify with great precision, in the 1-g environment, adequate results have been obtained to justify a station-

ary model - that is one which does not vary with time [13]. Results from the friction testing component of

the experiment will be analyzed to develop a new model which can quantify possible discontinuous, non-

stationary friction behavior.

V. SPACE _TATION BIQM_DICAL RESEARCH

Many space station research activities will require significant amounts of object manipulation activi-

ties. Many of these steps require delicate, high-accuracy motions with small glass "pipette" tubes in order

to pick and place small fluid samples or objects floating within small fluid samples. Human crew can per-

form these activities but current estimates of crew time availability show that only about 2 hours of crew

time will be available per day to service all space station experiments after all other required activities

such as housekeeping, maintenance, etc. have been accomplished.

A small, ground-controlled telerobot could be mounted within a space-station "glove-box" rack to

service multiple experiments without requiring significant human crew interaction. We are working with



BoeingDefenseandSpaceCompanyto developa "glove-box" robot for experimentservicingusing

ground-controlledteleoperation.Therobotwill bemountedona mobileplatformwhich allows it to be

positionedin front of variousexperimentsin theglovebox thatrequireservicing.

During the first stageof this projectwe areintegratingtheexisting5-axismanipulatorinto a Space

Stationglove-box.Figure3 showsamock-upof this configurationusinga -1m wideglove-box.Control

Figure 3: Mock-up of Space Station "glove-box"

with mini direct-drive robot positioned

for servicing biomedical experiments.

of the robot from across the country will be demonstrated between our laboratory (Seattle, WA) and Boe-

ing (Hunstville, AL) via an internet connection. The eventual goal is to allow individual experiment PI's

to service their own experiments by "driving" the robot from their own offices anywhere in the world via

internet connections.

A secondary challenge is the development of an efficient teleoperation communication protocol that

maintains safe operating conditions at all times in the face of significant communication errors and dis-

ruptions. We have developed preliminary versions of this protocol [ 14] which have already been used for

teleoperation tasks with force feedback over internet links between sites as distant as Seattle, USA and

Padua, Italy.

VI. CONCLUSIONS

Miniature robot manipulators have the potential to make a significant contribution to both future and

near-term space activities. Ground-controlled manipulators can significantly reduce crew time require-

ments for experiment servicing tasks on the Space Station. While some important technical challenges

remain, significant inroads will be made in the near future. We have described experiment activities



which will addresssomeof theseconcernsandhelppromotetheuseof miniaturerobotsin futurespace
activities.
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Forward to Workshop Reports

The program for The first International Conference on Integrated Micro-Nanotechnology for
Space Applications included two days of focused workshop deliberations on the opportunities for
insertion of key aspects of microtechnology into space systems. Each Workshop with the
exception of Workshop 9 had two tasks:

1. Identify and develop technology roadmaps for applications of microtechnology in space

2. Develop conceptual designs and requirements specific to the development of one or more
subsystems of an Untethered Flying Observer (UFO).

The LIFO is conceived to be a free flying vehicle hosted on a larger satellite. Its mission,
activated on demand or on predetermined conditions, is to detach itself, capture detailed images of
the host and transmit these images to the ground. This mission is to last no more than 48 hours.
Workshops 1 through 8 were assigned one or more of the UFO's subsystemsto define in a
manner consistent with the mission and the specified size, weight and power budgets. Workshop
9 was tasked to integrate these subsystems and act as system manager during the definition
process. Those subsystems requiring extensive development to meet the stated mission objectives
were flagged and technology road maps were designed to foster their growth. In addition,
Workshop 9 identified and defined alternate missions for untethered, parasitic, microengineered
spacecraft. The Panels and the individuals serving as Cochairs are listed below.

Panel 1: Sensors & Transducers for Space Applications
Chair: S. Amimoto (The Aerospace Corp.)

Panel 2: Software

Chair: M. Gorlick (The Aerospace Corp.)

Panel 3: Low Power Electronics for Communications

Cochairs: J. Hurrell and W. Bloss (The Aerospace Corp.)

Panel 4: Biomedical Applications for Manned Space Flight
Chair: C. Sawin (Johnson Space Center)

Panel 5: Nanosatellite

Chair: S. Janson (The Aerospace Corp.)

Panel 6: ASIM Applications for Current Space Systems
Chair: E. Y. Robinson (The Aerospace Corp.)

Panel 7: Low Power Electronics for Data Processing
Cochairs: N. Sramek (The Aerospace Corp.) and G. Frazier (Texas Instruments)

Panel 8: Materials, Manufacturing and Design
Chair: H. Helvajian (The Aerospace Corp.)

Panel 9: Specific ASIM Development (Untethered Flying Observer)
CoChairs: D. Sutton and R. Stroud (Aerospace Corp.)



All of the Workshops followed the agenda outlined in the following table.

Agenda for Workshops

Day Time

Wednesday 2:50 pm

Wednesday 3:30 pm

Thursday 8:00 am

Thursday 11:00 am

Thursday 12:00 pm

Thursday 1:00 pm

Thursday 4:00 pm

Thursday 5:30 pm

Friday 8:00 am

Friday 8:10 am

Friday 11:40 am

Friday 12:00 pm

Workshop

Introduction to Workshop Panels

Session 1: Outline specific workshop goals. Panel
Chairs meet for dinner.

Session 2: Workshop Member discussions (use view
charts to educate participants:. Participants listen.

Session 3: Open discussion session; participants can
make presentations (5 min each)

Panel Chairs meet working lunch (exchange information;
get input from Sutton panel).

Session 4: Workshop Member discussions (use
viewcharts to educate participants). Participants listen.

Session 5: Open discussion session; participants can
make presentations (5 min each).

Panel Chairs meet

General Assembly
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Open Discussion

Workshop/Wrap up

However, many of the Workshop Chairs met in general session during the evenings of
Wednesday and Thursday in order to participate in the integration of the UFO design. The
following Section of these Proceedings contains the completed Workshop reports.
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Workshop 1: Sensors and Transducers

Chairman: Sherwin Amimoto, The Aerospace Corporation

I. Introduction

The scope of this panel covers sensors and transducers that could be used in future
space applications and missions. The primary emphasis was placed on the payload or
imaging system for the Untethered Flying Observer(UFO) constructed using MEMS

technologies. The UFO mission is to observe a mothership from which the UFO is
launched. The optical train, the focal planes, shutter, focus control, A/D converters, data
compression are discussed within the context of the UFO mission. Technology risks
were deemed low. Advanced technologies such as micro-optics and high temperature
superconductors are briefly reviewed.

Many sophisticated transducers and sensors are commercially available. But
many do not appear to be space qualified for radiation hardness. Several novel sensors
were discussed for advanced applications.

The major participants for this workshop were:

Robert Duncan
Adolfo Guitierrez
Will Trimmer

George Rossano
Ali Habibi
Hirobumi Saito
Lou Hermans

M. Robyn

Sandia Laboratory
InterScience, Inc.(ISI)
Belle Mead Research

The Aerospace Corporation
The Aerospace Corporation
Institute of Space & Astro. Sciences (ISAS)
IMEC

The Aerospace Corporation

H. Technology Assessment for Space Systems

A. Near Term

1. Current State-of-the-Art

The current state of the art of many sensors and transducers is at a high level of
maturity. For simple sensors and transducers, a large variety of components are offered
commercially by a large number of sources. These companies represent many of the
major US and foreign semiconductor producers. In Table 1, we summarize a quick look
at the CD ROM-furnished database called DATA/PAL t which is used as a selection

guide for electronic components. Although the designer may think he is blessed with a
plethora of choices, many available components do not meet military specification

standards nor are they adequately radiation hardened. The smorgasbord of electronic
components is shaped by their commercial earth-bound applications. Many companies
are not interested in the development of military standard or hardened components since
these sales represents far less than 10% of commercial sales. Hence the selection of
semiconductor sensors and transducers for use in a severe space environments may be
limited by availability, funding to develop hardened electronics and sensors, or by



modificationsnecessaryto successfullyuseavailablesensorsandtransducers.However
for non-stressingapplications,thebreathof sensorsis very goodindeed.

Sensor/ElectronicType

Accelerometer

Fluid/lie uid sensor

Magnetic/Hall effect sensors

No. of Entries
(devices)

76

37

Temperature
Microcontroller, 8bit AJD

Focal Planes, _CD

* Very large number of manufacturers

638

No. of Manufacturers

3

5

17

Pressure 2588 *

313 12

1552
149 9

Table 1. Availability of Commercial Sensors and Transducers.

Many other devices may be useful for future space observations. These include
millimeter wave pulse formers, digital demodulator, mixers, etc. which have been
constructed from high temperature sup.erconducting materials with revolutionary
improvements over conventional devices 2. They have been space qualified and are
considered available. For example Superconducting Quantum Interference
Devices(SQUIDs) have been qualified for a Space Shuttle flight and were used on STS-
52 to measure temperature. The sensitivities of SQUIDs, approaching 10 2_ Weber or a
field sensitivity of one femtoTesla in a one Hertz bandwidth, exceed the capability of
conventional electronics by 3 orders of magnitude.

2. Attractive Opportunities for Space

The small compact size and inherent mass producibility favors the use of MEMS
technologies for certain space applications. For remote sensing applications, imaging at
low spatial resolution or large field of view are readily accommodated. Other missions
include mapping of magnetic fields, gravity fields, charged particles in space, etc. For
high resolution imaging applications due to aperture size limitations, the imaging range
will be restricted. A small imager will be well-suited for close range view of space
objects. Short term missions are conceivable such as imaging around a mother ship,
NASA's Shuttle, or the Space Station. NASA is developing a SPRINT robot and
planning experiments for observations and transport of tools and other objects while
assisting astronauts on missions serving as preparatory steps to assembly of a Space
Station in space. For long term observation, more station keeping by the nano-sat is
necessary for formation flying and is subject to constraints on the size of the propulsion
system of the nano-sat and the differences in the drag coefficients of the mothership and
the remote observer. At high orbits, the drag coefficients are favorable for longer
missions but ground communication links may require more power for the remote sensor
or communication via a nearby relay.

3. Technology Development Issues

Improvements in sensors and the development of new sensors will speed the use
of MEMS and nano-technologies in space. Programs with these goals would advance
performance characteristics well beyond present radiation hardness, thermal cycling,
lifetime, and other reliability levels. But improvements in sensors and transducers by
themselves will be insufficient. The outputs of sensors alone are seldom of use by



themselves. The sensoroutput in the form of dataneedsto be correlatedwith other
observationaldata for exampleposition or anglesof observation,distances,time of
observation,durationof observation,etc. To achievethis fusion, emphasisshouldbe
placedon thedevelopmentof aninfrastructureto allow therapid prototype development
of sensorsfused to datarecording,fusion with othersensors,datastorage,processing,
and subsequentcommunicationall practiced with powermanagementto keep system
size,weight,and powerappetitesmall. This infrastructurewill encourageendusersto
proposesystemsthat arecustomizedfor their applications. Onestrategyis to foster use
of high densitypackagingconcepts+,a powerful andingenioustechniquethat embodies
theseproperties.Theseconceptsshouldbespecificallyencourageddueto its numerous
advantagesof compactness,short interconnectsleadingto lowerpowerconsumption,and
lower powerstorage,andlightermechanicalenclosuresthatarerequired.For theseshigh
densitypacking techniques,accessto known gooddies(KGD)arealso needed. These
KGD representthesemiconductorintegratedcircuits that arethebuilding blocks for the
selasorplatform thatfusessensorsto all otherfunctionsrequiredfor their usein space.

B. Far Term (5 to 20+ years)

1. Emerging Technologies/Development Roadmap

Optical fabrication using micro-optics is a technology that should be encouraged 5.
Fabrication methods for micro-optics including lenses, steering lens arrays, diffractive
and replicated optics are common to the fabrication of many semiconductor electronics
for example, photo-lithography, etching, ion milling, mask fabrication, LIGA processing,
X-ray lithography, electroforming, diamond turning, direct electron beam write, etc.
Hence it may be possible to fabricate micro-optical components using the identical
foundry as is employed for electronic components. This could lead to production of
monolithic optical/electronic components. The status of design methods and theory are
well established.

Development of prototypes over the next few years is projected by G. Gal to
culminate in insertion of useful components near the turn of the century. For future

advancements in micro-optics, vector diffraction theory and software development will
be needed to address feature sizes and spectral and optical design. Developmental
programs in the technologies of diffractive/refractive micro-lens and arrays, diffractive
and reflective elements, and liquid filled groups are envisioned. They could be used to
fabricate components consisting of microlenses, multifocal lenses, dispersive lenses,
corrector optics, beam combiners and diverters, aspheric generators, wavefront samplers
and micro-reflectors. This could enable hybrid integrated systems such as optical beam
steerers, smart focal planes, compound eye sensors, wide angle imagers, and display
devices for the operator and allow their use in a space system.

Robert Duncan reported on the proposed use of differential gravity measurement
methods coupled with precision navigational sensing, to map out mineral and fossil fuel
reserves based on their associated gravitational anomaly. This would require a large fleet
of low orbit sensors using differential measurements of gravity gradient information.
Measurements at 50 miles (not 50 km) should be adequate to obtain a 50 km 2 'pixer size
(7 km x 7 km) on the earth geodesy map. This swarm of nanosats concept should prove

to be better than the current EOS proposal since it would involve up to 50 nanosats, and
hence up to 50 times more data than the single orbiter concepts. Also, real-time

differencing between the nanosats could provide much more accurate gradient
information, provided that this differencing could be done with high precision. The
development of this superconducting sensor is presently under development at Sandia
Laboratory in Albuquerque.



High temperatureSQUIDs have been recently fabricated at Los Alamos National
Laboratoryand are in theearly stagesof testingand characterization. But otherhigh
temperatureSQUIDsdesignedto operateat microwaveandmillimeter wave frequencies
are mature and exhibit performance improvementsof over a factor of 100 times
conventionaldevices. VectormagnetometersusingaMEMS versionof a flux gateor a
high temperatureSQUID wouldhavesufficient sensitivity to detectthe vectordirection
of theearth's field in even.highorbits. This couldbeusedfor navigationandcontrol or
to detectdeviationsin theearth'smagnetosphere.In turn inductionchargingeffectsof
largeman-madestructuressuchaspowergrids andconductingmetalpipelineson earth
could be predictedto preventpower grid outagesand corrosionor safety issuesof a
pipeline.

For long termmissions,cryogensmaynot befeasibleto providecoolingevenfor
high temperaturesuperconductors.Theuseof thermalradiatorson low-earthorbit using
heatpipesandphasechangematerialsto maintainnearisothermalconditionsis thought
to be limited to 105 K which is presently higher than is desired for YBCO
superconductors2. Thallium-basedsuperconductorshave Tc = 125 K and may prove
usefulonsuchathermalradiator. Howeverthethalliumsuperconductormaterialscience
is not anywherenear the level of developmentof YBCO superconductors. Sandia
Laboratoryis usingthis approach.Anotheropportunityis to useasmallcryocoolersuch
astheInframetricsunit to achievecooling to about60K. Thiscouldproveusefulfor the
inertial unitsproposedfor usein theoil/mineralexploration.

HI. UFO Subsystem Summary

A. Recommendations

1. Prioritized Technology Requirements

A systems study in some detail would be recommended to identify areas for
further development. A demonstration program may also identify additional issues.

Power management of all electrical components is necessary to achieve minimally
low battery weights. Strategies to implement power management include turning on
subsystems such as communication links and sensors only when needed and placing
controllers and processors in a safe sleep mode with suitable wake-up modes.

2. Ground and Space Qualification Issues

No show stoppers were identified for the UFO mission. In part the selection of
the orbit and the active mission time which were assumed for the UFO mission resulted

in very benign requirements regarding radiation hardening for total dose and single event
upset. Power for the focal plane, laser rangefinder/focus control, shutter, and low
resolution imager is low.

B. Imaging Payload Requirements for a UFO

Specific design requirements for the imaging function or payload of the UFO

were discussed in the workshop. These includes the subsystems of the optical train, focal
plane, shutter, alternate imaging strategy, pointing, and focus control mechanism.
Commercial video cameras use many of the identical subsystems. For the purpose of
designing a camera system, a limitation of a 4 inch size envelope of the imaging system



(imposedby the sizeof availablesilicon wafers)and a UFO weight limitation of 1 kg
were imposed. The rangeof sizesand weights of existing commercial video camera
systemsarecomparableto the designperformancedespitedifferencesin performance
criteria anddesign guidelinesdiscussedbelow.

The UFO will be deployedfrom a mothership. The life of the mothership is
assumedto be7 yearsasis typical of mostsatellites. The missiondurationof the UFO
following deployment is 48 hours. The UFO is stored in a canister to increase the
survivability of the UFO to radiation, contaminants, and space environment prior to its
release for its observation mission. Self test functions, a communication relay, and
navigation data will be supported or provided by the canister. Following its release from
the canister, the UFO will be maneuvered using its own propulsion system into a
decentered orbit that roughly parallels the mothership to enter a phase of flying together
in formation. This orbit can be tilted to allow vertical viewing of the mothership above
and below the plane of the mothership orbit. The UFO will also be maneuvered into a
slow spin. This will allow the UFO camera system to pan over the entire surface of the
mothership. The concept of decentered orbits will allow the UFO to circle the
mothership once for every orbital revolution of the flying formation.

The orbital altitude of the mothership was fixed at 800 nm. The corresponding
orbital period is 110 minutes. For a 48 hour mission duration 26 mutual orbits of the
UFO about the mothership will take place which more than adequate to cover the
motherships surface.

The design of the camera system was predicated on acquiring images of the
surface of a large satellite. The UFO is launched from a mothership and through
maneuver circles the mothership to photograph the exterior of the mothership. Typically
the mothership satellite may have a cylindrical shape with large flat solar panels located
to its side that are oriented towards the sun to generate power. A preliminary and some
what arbitrary resolution of 0.3 cm on the mothership surface was selected. Its surface
area was estimated to be 100 m 2 . A factor of 10 was assumed in terms of imaging area

to account for overlapping of the images and to ensure complete coverage of the satellite
surface area. If the resolution is matched to a single pixel, then 108 pixels are needed to

provide the large satellite's surface area. A CCD or similar camera was selected for use
at visible wavelengths. Ideally the design and fabrication of the camera would be
compatible with MEMS technologies.

What type of information can be extracted from a complete stereoscopic imagery
of the mothership? We can speculate that the following categories of information may be
extracted as shown in Table 2. Often confirmation of the listed phenomena will provide
spacecraft designers a much higher degree of certainty in proposing future improvements
and assisting in design specifications.

A three element, reflective optical system with a folding flat was designed to fit
within a 4 inch circle as shown in Fig. 1. The radii and conics describing the mirror
surfaces are shown in Fig. I. A transparent window located at the entrance aperture
which is not shown will be required to prevent contamination(scattering and absorption)
of the surfaces of the optics and focal plane. The effective focal length of the system is
12.8 cm. Reflective optics were chosen to minimize chromatic aberrations that would
result when using the wideband visible wavelengths that matches the spectral response of
CMOS or CCD focal planes. The square aperture size 1.8 cm is somewhat larger than
necessary to meet the resolution requirement at 50 m range. At 50 m the resolution is



0.18cm at anMTF of 0.4. At thefocalplanetheresolutionis 4.5micron. Howeverwith
a focal planepixel sizeof 7.5 micron, the object planeresolution will be 0.3 cm. At
object-to-cameradistancesabove83m theresolutionwill be limited by theoptics. The
spotdiagramindicatesthatover thecentralzoneof 512x 512pixels,theperformanceis
verygood. Theanalysiswasnotperformedfor thefull 2k x 2k pixels.

General Category

Structural_ dynamical, thermal

Propulsion related

Components

• Actuation--antennae, solar panels, shrouds,
ordinance, covers, doors, tethers, latches

• Structures--cracks, impact holes, broken cabling

' Thermal flexing--solar panels, antennae

• Vibration--thermal heating, gyro vibration

• Cryogen leaks

• Leaks of propellants

• Plumbing malfunction--valves, joints, seals

• Delamination, frozen--skirts, nozzles

Table 2. Observable phenomena.
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Fig. 1 Ray trace for a 1.8 cm aperture imaging optical system



Commercialvideocamerasareproducedannuallyin very largenumbers. It is expected
thatif a largenumberof UFOsareto beproduced,standardmanufacturingmethodswill
suffice. Optics canbe producedby conventionalpolishing or by diamond turning or
somecombinationthereof. Assemblyandalignmentof thecompleteoptical train using
the reflectiveopticscanalsobeaccomplishedusingstandardmanufacturingtechniques.
Surfacefigures of approximately1/8wave at 0.5 microns,readily achievablefor each
surfacewill benecessaryto maintainhigh imagingperformance.

Angular slew andjitter pointing requirementscanbe inferredfrom the exposure
time for asingle frame. For eitherCCDs or CMOS focal planesandthe optical system
describedpreviously, exposuredurations of 50 ms will be necessary. During that
exposure,assuminga criteria of motion no greater than 1/4 pixel, a stable pointing
requirementof 3 x I0"4radianscanbederived. Shorterexposurestimesarepossibleif a
fasterimagingsystemconsistingof largerandheavieroptics canbetoleratedto relax the
pointingstability.

Focusing Mechanism

At the nominal range of 50 m the depth of field of the imaging system is 25
microns. For the object distance this translates to + 12 m which is quite adequate. But
the outer contour of the mothership is not shaped as the orbit of the UFO about the
mothership. This causes the average focus to move as much as 0.3 mm as shown in Fig.
2. A focusing mechanism is needed. This need is meet in commercial video cameras
with a focusing mechanism. Many commercial cameras employ a mechanism patented
by Honeywell. The focusing travel distance can be readily spanned using a MEMS
actuator. The translational adjustment will be optimized for small travel and have little
effect on aberrations if the folding flat is translated. Positional accuracies better than 5 m
in the object plane or 7.5 microns for the folding mirror are needed to avoid image
degradation.

Focus
Position,

mm

0.3

0.25

0.2
o.15

0.1

0.05

o

J

50 100 300 500 1000

Range, m

Fig. 2. Depth of field of imaging system as a function of camera imaging range.

Several mechanisms used for translational motion have been used in MEMS

devices. These include a piezo drive, a comb drive, a diaphragm deflection, voice coil
magnetic deflection, and a fluidic drive of a piston. Of these the comb drive and voice



coil approachesappearto meetthe-150 micron throw distanceandwould beeasiestto
implement.

Although an autofocusmethodis available(usingan electric motor and gears)
knowledge of range from the UFO to mothershipcould servea useful purposefor
maneuveror specializedimagingneeds. Commerciallaserrangefinders areavailable
but mayrequiremodificationsto reducetheir presentweight. For exampleHamamatsu
is apparentlyselling a rangefinderfor $400US andweighs500g. H. Saitoreportedon
their efforts to developalaserrangesensorfor planetaryexplorationasreportedin this
proceeding6. Using a beamsplitter, a laser diode as a source, an avalanche photodiode,
and a electronics package to modulate and measure the phase shift of the return signal
beam it is estimated that a scaled accuracy of 3 m will be possible for a range of 100 m.

The laser power will be 0.3 w for a measurement time of 70 Its.

Shutter and coarse imaging camera

A conventional shutter mechanism will be needed to prevent the focal plane from
accidental exposure to the sun. This control could be accomplished using a small camera
with a large field of view, small aperture and low resolution. A fish eye lens will be
sufficient. Additional attenuation or bandwidth filtering can be used to increase
protection for the focal plane. This camera can be aligned with the higher resolution
system described above to determine if the sun will be within its field of view. If desired
this camera system will provide additional assistance during maneuver to reacquire the
sun or the earth or the mothership to determine the orientation of the UFO. It will also
assist the UFO to center the camera at the precise orientation towards the mothership to
allow exposure of the higher resolution camera. With a 120 o field of view, positioning
accuracy to less than 0.2 ° may be easily achieved. Exposure control of the higher
resolution camera will also be possible provided the camera responses have been
calibrated against one another.

An alternate camera system was proposed using a compound eye(fly's eye)
designed using a biological model of an insect eye. This system provides a very large

field of view coverage that could readily cover 2 rc steradians. Novel versions using

diffractive lenslets or fiber optics coupled to an array sensor have been developed

Focal Planes

Using a 2k x 2k pixel focal plane, approximately 25 images will be needed to
photograph the surface of the mothership. Use of a large focal plane minimizes the
number of exposures and maneuvers that are necessary to efficiently cover the
mothership's surface. A smaller number of maneuvers will also reduce the required
propellant mass. There is no impact on the memory storage since the entire set of images
will be stored to facilitate transfer of the data to a limited number of passes over available
ground stations.

The IMEC camera is particularly well-suited for the UFO mission. Although the
camera will not be available until 1996, it has a wide-dynamic range of 104, a large
format array size, comparable sensitivity to a CCD, and has little blooming due to its
direct current measurement feature. In addition it has a logarithmic response which
reduces the data accuracy but compresses the data into a digital data size of only 7 bits.
Normally 14 bits are needed to describe a value up to 104. For space application where
large differences in reflected sunlight are anticipated this scheme is a clever solution to
reduce data storage with no compression/decompression necessary.



Very recently a low noise CCD focal plane(KAF-168000) is now available from

Eastman Kodak. It has a 4096 x4096 pixel array consisting of 9 g x 9 la pixels, a 100%

fill factor, and a 76 dB high dynamic range. Although it is limited by the single slow
read-out gate the addition of more read out gates could decrease the time to access the
image. For this technology, improvements are possible to increase overall total dose

hardening to 10 to 30 krads.
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Photogate - CCD like Capacitor Charge

Storage.
APS- Active Pixel Sensor.

Gray Level Resolution = 10 bits per sample
WL - VLSI VisionLimited Intelligent Micro
Camera.

6.1 k

ESPRIT3 Nr 7101 MINOSS (IRST, Italy), Also Model

Nr 6490 TRIMOD is being developed at University of

Sheffield, UK.

Digital Wireless Camera is based on JPL CMOS/APS

technology under development and funded by ARPA.

FUGA 15 is available from IMEC, Leuven, Belgium

IMEC developmental focal plane will be available in 1996

Table. 3. Focal plane and camera survey.



A survey of camera/focal planes was reported by L. Hermans as shown in Table.
3. These include available cameras as well as cameras under development. In some
instances the data for these cameras are not available.

The analogue signal output from the focal plane need to be processed beginning with A/D
converter/data compression and merged with the angular and/or positional coordinates
the UFO and mothership to enable stereoscopic reconstruction of the mothership. The
data is stored to allow the data to be transmitted whenever favorable fly over
communication link conditions exist to download the image from the UFO to a ground
station.

Many cameras are available for the UFO mission. Phillips offers a 7000x9000
pixel array CCD focal plane. The development of these larger arrays is driven by
commercial interests for the high definition TV applications. An issue for size scaling is
the cost and yield of these devices. CMOS technologies are increasingly being used for

low cost applications and are better suited for small pixel applications than CCDs.
CMOS devices can operate at lower voltages to save power and are more easily
integrated to A/D converters. For this UFO mission with power management, the energy
budget will be small compared to other UFO subsystems.

Radiation Hardness

Radiation hardness requirements are set primarily by the orbital placement of the
mothership, the length of time in orbit or use, and the weight allocation for radiation
shielding to achieve total dose hardening. The anticipated radiation level of 10 ÷5rads
was the estimated cumulative radiation dosage. Single event upset was also considered a
significant problem if it occurs but for the orbit, it is thought to be very infrequent.
Single event upset during storage was not considered a problem since the camera and
other subsystems need not be turned on to avoid latch-up. For the long storage time
before deployment, the simple and attractive strategy of shielding the storage housing for
the UFO before its deployment was recommended.

push Broom Scanning

An alternative was proposed to the focus mechanism. In this strategy a series of
linear arrays would be used. Each array would be offset from one another but located at
separate focal distances. From either inspection of the images or by using range finding,
the appropriate array could be multiplexed into a A/D converter and the data stored in
memory. This requires a relatively smooth and constant slewing across the object to
obtain its image. It is conceivable that during a scan, the focusing conditions(distances)
could change. Inputs to the A/D converter would then be switched from one array to
another and the seam between them would be corrected by post processing of the images.
This concept does offer a very efficient method to minimize the number of overlapping
images to scan the mothership. It is conceivable that a set of arrays could easily be used
to obtain the entire image of the mother ship in a single scan. Very large arrays of 7000
to 10000 pixels long are available from Japanese companies. Long integration times are
possible for low intensity applications. However the scans should be accomplished
rapidly compared to the relative translational motion of the UFO to the mothership to
avoid on ground processing necessary to compensate the resulting image distortion from
this motion during the scan. It will seem prudent to keep the laser range finder for this
push broom scanning method to select the best image produced by the set of arrays.



Image Steering Option

G. Gal proposed a set of lens arrays to provide beam steering capability 5'7. He
indicated that image steering could be accomplished over a large angles by merely
moving one lens array over a small distance. This steering array would be located at the
entrance pupil of the telescope where the lights rays are essentially parallel. However the
image at the focal plane is subject to scattering effects arising from each of the microlens
structures in the lens array. There will be some degradation of the image quality and the
MTF(modulation transfer function) of the lens array which will reduce image quality by
approximately a factor of two. Despite this shortcoming it remains an attractive solution
if image steering or stabilization is necessary.

Size. Power and Weight Estimate fgr the UFO

Estimates for the size, volume, weight, power, and energy for the UFO are
reported in the Table 4. The volume is dominated primarily by the imaging optics.
Weight is limited by the rangefinder(primarily electronics), the focal plane, and the
telescope imager. Although the power is small, with proper power management, the
overall payload energy requirement is trivially small compared to processing or
communication requirements. The weight and power for the UFO is considered low
risk.

Subsystem Size Volume Weight Power Tot. time Energy
(cm) (cc) (g) (w) Use(s) (w-hr.)

High Res. 6x5x2 60 50 NA NA

Optics
i

Range 3x2x2 18 100 1.5e-06 60 2.5e-08
Finder

Focus 2x2x i 4 15 .05 20 2.8e-04
Control

Focal 2x3x3 12 75 .125 200 .0069
Plane and

Electronic
S

Mech. 2x2x0.2 16 15 .05 5 .00083
Solar

Shutter

Wide 2x2x4 16 15 0.05 5 6.9e-05

angle

ima_er
Sub-Total 126 265 0.325 0.0081

Image 2x2x0.3 1.2 I0 .1 30 0.00083

Steering
option

Table 4. Physical Characteristics of Imaging and Related Subsystems
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Workshop 2" Software for Nanosatellites

Chairman: Michael M. Gorlick, The Aerospace Corporation

1 Introduction

From the perspective of a computer scientist a

nanosatellite is a (physically) small distributed com-

puting platform with exotic peripherals. A)e these

devices just "more of the same" in the sense that

the main line disciplines of real-time systems, soft-

ware architecture, and software engineering will suf-

fice, or do they represent a qualitative change that

challenges computer system engineering? In the past

significant alterations in the structure or performance

of computing systems precipitated the development of

new software architectures and algorithms. Does the

wafer scale integration of computation with electrome-

chanical devices represent the next wave of qualitative

change?
We endeavored to address these issues in the con-

text of the UFO (Untethered Flying Observer), a solid

silicon nanostatellite assembled from a wide variety
of MEMS devices. We envision that a UFO is mass

produced using production techniques comparable to

those for the manufacture of large scale integrated
circuits and consumer electronics. It contains a mix

of standard subsystems common to all nanosatellites

(power management, propulsion, guidance, and the

like) and mission-specific elements such as cameras or

specialized sensors.

The goal of the workshop was to identify, from a

software perspective, the critical issues in the design,
deployment and use of these devices and produce an

outline of a research and engineering agenda that ad-

dresses these issues. Topics of discussion included:

Rough order of magnitude estimates for the

amount of software required for a UFO and the
computational resources that it will require.

* The degree to which a UFO can function au-
tonomously.

Software architectures suitable for a broad mix

of standard subsystems plus mission-specific ele-
ments.

* Cooperation within swarms of nanosatellites.

• Dynamic reconfiguration to cope with changes in
mission.

• Real-time requirements for critical subsystems

such as guidance or attitude control.

• Algorithms for the control of nanosatellites.

The workshop participants were:

Ronald Arkin

Don Batory

Tim Cleghorn
Robert Davis

Tom Diegelman
Michael Gorlick

Hank Johansen

Robert Mandelbaum

Robert Savely
Will Stackhouse

Kevin Sullivan

Georgia Tech

U. Texas, Austin
NASA

NASA
NASA

Aerospace

NASA (retired

U. Pennsylvania
NASA

Consultant

U. Virginia

The workshop concluded that the software for the

UFO is feasible; however, constructing the software

in a flexible and economical manner is a significant

software engineering challenge that will require sub-

stantial forward progress on a number of research and

engineering issues. More generally, nanosatellites are

merely one example of the revolution in software engi-

neering that will be precipitated by micro- and nano-

technology.
We attempted to address both the general issues

and the UFO-specific ones and that effort is reflected

in the organization of this report. Section 2 presents a
broad overview of the software issues for nanosatellites

in the context of the impact of anticipated advances

in micromachining and digital electronics while Sec-
tion 3 focuses on the much narrower issues of produc-

ing the software for the first prototypical UFO. Sec-
tion 4 forecasts software developments over the next

twenty years as we learn to control and harness swarms

of nanosatellites for a variety of missions. Finally, Sec-
tion 5 summarizes the basic issues that we face for the

near- and medium-term development of nanosatellite
software.



2 Major Issues

The technologyto manufacturea solidsilicon
nanosatelliteisalmostwithingraspandwecanseea
futurewherenanosatellitesaremanufacturedin high
volumesandlowcostjust asdiskdrives,VCRsand
laptopsaretoday.It isnothardtoimagineamanufac-
turingtechnologythatwouldallowananosatelliteto
befabricatedfromamixedcollectionofstockandcus-
tomcomponentparts,forexample,a custom sensor
married to stock "nanosatellite bus." It is unthink-

able that the onboard software for such a device be
handcrafted anew for each member of the nanosatel-

life family. Ideally it would be wholly generated from
high level descriptions and models that accompany the

stock parts (just as a specification sheet is now pack-

aged with an electronic component). At worst it is a

mix of (predominantly) stock code with minor custom
additions or modifications.

Software reliability for these devices is a critical is-
sue. No mission looks forward to discovering on orbit

a crippling bug in the software of the nanosatellite bus.

Furthermore, satellite manufacturers, integrators, and

end users must be assured that bugs appearing in cus-

tom software can not give rise to a propagating wave

of faults that incapacitates the craft. To the extent
that nanosatellites are assembled from a "menu" of

subsystems and components, the software will be in-
creasingly diverse with a strong emphasis on plug and

play. Those implementing custom subsystems should

be confident that if they conform to the interface and

behavioral constraints then at worst the spacecraft will
fail safely.

Achieving this degree of reliability and flexibility

will require an integrated set of software tools of a

high order, and software reuse will be a fundamental
strategic goal. Research has demonstrated that large

scale comprehensive software reuse can not be done

manually. It will require automated support at all

steps in tile software lifecycle. The ARPA Domain-

Specific Software Architectures Program [4, 8] illus-

trates the sweeping range of tools and models required

to adequately support a domain. The challenge for
nanosatellite software is in the same vein since the

only rational path is massive component-based reuse.

However, nanosatetlite software is only one element

of a larger pattern. The history of computer science is
demarcated by a series of dramatic shifts in the tech-

nology of computation. In each case that shift precipi-

tated a major realignment as computer scientists were

forced to rethink the structure of systems as their prior

assumptions were invalidated. For example, the ex-

traordinary improvement in the price/performance ra-

tio of commodity microprocessors and the dominance

of network bandwidth over memory speeds are two

fundamental qualitative shifts among many over the
past fifteen years.

We are on the verge of yet another realignment that

arises from the confluence of three powerful forces:

• the extraordinary economic pressure for the de-

velopment of low power digital electronics (cellu-
lar telephones, laptops, portable games, and the

like);

• the inexorable forward march of Moore's Law

will continue to assure a doubling of the

price/performance ratio of digital electronics ev-
ery eighteen months for well into the next cen-

tury; and

• the rapid rise ofmicromachines and their physical

integration with digital computation.

To appreciate the impact of the coming change count

the number of devices that are controlled by the av-

erage desktop personal computer. They number well

under a dozen: keyboard, mouse, screen, modem, one

or more hard drives, a CD-ROM player, printer, and

perhaps a scanner. Even in domains rich with sensors

and controls (such as process control or automated

manufacturing) the number of sensors and actuators

is on the order of hundreds. The intimate integration
of micromachines with digital controllers means that

computational elements may have thousands of mi-

crodevices under their control in a space possibly no

larger than a sugar cube. In addition these construc-

tions will have significant amounts of processing power

and memory (on the order of MIPS and megabytes).

The three simultaneous trends of more densely in-

tegrated low power commodity architectures, hybrid

architectures of processors and micromachines, and

the merging of hardware and software in the form of

ROM, programmable gate arrays, and custom digi-
tal circuitry (generated directly from software descrip-

tions) will present novel software challenges. The evo-

lutionary trend has been to move computation closer
and closer to "where the action is" (as we migrate from

mainframe to desktop to portable). Micromachining

is the next step in that evolution as computation is

intimately commingled with sensors and actuators in
a wide variety of fixed and portable devices.

Since micromachines and their controllers will be

ubiquitous, software will assume a primary role. Con-

sequently issues of reliability, integration, ease of con-

struction, and ease of evolution will come to dominate.



Thesemicromachinesandtheirdigitalcontrollerswill
be tile "goldenscrews"of engineering-- appearing
aspiecepartsor subsystemsin larger,morecomplex
devices.

It isonlyrecentlythatsoftwarehasbecomeacom-
modity item. While many software systems are'hand-

crafted, one-of-a-kind, the commercial marketplace is

increasingly populated by shrinkwrap software. The

introduction of a variety of integrativ'e" technologies
(OLE, CORBA, Java) suggest the possibility of com-

modity applets that are specifically designed to seam-

less[y integrate as piece parts into a much larger whole.

At this point it is quite unclear what tools, lan-

guages, or integrative technologies are required and

in what combination to achieve this goal. The com-
modity worlds of machine parts or electronic compo-

nents are predicated on a "degree of simplicity" and

methods of uniform description that seem difficult to
achieve for software.

3 Software for the Untethered Flying

Observer

We now turn to the much narrower problem of de-

veloping and implementing the software for a first gen-

eration UFO (Untethered Flying Observer). It was the
consensus of the attendees that the onboard software

for a UF0 did not present any overwhelming obsta-

cles however, there were a number of technical and

programmatic concerns.

3.1 Algorithmic Concerns

In order for the mission to be successful close inte-

gration is required between the spacecraft sensors and

two vital functions: localization and pointing. Lo-

calization is the ability of the UF0 to determine its

location relative to the mothership, while pointing is

the ability of the UFO to correctly orient its camera in

the right direction at the proper time. Both of these

capabilities have real-time constraints and are critical

to the mission. Matching localization algorithms to
the capabilities of the UFO sensors can be trouble-

some and will require close cooperation between algo-
rithmists and sensor designers. Similarly the pointing

maneuvers required for the photographic survey of the

mothercraft dictates that close attention be paid to

the integration of sensors and processing.

The constraints on weight and size require ex-

tremely aggressive power management during all

phases of the mission. Given its pervasiveness the

working group felt that power management should be
consolidated as a service layer in the system archi-

tecture rather than scattered among the various sub-

systems. The specification and design of this layer

presents some interesting problems in descriptive tech-

niques and automated software generation.

Finally, it is tempting to employ image processing

in the aid of navigation as _,he UFO conducts its sur-

vey. Simple linear CCD algorithms would have low

computational demand and could provide useful nav-

igational data. Coarse digitization, obtained by sub-

sampling the image, could be useful. Nonetheless, for

the first generation UFO, the working group feared

that the computational demands of sophisticated im-

age processing, scene recognition, and machine vision

were far more than could be reasonably supported by

the computational devices that we expect to find on a

UFO deployed over the next five years.

However, in the single case where the UFO loses all
"lock" on the mothership and must conduct a general

search to reacquire attitude it is feasible to employ

some simple, well known image processing techniques

that would permit the UFO to detect the mothership

against a star field or backlit by earthglow. No doubt

there are other situations in which simple image pro-

cessing may be of benefit. We expect that future gen-

erations of UFOs will have sufficient computational

capability to use machine vision as a navigational aid.

3.2 Software System Architecture

The software system architecture for a UFO is

sketched in Figure 1. In general it is a classic lay-

ered architecture that bears a strong resemblance to

the form of modern avionics systems particularly he-

licopter avionics. Boxes represent basic subsystems;

physical adjacency denotes direct interactions (for ex-

ample, the Power Management subsystem communi-

cates directly with the Navigation, and Safety Kernel

subsystems while the Safety Kernel is the only layer

that communicates directly with sensors St •.. S_ and

actuators A1,...,Am).

Sensors provide raw data to higher level system

components. Navigational sensors, for example, re-

port raw data on the position, attitude, and velocity
of the spacecraft. The navigation layer refines these

data values into best-guess estimates of the true posi-

tion, attitude, and velocity of the craft. The guidance

layer knows the destination of the UFO and uses the

estimates from navigation to create a flight path that

will take the spacecraft from its current position to its

destination position. The autopilot subsystem uses

this flight path to plan, initiate and control thruster



firingssothat thespacecrafttraversestheprojected
flight-pathat the properrateandwith thecorrect
orientation.Themissionsubsystemmonitorsexter-
nal eventsandthestatusof thespacecraftto alter
missionobjectivesandfinalflightpositions.

Twoof the layers,powermanagementand the
safetykernel,deservespecialmention.The power
managementlayerprovidespowermanagementser-
vicesto thecraft asa wholeandis 'responsible for

power apportionment and timing to all dectronic and

electromechanical subsystems. For example, during

the survey portion of the mission the power require-

ments of the camera are so high that all other subsys-

tems except for critical maneuvering and monitoring
functions are completely shutdown. In addition since

power management is pervasive it is collected together

in a si,tg[e layer that supports all of the functional be-
havior of the nanosatellite.

There are three basic safety issues that arise in the
UFO mission. First and foremost is collision avoid-

ance with the mothercraft since the UFO has suffi-

cient mass to damage the antennas, solar panels, or
instrument booms of the mothership. Secondly, the

only suitable propellant, given the mission profile and

limitations on spacecraft volume and weight, is liquid

ammonia which may corrode or foul the mothercraft.

Consequently, the nanosatellite must always stand off

at a safe distance (approximately 50 meters) from the

mothership. Finally, when its mission is complete a

UFO's fuel load is nearly spent and it becomes a navi-

gational hazard in the orbit of the mothercraft. There-

fore, once its survey is complete and the images have
been downlinked, the UFO must deorbit where it will

incinerate in the Earth's atmosphere upon reentry.

One promising approach to software safety for com-

plex systems is the use of a safety kernel [17, 16] that

is responsible for tracking the system state and en-

suring that the system never transitions to an unsafe

state. Because it is infeasible to verify large bodies of

code, it is infeasible to verify system safety if it de-
pends on large amounts of code. By localizing safety-

related issues m a safety kernel whose size is small

relative to that of the overall system, one restricts

the needed verification to a relatively small amount

of code. Verifying the safety of all of the code is thus
reduced to verifying the safety kernel. Evidence to

date suggest that safety kernel software architectures

can contribute significantly to system safety. However,

ultra-high assurance software remains an elusive goal.

All control of the nanosatellite actuators (mi-

crothrusters and a single solid thruster for the final

deorbit burn) is mediated by the safety kernel. Thus
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Figure 1: A generic software architecture for a UFO

the safety kernel will block any maneuver that would

bring the nanosatellite too close to the mothership
or exceed other safety limits (for example, maximum

speed during maneuvers or rate of propellant expen-

diture). In addition the safety kernel will guarantee

that the nanosatellite is properly oriented for deorbit

prior to ignition of the solid booster.

Software for specific nano-satellite missions will be

an instantiation of Figure 1. Subsystems St. •. S,_ will
be replaced by specific sensor subsystems; At... Am

will be replaced by specific actuators. Similarly, the

safety kernel, power management, guidance, and other

subsystems will be replaced with customized versions

that are designed specifically to the target nanosatel-
tite mission.

We believe that the process of customizing

nanosatellite subsystems will be accomplished by com-

posing prefabricated components (building blocks).

Compositions of these primitives will define cus-

tomized power management, navigation, guidance,
and other subsystems, much like the way avionics soft-

ware is specified, customized, and built in ADAGE [4].

Figure 2 shows an expansion of Figure 1 to reveal the
structure of nano-satellite subsystems as component

compositions. To illustrate, sensor subsystem $1 is a
composition of three components while subsystem Sn

is defined by a single component.

Our general approach is to follow the work of

ADAGE by defining component libraries (build-

ing blocks) of nanosatellite software and show how
they can be composed to form customized, efficient,

mission-specific systems. Weaves [7] are one form

of software integration that can be used to combine

ADAGE-like components into a highly flexible, dy-
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namically reconfigurable whole. The end result will be

an ability to produce customized software at a fraction

of the time, man-power, and cost it currently takes to
build such software.

3.3 Research Areas

The workshop identified several research areas that

are relevant to software systems for nanosate[lites.

The general problem of easily constructing software

systems for large families of nanosatellites poses pro-

found problems of software engineering and software

integration that are poorly understood at this time.
The development of the software for the UFO is a

golden opportunity to address these problems head-

on in a way that will have lasting benefits.

Particularly promising are "Batory-style" genera-

tors [3] that use a combination of domain model-

ing and component-based software construction tech-

niques to dramatically reduce the time and effort re-

quired to produce custom software systems. One of

the critical elements required for the application of this

form of software technology is a deep understanding of

the domain and the likely variation among members of

the family of nanosatellite software systems. In other

words this approach is successful only if domain en-

gineers can establish one or more base configurations

from which families of extended configurations are de-

rived. One positive sign is that there is a large body of

knowledge about the various subsystems (power man-
agement, guidance, navigation and control, attitude)

that can be used to construct subgenerators for each

major subsystem. The real challenge lies in integrat-

ing those subgenerators into a cohesive whole. Know-

ing "what is likely to change" will be the key to a clean

and extensible software design.

Integrative architectures were another area identi-

fied by the workshop that may have significant posi-
tive impact. This work comes in a variety of flavors

including the abstract behavioral types and mediators

of Sullivan [14, 13], the weaves architecture of Gorlick

[6], and the hybrid robotic architectures now under

investigation [9, 1, 5]. The workshop repeatedly iden-

tified the major issues as architecture and integration
rather than algorithms and opined that the successful

exploitation of nanosatellites rested more on success in

software architectures than on any other single issue.

Given the power constraints these small devices face

computational services must be mindful of power bud-

gets. Recent work in low-power computing has begun
to address the problem of code generation for high-

level programming languages that optimizes for power

consumption [15]. In other words, the code sequence

generated computes the specified function but in such
a manner as to minimize power consumption. Opti-

mizers of this sort may be a powerful low-level tool in

the arsenal of the nanosatellite software engineer.

Finally, the workshop identified software safety as

a critical essential technology. If the software is to be

assembled automatically from high-level specifications
then users must have assurance that the nanosatellite

will not endanger the mothercraft. If, as we predict
for the future, swarms of nanosatellites are used for

space missions, then the safety concerns will multi-

ply accordingly. The interplay among software archi-
tectures, automated software generation, and software

safety is complex and its resolution may lead to signif-

icant advances in the development of safe and reliable

software for a enormous range of devices that rely on

embedded computers and embedded micromachines.



3.4 Programmatic Concerns

in addition to the technical issues the workshop

members also commented on the process of developing
the nanosatellite software. Two concerns were raised.

First, it is tempting to regard the nanosatellite soft-

ware as just another development item rather than a

research issue in its own right like microthrusters or

space-qualified packaging for micromachined compo-
nents. It is well within the reach of current software

technology to design, develop, and deploy a "one-of"
software system that satisfies the mission requirements

of the UFO. However, we feel that it would be a grave

mistake to ignore the software research issues outlined

above in favor of a development plan that narrowly

focuses solely on the software itself and not on the

technologies or processes that were used to develop

it. The software engineering technology that allows

us to economically and conveniently produce reliable

and flexible software for large families of nanosatellites
will be of immense value and can be broadly applied in

an enormous number of domains. Substantial progress

in this area would have profound implications for our

economic well being and military capabilities.

Secondly, we strongly recommend that the
nanosatellite development team employ the process of

concurrent engineering. Historically, spacecraft sub-

system designers almost always succumb to the temp-
tation of leaving some difficult or messy element to

the "software jockies." Given the intimate connection

between micromachines and computation and the ex-

traordinary dependence of the nanosatellite on a wide

variety of computational services it would be a grave

error to allow any subsystem design and implementa-

tion to proceed without the close cooperation of digital

designers, computer scientists, and software engineers.

In particular we recommend that each subsys-

tem team include at least one software specialist

throughout the development of the UFO. The hard-

ware designs should not impose unnecessary burdens

on achieving software reuse and modularity. Ill-

considered hardware designs often make modularity,
interchangability, and reuse difficult if not impossible
to achieve. This situation often arises in commercial

and military avionic systems where the failure to em-

ploy concurrent engineering leads to software and sys-
tems that are unique and can not be reused in related
craft.

4 Future Technology

Design families of nanosatellites sharing common
stock subsystems is now within the grasp of current

software technology. Recent developments in robotics

point the way towards a more ambitious goal of so-

cieties of loosely coupled nanocraft {2, 10, ill. The

individual members of such societies would engage in
a variety of cooperative behaviors. For example, the

UFO mission might be carried out by several nanocraft

simultaneously working together in concert. Cooper-

ative behavior has numerous advantages. In this con-

text multiple UFOs could conduct a complete pho-

tographic survey more quickly than one craft if each
UFO concentrates on only a portion of the mother-

craft. The UFOs could deliver multiple perspectives to

analysts, for example, a three-dimensional view could

be reconstructed on the ground from the views con-

tributed by two or more nanosatellites. It would be

possible to conduct multiple missions simultaneously

such as both a general global survey and a specialized
local survey. A small society can be more robust than

a single individual for if one member of the society

fails for any reason then the burden of its mission can

be shared among the remaining nanocraft.

The exploitation of groups of nanosatellites is

closely coupled to volume manufacturing of these de-

vices. Volume manufacturing, assuming that the soft-

ware issues outlined earlier can be resolved, has nu-

merous advantages. First, over a large manufacturing

run it is possible to amortize development and design

costs and as the manufacturer scales the learning curve

the per unit cost can drop dramatically. To appreciate
the economies of scale just consider the decreases in

price over the years of complex consumer electronics

such as VCRs, CD players, cellular telephones, and the

like. In addition high volume manufacturing permits

continuous evolution and improvement of the product.

Given constant output it is comparatively inexpen-

sive to incorporate modest changes or improvements

in the device. Notice also that an ongoing volume pro-

duction line will lead to dramatically reduced delivery

times with all of the accompanying program savings.

Finally nanosatellites can be launched in batches of

tens to hundreds using significantly smaller launch ve-

hicles. Consequently devices of this sort will also enjoy
substantially lower launch and replenishment costs.

4.1 Research Themes

If societies of cooperating nanocraft are to become a

reality then research must be directed toward societal

and integrative architectures, that will bind together



multiplecraft intoa cohesive,purposefulwhole.Im-
portantresearchissuesincludethefollowing:

• thenumberof individualagents(nanosatellites)
requiredto cooperateto accomplisha taskin a
givenamountof time.ThreeUFOsmightcom-
pletethesurveyinathirdthetimeit wouldtake
oneUFObutwouldtwentyUFOsaccomplishit
ina twentiethof thetime?

• tile degree,form,andfrequencyof interagent
communicationrequiredfor theaccomplishment
of a mission.If twoor moreUFOscooperate
inasurveywhatmusttheycommunicateto one
anotherandhowoften?

• thedegreeto whichagentsarehomogeneousor
heterogeneous.FortheUFOmissionit mightbe
advantageousto havea nanosatellitedevotedto
communications,that is, insteadof camerasit
carrieslargerantennas,a morepowerfultrans-
mitterandamoresensitivereceiver.Itsjobis to
actasa tiny relaystationfortheUFOconduct-
ingthephotographicsurvey.A specialized"com-
municationsnanosatellite"couldachievehigher
downlinkratesandmaybeableto stayin con-
stantcommunicationwiththeground.Thisform
of specialization(orheterogeneity)mightallow
groundcontrollerstosignificantlyextendormod-
ify theUFOmissionasneedarises.

• theformofthetaskspecification.Detailedrepro-
grammingofananosatelliteforeachnewmission
is tediousanderror-proneandthejob becomes
muchmorecomplicatedwhentryingto coordi-
natea groupof mobilerobots.Thereforehigh-
leveltaskspecificationlanguageswillberequired
fordetailingthemissionandits contingencies.

• thelongevity(orlifetime)ofagents.Forlongdu-
rationmissionsit isunclearwhetherthemission
isbetterservedbymultiplegenerationsofshort-
livednanosatellitesorbycomparativelyfewlong-
livednanocraft.Agentlifetimewill bean im-
portantparameterin theoptimizationofmission
performance.

• replenishmentstrategies.Relatedto thenotion
oflongevityis therateofreplenishmentrequired
for various missions. As nanosatellite technol-

ogy improves it may be of benefit to replace still
unused UFOs with newer, more capable models.

For other longterm missions it may be necessary

to regularly restock the society.

the adaptivity of agents. Related to the issues of

homo- and hetero-geneity is the degree of adap-

tivity of individual members of the group. Not
only is this an issue of societal control but it

is also an issue of complexity and economics.

Highly adaptable and general devices may be

significantly more complicated and expensive to

build than comparatively simpler, more special-

ized nanosatellites. If appropriate societal con-

trols can be imposed then it may be more cost-

effective to conduct a mission with large numbers

of specialized members than with a few general,

adaptable individuals.

All of these research themes speak to the larger issue of

societal design, the deliberate engineering of individu-

als and their rules of interactions to produce a coop-

erative society that collectively accomplishes a given

task. Thus societal design would strive to exploit the

dynamics of local interactions between agents and the

world in order to create complex global behaviors.

4.2 Five Year Projection

Over the next five years we expect to see a number

of significant developments in the software engineer-

ing of robotic systems. Indicative of the trend is the

research conducted under ARPA sponsorship of au-
tonomous land vehicles that led to the development

of systems capable of driving and navigating a motor
vehicle on- and off-road without human intervention.

This, and related work, will lead the way toward so-

phisticated reactive systems that, for example, can un-

dertake safely and autonomously a "nap of the earth"

tour of a mothercraft suitable for a highly detailed

closeup view (see for example [12]). In addition we
expect to see the marriage of conventional and reac-

tive systems in a hybrid architecture that combines

the best properties of both. This architectural con-

cept is illustrated in Figure 3 where the reactive layer

is responsible for autonomous navigation and mobile
behaviors while the deliberative layer is responsible

for mission planning, directed execution, and other

higher-order functions. Finally, we expect to evolve

control laws and specification methods adequate for

small societies of less than ten agents.

4.3 Ten Year Projection

At the ten year mark we anticipate the develop-

ment of hierarchical "multicaste" societies comprised
of three to four castes where each caste is itself a

small society of ten agents or less. This concept is
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Figure 3: A hybrid architecture containing both reac-

tive and deliberative layers.

diagrammed in Figure 4 which illustrates a multicaste

society of four levels with a total population of twenty

to thirty agents. Each caste Si would have signifi-

cantly fewer members than caste Si+i. These societies
would be moderately heterogeneous with the members

of any one caste S_ either identical or largely similar

with only modest variations. However, there may be

significant differences between the members of two ad-

jacent castes Si and Si+t. In all likelihood each caste

may have significant behavioral and/or physical spe-
cialization.

Agents in the higher levels of the society (St, S._)
are "viewers" or "brains" while the population of the

lower levels (S3,5'4) are "doers" or "brawn." Each

layer is capable of independent behavior. However, the

range of behaviors of the lower layers may be sharply

restricted, either by design, or by directives issued by

the higher layers of the multicaste society. Small hi-

erarchical societies of this form could perform a wide

variety of useful tasks in space such as: the automated

assembly of larger structures (including the on-orbit

assembly of conventional satellites), the maintenance,

repair, and inspection of existing space assets, and the
disassembly, disposal or garbage collection of obsolete

or failed assets. The elimination of space debris in

popular orbits may be an important mission for col-
lective societies of this form.

An alternative likely development is the evolu-

tion of specialized agents that act as negotiators and
mediators between two small independent societies.

Nanosatellite development will, over the short term,

evolve into the creation of small homogeneous soci-

eties and mission planners will be strongly motivated

to take advantage of the capabilities of pre-existing

societies. This will lead, in a natural way, to the in-

troduction of negotiators that are capable of directing

and coordinating the activities of two more more small

societies to accomplish a given mission.

i
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Figure 4: A mission architecture formed from a small
multicaste society.

4.4 Twenty Year Projection

Over a twenty year period we predict the develop-

ment of large scale societies (on the order of 10a mem-

bers) and sub-societies. "Societal engineering" will

be a recognized engineering discipline combining ele-

ments of computer science, software engineering, bi-

ology, anthropology, sociology, and communications.
While it is impossible to predict the detailed form of

these societies they will be heterogeneous, highly dis-
tributed, and capable of inter-society cooperation.

The creation and deployment of these large-scale

societies will revolutionize the exploration and ex-

ploitation of space. At the very least these societies

will form space-based "tapestries" of sensing and com-

munication that will dwarf our present capabilities in

terms of coverage, resolution, and bandwidth. Likely

applications are: space salvage and large-scale man-

ufacturing (including the manufacture of additional
nanosatellites in space), space and planetary explo-
ration such as robotic insect-like rovers on Mars and

the moon, large cellular or mesh-like structures of
nanosatellites for detailed observations and commu-

nications, webs of sentinels to provide early warning

of meteorites or solar flares, and a massive deep space

communications, sensing and scientific network.

5 Conclusions

There are no technical "showstoppers" that will

prevent the development of the software for the first

generation UFO. However, there are a significant num-

ber of software issues that must be addressed if large,
reusable families of nanosatellites are to become a re-

ality:

• It is not economically feasible to handcraft the

software for each new family ofnanosatellites. In-



stead,it mustbecomposedof pre-existingsoft-
warecomponentsusinga varietyof generative
andintegrativetechnologies.Tothe extentthat
specializationis requiredit mustbeminimized
andcontainedthroughtheuseofstandardframe-
worksandinterfaces;

* It will bedesirableto upgradesoftwarecapabili-
tiesdynamically(thatis,postdeployment).For
example,it makeslittle senseto inflexiblyfix on
acompressionalgorithmtodayforamissionlife-
timeof fiveto tenyearswhenthealgorithmwill
beobsoletein a yearor two. Theability to in-
crementallyupdatethenanosatellitesoftwareon
orbit will be invaluablein extendingtheuseful
lifetimeof theseassets.Thecapabilityto recast
thesoftwaredynamicallymustbedesignedinto
thesesystemsfromthebeginning;

• Nanosatellitehardwarewill evolveinto families
withdistinctcapabilities,eachsupportinga va-
rietyofmissions.Thesoftwaretechnologiesthat
weadoptshoulddemonstratethepotential,over
the longrun, of keepingpacewith the antici-
pateddegreeofevolutionarychangeandvariabil-
ity; and

• The software community has little experience

building reusable architectures for families whose

initial systems have not yet been built, thereby

exacerbating the problem of constructing suit-

able domain models. The modeling efforts should

begin immediately however, there may be ex-

emplars of like domains (such as avionics) from
which we can learn.

The resolution of these issues, in a general setting, will
have profound implications for the design, develop-

ment, and deployment of large scale software systems

in a number of domains including education, manu-

facturing, entertainment, and defense.
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Workshop 3: Low Power Communications

Co-Chairmen: John HurreU and Walter Bloss, The Aerospace Corporation

I. Introduction: (subject, participants, and focus)

This workshop considered the communication requirements for crosslink and downlink

nanosatellite communications and to what extent near term technology will be able to support

these missions. The least challenging communication scenario is merely a crosslink either to a

nearby mother ship which acts as a relay to transmit data to the ground or to another local

satellite in a co_astellation. This scenario is attractive for two reasons. First, the free space loss

(_./4nR) 2 is minimized by a short range R, and second, the intended receiver is essentially always

available. Both b_nefits are absent if the nanosatellite communicates directly to the ground. Link

budgets and appropriate technology requirements for these scenarios were established. Current

technology capabilities and future developments to support such missions were reviewed.

Members of the workshop were:

Charles Barnes

Wayne Fenner

George Haddad
David Ksienski

Clark Nguyen

Gary Rummelsburg

John West

Peter Zdebel

JPL

Aerospace

University of Michigan

Aerospace

University of Michigan

Hughes

JPL

Motorola

II. Technology Assessment for Space Systems

A. Near Term (1 to 5 years):

1. Current State-of-the-Art

Several chip sets have been developed for the Global System for Mobile (GSM)

Communications that illustrate the current performance of commercial, low power 1 GHz

transceiver technology. Transceivers built in silicon BYr technology operate at 2.7 V and

consume about 60 mA in the transmitter channel and 50 mA in the receiver channel. The

transceiver chip is preceded by a low noise amplifier (LNA) and followed by a small power

amplifier. Some off-chip components, such as a master oscillator and rffilters, are also used to

complete the rf system. Similar power budgets are achieved with 3 V biCMOS chips,

Personal Communication Services (PCS) are being developed that will use transceivers

operating near 2 GHz. Single chip transceivers have yet to be demonstrated. Gallium arsenide

technology will probably provide the lowest power systems.

2. Attractive Opportunities for Space



Low power,shorthopcrosslinkscouldbedevelopedwith a radiationtolerantversionof
theGSM type transceiver. Gallium arsenide monolithic microwave integrated circuits CMMICs)

for power and low noise amplifiers have already been developed for space-based radar

applications. Some development would be required to optimize efficiency for operation at 1 GHz.

Low power downlink:s require a simple miniaturized SGLS (space ground link subsystem)

transceiver. The receiver would only need to decode a few uplink commands and no range

information would be required, greatly simplifying the digital signal processor. There exists a

large commonality between SGLS and PCS requirements that suggest that a SGLS transceiver

module could be produced with low power PCS technology. The data rate that could be

supported on the link would be limited by available transmitter power. Fifty percent power added

efficiency would be a good goal for the power MM]C chip.

3. Technology Development Issues

In order to minimize costs and amortize NRE over a large number of units, it is essential

to develop chip sets that have broad application and are based on proven commercial technology.

The wireless communication industry will provide ground-based systems. The space community

needs to make this technology survivable and reliable for space.

B. Far Term (5 to 20+ years)

During the next I0 years, the semiconductor industry will encompass lower power

approaches for digital electronics. The roadmap to achieve this improvement is already in place.

The space community needs to track this development and learn whether it can be made

survivable in space. This development in technology will impact both DSP and transceiver power

budgets. For example, biCMOS will evolve to 1.5 V battery operation with 4x less power

consumption and 2x speed increase. Complementary heterojunction fet and heterojunction

bipolar transistor technologies in gallium arsenide will provide competing capabilities that may be

directly applicable to space application. Also, resonant tunneling diodes (RTD) are easily

implemented in gallium arsenide type technology and promise to decrease power consumption in

signal processing functions even further.

The MMIC technology for low noise and power microwave amplifiers is unlikely to

change much in the long term. However, increasing use of lighter weight packages and more

automated production of rf modules will occur.

13[I. UFO Subsystem Summary:

The strawman UFO mission we considered involved the collection of 1 Gbit of image

data, gathered during a 48-hour free flight around a mother ship orbiting the earth at 800 Kin, and

the subsequent dissemination of this data to the ground. We considered both a direct downlink

and a crosslink relayed to the ground from the mother ship.

A. Recommendations:

A 2 Km crosslink can be closed with a transmitter power of a few milliwatts for data rates

below a megahertz. The frequency should lie near the GSM communication band at 950 MI-Iz to



takeadvantageof thecommercialinvestmentin wirelesstelephonetechnology.At this frequency,
it shouldbepossibleto develop a complete communication subsystem that may dissipate less than

150 milliwatt and support two simultaneous channels to ensure uninterrupted communications.

The receiver would operate continuously and the transmitter would be used intermittently to

transmit data.

A low power downlink using a miniaturized SGLS-type transceiver could support a data

rate of 256 Kbps with a transmitter power of 0.5 Watt. Technology is being developed for the

PCS market that will be directly applicable to SGLS. The LIFO mission could be supported with

a simplified SGLS transceiver constructed from a reduced chip set by excluding any DSP

requirements.

B. System Impacts on the UFO: (mass, volume, power, etc.)

The most efficacious way to transmit UFO data directly to the ground is to use the S-

band Space Ground Litak Subsystem (SGLS) in the Air Force Satellite Control Network

(AFSCN). This system provides full duplex communication for commanding, tracking and

telemetry between satellites and (autonomous) remote tracking stations (ARTS). The stations are

equipped with large diameter telescopes (up to 60 feet) and provide (G/T) values between 21 and

26 dB/K. The receivers are designed to support a BER of 104 with F-4No = 12.3 dB. Using

SGLS would allow the nanosatellite transmissions to be tracked and collected at several ground

stations as pan of normal satellite maintenance operations.

The following link budget calculation was performed for a transmitter power of 0.5 Watt

and a slant angle range of 2700 Kin. It was assumed that the transmitter had an omnidirectional

antenna characterized by a loss of 1 dB, the space loss was 168 dB and the atmospheric

attenuation was 1 riB. Then the received isotropic power is -143 dBm and (C/No) lies between

76.6 and 81.6 dB t-Iz at the different sites. This carrier-to-noise range results in an (ECNo) value

between 22.5 and 27.5 dB for a data rate of 256 Kb/s. The resulting link margin of 10 - 15 dB is

further reduced by about 3 dB due to the complexities oftheSGLS waveform. Tracking is

performed on the carder and the data is carried as a binary PCM waveform on a subcarrier offset

by 1.7 MItz. Nevertheless, this link budget does suggest that 27 dBm of transmitter power will

support the maximum data rate permitted on the mandatory subcarrier. It would take 65 minutes

to download the data on this link, corresponding to about 5 overhead passes of the nanosatellite.

This projection will support the LIFO mission ifa BER of" 104 can be tolerated.

For a crosslink scenario, we assumed that the propagation distance had been reduced to 2

Kin, and the frequency reduced to 1 GHz for better compatibility with existing wireless

communication technology. Then the space loss is reduced to - 98.5 dB. However, the receiver

sensitivity is now poor. Assuming an omnidirectional antenna and a system noise temperature of

365 K, the (G/T) value is reduced to - 26 dB/K. Consequently, the link improves by 70 dB from

the space loss reduction and degrades by 47 dB from reduced receiver sensitivity, leaving a net

gain of 23 dB. If the data rate of 256 Kbps is kept, the transmitter power can be reduced to a few

milliwatt and still close the link.

The crossiink has further attractive features that allow error-free transmission. The small

latency of a few microseconds permits the data to be sent as packets on demand without incurring

significant penalty in reduced data rate. Then detected errors can be corrected on-the-fly by

requesting that the packet be sent again. The overhead in bits to form the packet structure is also

small. Clearly the packet size should be approximately 0.1 times the inverse BER, e.g., 1Kbyte



for aBER of 105.
Bulkycomponentsin thecommunicationsystemwill be themasteroscillator,rffilters (if

required)andtheantenna;14cmzisrequiredfor a patchantennaat 2 GI-Iz. Theantennamaybe
designedto provideintegratedfront-endfilteringandtransceiverchipdesignshandlemostIF
filtering withouttheneedfor off-chipfilters. Consequentlyseparatefiltersmaynot beessential.
Nevertheless,acrystalcontrolledmasteroscillatorwill berequired.



Workshop 4: Biomedical Applications for Manned Space Flight

Chairman: Charles Sawin, JSC

I. Introduction

This workshop was truly considered exploratory. As the lineage to the UFO project for

this workshop could not be considered obvious & overt, the members felt enjoined to investigate

multiple applications avenues, using a "clean-sheet-of-paper". The workshop participants quickly

focused on building scenarios that would utilize the potential of the technology in providing

greater insight to the status and condition of the astronauts in a truly non-invasive fashion. Beyond

duplication of standardized telemetry gathering and processing, the workshop also explored how

nano/MEMS technology could be applied to providing unique insights to the inner-space of the

human body.

Members of the workshop:

Charles Sawin

Neal Pellis

Dennis Morrison

Dick Sauer

Mark Holderman

Brosl Hasslacher

Mark Tilden

Henry Halvejian

NASA/Johnson Space Center (JSC)
JSC

JSC

JSC

JSC

Los Alamos National Laboratories

Los Alamos National Laboratories

Aerospace Corporation

II. Technology for Space Systems

1. Nano/MEMS applications for measuring blood flow & pressure, in-situ organ

temperature, and muscular activity were chosen as areas that would have immediate application.

However, development of these areas would be considered an iteration upon existing efforts and

not representative of the true potential that this technology could deliver.

2. Fluid Delivery systems are viewed as extremely promising. The associated valves,

conduits/tubing, actuators, point dispensing tips, metering sensors, and micro reservoirs would

have dual applications in both human/bio-medical and Reaction Control Systems CRCS) for nano-
satellites. Antibiotics, aJati-intlammatories, pain medications and other selected fluids could be

autonomously administered from either embedded systems within the astronaut (emergency mode)

or from micro-surface packs that are always attached to an external injection port and/or
mechanism.



II. Technology for Space Systems (cont'd)

3. Packaging of these and related systems introduces some challenging operational

environment requirements. Each component/System would have to be resistant to the harsh and

extreme enviornent of space. Additionally, if deployed within a human subject, the environment

would be both corrosive and require that any devices or packaging designs consist of materials

that are known to present a non-hostile profile to the immune system of the body. Qualification for

the space environment could benefit from the minimal (micro) surface areas involved, which could

also mitigate any perceived deleterious impacts or affects to the "human system' as insignificant.

IlI. Development Areas

1. An identified priority for sensor development surfaced in the area of RAD dose detection.

Tl_s capability could prove to be of critical importance for astronauts performing Extra Vehicular

Activities (EVA) or for extended duration space flight, such as that intended for International

Space Station Missions. The potential for utilization of an extremely compact device, that is fully

integrated with power and telemetry capability, is viewed as very high. The micro size and

operational flexibility would allow for location points to be placed at critical points on the body

surface, as well as possibly locating some of the devices directly adjacent to certain organs, so that

a very accurate full-body (3-dimensional, in effect) RAD dose map could be made. Scheduled

updates, in near real-time fashion, to the dose map would also be a natural outgrowth of this type

of capability.

2. The same detection device could also become a benign hitchhiker payload on a UFO type

vehicle that could "map" the radiation "hot-spots" of the ISS. This would provide some semblance

of an optimized EVA route relative to minimizing RAD exposure.

3. Near-Term application outside of space applications could prove quite remarkable. A

nano/MEMS RAD dose sensor could be placed directly on the surface of a cancerous tumor (at a

number of locations), as well as directly within the "live" center portion of the tumor. This would

provide a real-time feedback loop that could maximize the efficiency and accuracy of X-ray

treatment protocols. Precise shaping of the focused X-ray beam, along with incident angle

orientation and duration of the loitering beam, could prevent localized "brown-tissue" from

forming along the X-ray path (primarily on the exit side of the tumor). The subjects recovery time

would be markedly decreased and the assessment of the X-ray protocol (i.e., determining the

condition of the tumor, post treatment) also occurring in a more timely fashion.

IV. Recommendations

1. Micro/MEMS fluid systems and components should continue to be developed as well as

functionally characterized in the space environment.

2. The RAD Nano/MEMS micro device (functionally an ASIM) shows merit. The

established and large terrestrial applications of the Medical Community, along with the potential

for utilization in the on-orbit environment, indicate that this could be a rewarding pathfinder

development.



Workshop 5: Nanosatellites

Chairman: Siegfried Janson, The Aerospace Corporation

I. Introduction:

For this workshop, nanosatellites are defined as satellites with masses between 1 gram and 1

kilogram. Modem digital microelectronics, monolithic microwave integrated circuits (MMICs), and

microelectromechanical systems (MEMS) can be integrated together to produce nanosatellites which

rival larger microsatellites and minisatellites in capability. While batch-fabricated all-silicon

construction is the ultimate goal for nanosatellites, near-term versions could integrate MMICs and

MEMS into more conventional designs. Nanosatellites offer low per-unit launch costs and the

ability to launch hundreds of satellites using a single small launch vehicle. Nanosatellites should be

extremely useful for monitoring a man-made or environmental parameter at a large number of

locations in space, for "high delta-V" missions such as interplanetary probes, and for "disposable"
satellite missions.

This workshop also focused on propulsion and deployment issues for the UFO. A number of

general issues relating to the power system and imaging payload were also discussed.

The major participants for this workshop were:

A. Dorian Chailoner

Brosl Hasslacher

Jacky Jouan
Howard MacEwen

Hirobumi Saito

Mike Socha

Michel Thoby
Mark Tilden

Isaiah White

Hughes
Los Alamos National Laboratories

Matra Marconi Space

General Research Corporation

Institute of Space & Astro. Sciences (ISAS)

Charles Stark Draper Laboratories
CNES

Los Alamos National Laboratories

Boeing

II. Technology Assessment for Space Systems:

A. Near Term (1 to 5 years):

1. Current State-of-the-Art

Microsatellites in the 10 kg mass range are already on-orbit, and 5 kg spacecraft, such as the

SpaceQuest "nanosat" will be launched within a few years. These spacecraft typically have orbit-

average power levels of less than 10 Watts, use simple magnetic stabilization, and carry

communications payloads that operate through omnidirectional antennae. Limited Earth observation

capability (I00 meter or larger ground resolution) with Nadir-pointing within a few degrees is

possible using gravity-gradient stabilization. Webersat, a 12 kg microsatellite, carries a color CCD

camera but its usage is limited by spacecraft rotation oriented about the local magnetic field vector; it

spends most of its time looking away from the Earth.

The 1 kg "Bitsy" satellite bus, under development by AeroAstro and the USAF Phillips

Laboratory, is the only current example of a nanosatellite. This bus uses a single circuit board for



communications,commandand datahandling,powercontrol,etc. The Bitsy offers cold gas
propulsionandattitudecontrolwith50milliradian(3°) accuracy.

2.AttractiveOpportunitiesfor Space

Most nanosateilitesin the near term will be power-limitedand have crudepointing
capability.Thisdirectlyimpactscommunicationslink throughput;continuouscommunicationsare
limitedto low dataratesandhighdataratescanonly besupportedintermittently.Appropriate
missions include:

• single-channel voice and data (~I 0,000 bits/second) relay,
• store-and-forward communications,

• space environment monitoring (radiation, rf, air density, etc.), and

• snapshot imaging of the Earth at low resolution;

- news services (weather, oil-field fires, oil spills, forest fires, etc.) and

- Earth resource users (agriculture, mining, etc).

The low cost of launch for nanosatellites enables a number of "disposable" missions with

lifetimes of a few days to a few weeks. These short on-orbit lifetimes may allow use of primary

batteries (no solar cells, rechargeable batteries, or battery charging system) and cold-gas thrusters for

3-axis attitude control. Communications links will be significantly improved by using directional

antennae on the spacecraft. Appropriate missions include:

• air-density monitoring at low altitudes via orbital decay measurements,

• the untethered flying observer;

- U.S. space shuttle, MIR, international space station and

- geosynchronous satellites (array deployment, antenna deployment, etc.),

• tactical military satellites (communications and medium-resolution imaging),

• flyby interplanetary probes to near-Earth objects (Venus, Mars, and asteroids),

• lunar orbiters and impacters,

• materials processing, and

• entertainment and advertising ("eye in space").

3. Technology Development Issues

Simple nanosatellites can be constructed using existing flight-tested and commercial

technologies. More capable nanosatellites will require gravity-gradient or 3-axis stabilization for

high-gain communications antennae, Earth sensor pointing, and solar arrays. Constellations of

nanosatellites will require propulsion for deployment, maintenance, and disposal. The major
technology issues for near-term nanosateilite and microsatellite missions are:

• low-cost micropropulsion systems for maneuvering and attitude control;

- micropyro valves or non-leaking latch valves,

- on/off valves with 1,000,000 : 1 or greater on/off flow ratios, and

- microthrusters,

• space-qualified, low-power (less than 1 Watt) GPS units,

• high-efficiency (greater than 20% without concentrators) solar cells,



• space-qualifiedhigh-energydensitybatteriesin "AA" or"C" size;
- primarybatteriesfor disposablenanosatellitemissionsand
- secondarybatteriesfor long-termmissions,

• microGN&C;
- programmableplug-and-playGN&Celectronicsmodulefor modularsensors,
- low-cost,batch-fabricatedsun,Earth,andstarsensors,and
- propulsive,magnetic,ormomentum-basedactuators,

• activemicro-thermalcontroldevices(microlouvers,microheatpipes,etc.),
• integratedactivephased-arrayantennaefor S-bandandhigherfrequencies,and
• low-costground stations.

B. Far Term (5 to 20+ years):

1. Emerging Technologies

Nanosatellites in the far term should be highly-integrated yet modular. All-silicon

construction based on monolithic batch-fabricated wafers is one design option. Another option is to

use other substrates such as silicon carbide or a ceramic for mechanical rigidity, thermal control, and

radiation shielding combined with silicon or gallium-arsenide dice that provide electronic,

electromechanical, and electrooptic functionality. The monolithic wafers or MCMs are application-

specific integrated microinstruments (ASIMs) that perform one or more spacecraft functions. A

third option is to use a large light-weight structure, i.e. a rigidized sheet or a balloon, that physically

supports a number of interconnected (hard-wired or wireless) ASIMs. The latter approach enables

large solar arrays and large phased-array apertures for communications and ranging while

maintaining low mass. The emerging technologies that will support one or more of these

hypothetical nanosatellites are:

• MEMS;

- attitude sensors,

- attitude actuators (micropropulsion and momentum wheels), and

- active thermal control systems,

• low-power digital electronics;

- radiation-hardened silicon-on-sapphire CMOS and

- quantum electronics

• low-power integrated communications circuits;

- integrated phased-array antennae,

- single-chip CMOS transceivers for 1 GHz and lower frequencies, and

- gallium arsenide, SiGe and low-resistivity Si MMICs for higher frequencies,

• multi-chip modules (space-qualified),

• inflatable space structures,

• active control of spacecraft structures, and

• distributed processor architechtures.

2. Technology Development Roadmap

Most of the technologies described above are commercially-driven. Some modifications to

COTS MEMS devices will be required for the vacuum, thermal, and radiation environment on-orbit.



Modifications to COTS electronics, either through process, design, or technology changes, will be

required for various mission orbits. Some technologies, such as microelectric propulsion, may not be

commercially-driven and require targeted development. In all cases, some standardization early on

can help accelerate nanosatellite integration and flight qualification. The technology development

roadmap for aanosatellites should include the following elements:

• standardize as many interfaces as possible and get consensus from the major contractors

and professional (AIAA, IEEE, etc.) societies;

- ASIM interfaces (mechanical, signal, power, rf, etc.),

- microsatellite and nanosatellite bus design, and

- nanosatellite communications protocols,

• continue development of radiation-hardened, low-power electronics;

- modify COTS (digital, analog, and rf),

- design new CPUs, signal processors, memory, etc., and

- develop quantum electronics with radiation hardness in mind,

• space qualify selected terrestrial MEMS;

- accelerometers and gyros,

- fluid and gas valves, and

- magnetometers,
• develop space-specific MEMS;

- attitude (Earth, sun, and star) sensors,

- thrusters and micro momentum wheels,

- thermal control components, and

- structure dynamic control components,

• develop autonomous control techniques for large constellations, and

• develop low-cost launchers for 100 kg and smaller low Earth orbit payloads;

- reusable or air-launched expendable rockets and

- gun launchers.

3. Long Term Issues

Long-term issues include accurate estimation of fabrication costs as a function of time,

choice of spacecraft architecture (all-silicon monolithic construction vs. multi-material MCM),

choice of mission architecture (constellations or local clusters), process standardization, design

standardization, and the degree of modularity required. Nanosatellites require inexpensive mass

production of spacecraft systems using integrated MEMS, MMICs, and semiconductor electronics,

which in turn requires a large initial R&D effort. Low cost per function is achieved when large

numbers of nanosatellites or their individual systems are produced. Some missions can benefit from

a large number of dispersed nanosatellites and some can benefit from a large number of

nanosatellites in close proximity; free-flying local clusters or physically-connected satellites

functioning as a dispersed larger satellite. The major long term issues are:

• What missions are most cost-effective using nanosatellite technology?, and

• When are these missions technologically feasible?



III. UFO Subsystem Summary:

A. Recommendations:

1. Prioritized Technology Requirements

The UFO requires propulsion for maneuvering and attitude control. Attitude control could

be performed using magnetic solenoids (torque rods) but this is usually limits angular accelerations

to very low levels. As spacecraft shrink in size, propulsive attitude control becomes more attractive

due to rapidly diminishing moments of inertia; the moments scale as s 5 for constant geometry and

density where s is a characteristic scale length. Cold gas thrusters are appropriate for maneuvering

and attitude control while a solid rocket is appropriate for deorbit. The solid rocket is essentially off-

the-shelf and in principle, a complete cold gas thruster system could be constructed using existing

hardware. The dry ma_s of a conventional coId gas thruster system, however, would be many times

greater than the propellant mass. It makes sense to microfabricate as many of the propulsion system

components as possible to minimize the system dry mass. A prioritized list of technology

requirements for the propulsion system follows:

• a GN&C module to control the thruster system,

• micro-pyrovalve or the equivalent (latch valve, diaphragm valve, etc.);

- capable of supporting 50 bar pressures over 10 years without leaking and
- compatibility with ammonia,

• micro-pressure regulator or reducer;

- capable of supporting 50 bar pressures and

- compatibility with ammonia,

• low-cost, low power cold gas thruster modules;

- 2 or 4 thruster nozzles and microvalves per module with a common gas input,

- low leak rate, low power, normally-closed microvaives, with

- integrated pressure monitor, and

• electric micro thrusters for more advanced UFOs with higher AV requirements;

- micro-resistojets for specific impulses between 100s and 200 s, and

- micro ion engines for specific impulses above 1000s.

2. Ground and Space Qualification Issues

The main issues for the UFO are:

• life jacket design;

- size and location(s) on host and
- launch loads,

• radiation hardness and/or tolerance (depends on mission orbit and life jacket

design) of command and control, payload, and communications electronics,

• contamination potential of deployment mechanism and thrusters,

• thermal environment inside and outside the life jacket, and

• hermetic sealing of accelerometers and gyros that require 1 bar atmospheric

pressure for proper operation



B. System Impacts on the UFO:

Mission requirements strongly influence the UFO design. We assumed that the host vehicle

is in LEO, the UFO is initially mounted on the host in a solar-powered "life jacket", the "life jacket"

provides differential GPS for UFO position determination, the UFO is operative for 48 hours, the

UFO mass is about 1 kg, and the UFO should be de-orbited after 48 hours of use. The UFO really

has two mission possibilities:

• the host is fully or mostly functional (it is stabilized and cooperative), or

• the host is significantly disabled (tumbling, spinning, or dead) due to faulty payload

separation or catastrophic system failure.

In the first case, slow ejection (a few cm/s) of the UFO followed by injection into an observation

"orbit" about the host vehicle is appropriate. In the second case, a fast ejection (-0.5 m/s) may be

required to clear the ho4t without getting hit by an appendage, followed by deceleration and either a

series of "fast" (about 5 cm/s velocity changes and rotation rates of-lO ° per second) maneuvers or

injection into the observation "orbit".

The following basic propulsion system parameters were estimated based on the previous

assumptions:

• Less than I m/s of AV is required for the imaging phase ifa series of slow "orbits" about
the host is acceptable. This requires accurate knowledge of the UFO position relative to

the host and accurate knowledge of the host's orbital elements for initial orbit insertion.

• About 10 m/s of AV is required for a series of"fast" maneuvers that provide complete host

vehicle scans on a time scale much shorter than the host's orbit period.

• About 170 m/s is required for deorbit (700 km altitude)

• A cold gas propulsion system should be used for the imaging phase.

• A solid propulsion system should be used for deorbit.

Cold gas propulsion systems are low in specific impulse (50 to 120 s) and typically require

more tank mass than propellant mass yet they are relatively simple and can provide small impulse

bits for attitude control requirements. A small solid is very simple, has a specific impulse between

200 and 280s, but can only be fired once. The rocket equation, shown graphically in Fig. 1, shows

that the cold gas system will require a propellant mass fraction less than 2% (50 s Isp and I0 m/s AV

as the worst case) while the solid will require a propellant mass fraction of about 8% (200 s Isp and
170 m/s AV).

A schematic diagram of a cold gas propulsion system for complete 3-axis attitude control is

shown in Fig. 2. The pyrovalve (or equivalent) isolates propellant from the rest of the system until

UFO deployment, which prevents propellant loss through leakage during a possible 15 year

dormancy. The fill/drain valve must also be leak-free, but since it is operated only on the ground, it

can be a simple mechanical valve with a soft seal. Propellant storage pressure, which is a function of

volume limitations and propellant choice, determines the complexity of the pressure reducer. The

ideal propellant should have a low molecular weight for high specific impulse, a high density at

room temperature under moderate (up to 1 MPa) pressure, and not react with the host spacecraft. No

single propellant satisfies all three requirements, so propellant choice must result from a complete
constrained systems analysis. Possible choices are ammonia (0.6 gm/cc at 1.1 MPa, molecular

weight of 17, but chemically reactive with many materials), nitrogen (0.06 gm/cc at 5 MPa,



molecularweightof 28,chemicallyinert)andnitrousoxide(0.64gm/ccat 7MPa,molecularweight
of 44,mostlyinert).A AVof 10m/swill requireapropellantvolumeof 160cm3for nitrogenat 100
bar pressureor only 33 cm3 for ammoniaat 10barpressure.Propellantvolumesfor the slow
observationorbitmissionareanorder-of-magnitudelower.
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Figure l. Propellant mass fraction required to generate a given velocity increment.
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12 Thrusters, each with normally-closed valve

Figure 2. Schematic of a simple cold-gas propulsion system to provide 3-axis attitude control.

Note that a valve is required for each thruster. Current micromachined valves can tolerate

inlet pressures up to 200 kPa but have leak rates of at least 0.02 sccm at an inlet pressure of 140 kPa.

A UFO with 20 grams of nitrogen, 12 thrusters, and a leak rate of 0.02 sccm per thruster would loose

only 4% of its propellant due to leakage during a 48 hour mission. Each cold gas thruster should



produceaboutI0 mN,whichrequiresathroatdiameterof afewhundredmicronsandanexitplane
diameterof betweenI and2ram.



Working Group 6: ASIM Applications in Current Space Systems

Chairman: E. Y. Robinson, The Aerospace Corporation

I. Introduction:

A. Background

We defined the concept of an ASIM (application specific integrated microinstrument) as an
integrated device providing custom application specific, functions as a stand-alone wireless sensor,
or as modular subsystem, for space application. It has all necessary elements for a mass-producible
stand-alone microinstrument, with one or more sensors (for example, a geolocation module such as
augmented GPS on a microchip), data processing and memory, power, transmit-receive
communications, and signal processing. Other implicit elements of such a device concept include a
clock, power generation module, and power management. The ASIM combines MEMS with
several related fields of microelectronic processing.

A standardized basic platform is envisioned to which may be added modular overlays that

provide application-specific capabilities. Therefore, this device could range from a fairly
straightforward single or multi parameter microinstrument, to an assembly of modular subsystems
that comprises every element found on a satellite, including propulsion and navigation. This would
then become a mass-producible subminiature satellite, the nanosatellite, discussed at length
elsewhere in this symposium and in the workshops. The key is achieving a producible integrated
system, available at moderate cost in low volume production runs (hundreds to a few thousands).

ASIMs offer a technology path to future low cost space systems. Their development could be
aided by finding interim beneficial application on existing space systems.

This workshop focused on hypothetical beneficial application of ASIMs in existing space
system, and where these potential applications might become stepping stones toward a future,
highly integrated, mass producible nanosatellite.

B. Workshop Participants and Prior Tasks

In preparing for this symposium this workshop was organized prior to the meeting and
several tasks identified for presentation and discussion here. The general perspective of possible
applications to existing systems was based on a recent publication by the Aerospace Corporation,
"Microengineering Technology for Space Systems" Aerospace report No. ATR-95(8168)-2, edited
by H. Helvajian, in the chapter entitled: "ASIM Applications in Current and Future Space
Systems", by E. Y. Robinson. Certain applications were selected for study prior to this symposium.
Each task was carried out by the charter members and application leads as noted below.

Charter members of the workshop, preparing specific proposals ahead of the meeting
Ernie Robinson, Chairman
Jim Collins, Multiparameter Logistic Sensor Task Leader
Mark McCallum, Multiparameter Logistic Sensor
Dick Schulz, Multiparameter Logistic Sensor
Charlie Klimcak, Fiber Optic Composite Vessel Sensor
Geof Smit, GN&C Task Leader
Jerry Gilmore, GN&C Task
Mike Robyn, Power
*Bernardo Jaduszliwer, Fiber optic sensor
*Lonny Smith, Fiber optic sensor
*Larry Thaller, Power
*Elric Saaski, Fiber optic sensor

* did not attend the symposium/workshop

Aerospace Corp.
USAF/Rome Lab
USAF/Rome Lab

Honeywell Inc.
Aerospace Corp.
Aerospace Corp.
Draper Lab
Aerospace Corp.
Aerospace Corp
SCI

Aerospace Corp
RI



Theproposeddevelopmentplanswerestructuredto addressfour keyquestions:
I. Needfor theASIM application;
2. Benefitof theproposedASIM application;
3.Thegeneralapproachto developmentanddemonstrationof theproposedapplication;and
4.Estimateof scheduleandcostto achievetheapplication.

Theworkshopteamwasjoined byconferenceparticipants:

AntonioMartinezdeAragon
DeanCollins
HenryWoo
Nick Davinic
Vit Babuska
JoachimSchulz
JohnHayes
Dorian Challons

Rodney Rocha
Chuck Sawin
Volker Gass

Ronald Quinn

ESA/ESTEC, Nordwijk NL
NIST
Rockwell
NRI__CST
MRJ

FZKflMT, Germany
Lockheed-Martin

Hughes Space & Comm
NASA/JSC
NASAJJSC
MECANEX/Suisse

Honeywell Inc.

C. General Observations

The workshop objectives were defined as follows:
- Identify technology applications that reduce cost to design, build and operate

current and future space systems
- Enhance end-to-end information flow

- Provide flexibility for space missions

The applications of new technology, such as ASIMs, to existing space systems poses special
problems. The real advantage of the ASIM lies in cost effctive utilization of large numbers of
producible replicate elements, that are optimally used in a total systems approach which fully
exploits the new technologies. The application of some aspects of this technology on existing
space systems, where the basic systems design is unchanged, limits the cost benefit. Furthermore,
achieving such "graft-on" applications requires acceptance by agencies and program managers that
presently operate such systems. These folks are traditionally very cautious about adding elements

to their space systems, and possibly having to accommodate these graft-ons by changes to existing
operations and doctrines. The add-on must therefor have compelling technical benefits and be

essentially transparent to the host space system. The ASIM concept could meet such requirements.

The purpose of this workshop is, therefore, to seek value-added interim ASIM demonstrations
with minimal disturbance to the host system. The ultimate purpose is to use these demonstrations
as steps toward harnessing and integrating these emerging capabilities for totally new space
systems, for example, highly distributed parallel networks, and the nanosatellite constellation.

The motivations for ASIMs and related new technology applications are:

- New technology does a job significantly better than present methods
- A valuable new function is enabled by new technology
- Significant cost reduction can be achieved via COTS utilization

- Implementation of highly distributed systems for greater "awareness" and the
accommodation of corresponding data proliferation and data quality issues



- Systemslevel identificationof keycostelementsby microengineering

D. TheMicroengineeringConnection
Thedesignanddevelopmentof ASIMsplacesdemandson cooperationamongseveral

engineeringdisciplines:2Dand3D micromachining,microprocessingfoundryservices,
microelectronicintegration(suchasMulti-chip modules),MEMS,microcircuitdesign,low power
electronics,quantumelectronics, complex separable interconnect schemes and packagi,g design.
The confluence of these disciplines and technologies into an integrated design and deve,opment
function is the field of microengineering.

E. General Guideline Comments

These technologies have a variety of possible applications for improved space systems,
but specifics must be driven by specific mission regluirements for the device or
microsystem.
Formal requirements must be articulated and response solicited from suppliers
Cost trades must be done to rate the cost-benefits for the specific space applications

Industry commercial producers will not be motivated by space needs (small number)
Alternatives for affordabl.e devices to achieve specific special space needs with limited

numbers must be pursued through user adaptation and integration of available elements,
through captive production facilities, through national micro-machining centers, and
possibly through university centers

This leads to a very interesting possibility. Since small quantities of such ASIMs for
application to existing space systems are of passing interest to commercial producers, the
development and manufacture of such devices for space systems could be achieved within the
growing network of university micro-machining centers and foundry services. This may be a
highly viable alternative, or adjunct, to piecing together COTS devices.

II. Technology Assessment for ASIM Applications in Current Space Systems

A. Near Term (1 to 5 years)

The near term potential applications may be categorized for each phase of the space system as
shown in the figure below, a breakdown of the phases and the general types of ASIMs that might

find
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1. CurrentState-of-the-Art

All of thediscussionsin thisworkshopaddressedASIM applicationto existingsystemsand
fall into thecategoryof neartermapplication,providedthattechnologyinvestmentsaremadeto
realizethepotentialsuggestedby theASIM concept.TheASIM conceptandits evolutionis tied to
eachof theworkshopareasaddressedin thissymposium,especiallythatof dataprocessing,
communications,low powerelectronics,andimprovedsignaldetectionandprocessing.

Thestateof theartat thepresentincludesseveralMEMSproductsthatutilizeaccelerometers,
microfluid systems(e.g.theHPInkjet package,andRedwoodSystemsfluid control
microregulators),pressuresensors,chemicalsensorsetc.A varietyof novelconceptsarebeing
pursuedin R&D activitiesatgovernmentlaboratoriesanduniversitycentersthatmaybecome
commercialitemsin thenearterm. Someof theseproductsareintendedfor usein thespecific
proposalspresentedat thisworkshop(e.g.theGuidance,NavigationandControlPackage).In
somecasesintegrateddevicescurrentlyexistata largescale,boardlevel,thataregoodcandidates
for miniaturizationandintegration(e.g.TheMulti-ParameterStressSensor).

TechnologyDevelopment Proposals, for near term application to existing space systems,
were prepared before the conference, and presented at the workshop:

- GN&C G. Smit

- Multi-parameter logistics sensor J. Collins
- Integrated fiber optic sensor for composite vessels C. Klimcak
- Power options for miniature platforms M. Robyn

Additional candidate application areas were defined during the workshop:

I.e.ak detection ASIM to address ubiquitous leaks J. Gilmore (acoustics, SiC)
SuperSensor (commercial leverage) D. Collins (multi-sensor)
T&E System level applications (launch availability) H. Woo (find cost drivers)
New standard integrated modules within MOSIS D. Collins (low cost ASIMs)

2. Technology Development Plans

The following are detailed plans, according to the prearranged format, that were presented to
the workshop and recommended for development and demonstration of the ASIM concept.

a. Guidance Navigation and Control Package G. Smit, Aerospace
NEED

- Where small inertial measurement items are required
- Small spacecraft and low cost missions that have excluded gyros ($$)
- Single gyro missions have failed, without a backup
- New technology may enable non-gyro GN&C, but still need a low cost gyro to

recover from tumble

- Low cost redundancy
BENEFITS

- Short life missions may not need rad hard, can use COTS element
- Low cost backups to high value primary devices
- Small size adapted to inertial tracking of large space structures and as part of

dynamic feedback control of large space structures
- Useful 5 gm, 0.25 W devices are achievable by available technology integration

ISSUES

- Longer missions will need rad hard
- Variety of GN&C reqm'ts: LRV, ELV, long range, rendezvous, docking...
- LRV reqm'ts differ from expendable, and from SV
- Capabilities not sufficient for highly accurate pointing
- Current commercial translation is not space oriented

b. Multi-parameter Logistics Sensor J. Collins, USAF/Rome Lab



b, Multi-parameter Logistics Sensor J. Collins, USAF/Rome Lab
(ad hoc Variant: The SuperSensor D.Collins, NIST)
NEED

- Environment stress states cause equipment failures

- Discriminating fault signature data needed to avoid unverified failures
- Reduce cost of failure (time delay, retest, replace, redesign)
- Accurate information about life cycle and operational environments
- Existing models, and extrapolations have led to inaccurate design criteria

Reduced costs of integration and test, reduced operational time lines
- Prevent acceptance and processing of flawed hardware

- Improve launch availability; informed maintenance
- Multi-sensor for high and low temperatures (engines, cryo propellants)

BENEFIT

- Builds on experience base in Rome Lab micro TSMD project (for airborne)
- Integrated system can be achieved at low cost
- Generic platform can contain ALL stress parameters:
3-axis vibration, acceleration, acoustics, temperature, pressure, humidity

power quality, swain, event timer and counter, etc.
CHARACTERISTICS

- CPU, non-volatile memory, real time clock, ADC, and optional wireless comm,
alternative bus or battery power

C, Fiber Optic Sensor for FW Pressure Vessels C. Klimcak, Aerospace
NEED

- Flexible and convenient technology for distributed sensing and data processing
- Practical monitor for handling of graphite composite FW pressure vessels

BENEFIT

- Fiber optic fits naturally with composite manufacturing methods
- Bragg reflectors can be conveniently spaced
- Number of sensitive areas is compatible with accurate de-multiplexing
- Extremely simple sensor system
- Fiber optic sensor can detect steady state strain (dc) as well as vibration
- A rime based record of environmental history wi.'U be resident on each

composite vessel or structure
- 3D micromachined spectrometer can be used effectively in the de-multiplexer
- Fiberoptic sensors can be used to sense a variety of distributed parameters

APPROACH

- Development team includes hardware producer, sensors physicists, and
electronics supplier

- Phased plan proceeds if all gates met at each phases

d° Leak Detection (ad hoc item) Jerry Gilmore, Draper Lab
NEED

- Leak detection in cryogenic propellant tankage for RLV, LV, Upper stages, SV
- All pressurized fluid systems for ground and flight are susceptible to leak
- Vibration monitoring of turbopumps

BENEFIT

- Improved launch readiness
- Fault detection and isolation

- Reduce repetitive maintenance to as needed (reduce prelaunch time line)
- Expanded data awareness about system hardware condition



APPROACH
- Integratecurrentadvancedtechnologyin MCM package:

micromechanicalacousticsensor
micromechanicalaccels
New SiCsubstratesanddevices(for high/low servicetemperature)

- Developreferencesetof detailedrequirements
- Specifyenvironmentalranges
- Definea proofof principledemoproject
- Definea roadmapto incorporatewithvehiclehealthmonitoringdoctrine

3. Recommendedfor EvaluationandDevelopments

• StandaloneIntegratedGN&C package
CMOS

- RadHard
° MultiparameterLogistics Sensor

- Stand alone (battery power, wireless)
- "Standardized" interconnects

- SuperSensor
Explore translation to SiC substrate

• Fiberoptic Smart Composite Sensor
- For strain history and impact events
- commercial potential

• Power for ASIMs

- Approach new devices and ASIMs with view to full
service life under battery power

• leak detection ASIM on SiC substrates

- Surveillance of cryo systems
- Surveillance of hot engine sections

• System level T&E focus on autonomous operability and integrated health management
systems, with models to key on main cost driver assessments (program specific)

• Explore MEMS and high level integration within MOSIS
- Possible low cost development and fabrication of

complex integrated devices in short runs



Workshop 7: Low Power Electronics for Data processing

Co-Chairman: Nick Sramek, The Aerospace Corporation
Gary Frazier, Texas Instruments

I. Introduction

Low power electronics are the key for a near term or even a farther term nanosat.
Near term nanosats require a minimal amount of data processing, including station
keeping, command and control of all subsystems and interfaces, and data storage,
compression and communication. Near term technologies for data processing offer
minimal processing for low power, therefore power conservation or power management
is critical. For the farther term nanosat, much more processing will be required. The
capability to process and store tremendous amounts of data, as well as increased
satellite command, control, and autonomy, will be available. Development of new and
advanced low power integrated circuit technology will make future nanosats viable.

The major participants for this workshop were:

Nick Sramek
Gary Frazier
Hector De Los Santos
Rob Duncan
Doug Matzke
Paul van der Wagt
Ken Smith
Jerry Johnson
Jim Luscombe
P. Mazumder
Deb Newberry
Cal Laurvick

The Aerospace Corporation
Texas Instruments

Hughes
Sandia
Texas Instruments
Texas Instruments
Rice University

Lockheed - Martin
Naval Postgraduate School

University of Michigan
ComputingDevices Int.

Naval Research Labs.

II. Technology Assessment for Low Power Data Processing:

A. Near Term (1 to 5 years):

1. Current State-of-the-Art

Low power microelectronics are currently available which will operate at 3.3 volts.
Technologies are emerging that will operate at 2.5 volts. These technologies offer
reduced power over 5 volt technologies. Also technologies are being worked on that will
operate at voltages lower than 2.5 volts. The 2.5 volt and lower volatge technologies
either are available or will be available in the near term.

2. Attractive Opportunities for Space

Low power data processing can only be accomplished today for near term
nanosats by utilizing concepts of power management. Electronics can be turned on and
off as necessary as well as reducing clock rate for lower power operation. Cleaver
power management schemes can significantly reduce the overall operating power of the
data processing system.

3. Technology Development Issues

Technology development for the near term nanosats lies in reducing the
operating voltage, while increasing the density. There are no emerging technologies that
will be available near term that can significantly reduce power over current technologies.



B. Far Term (5 to 20+ years):

1. Emerging Technologies

Technologies are being developed that will reduce the required data processing
power significantly. Resonant Tunneling Diodes (RTD) is an emerging technology that
can increase the circuit density per unit power. The following chart shows options for
the next 20 years.

UFO
NANO TECHNOLOGY OPTIONS

• MEMORY (2000+)
- SRAM

Silicon RTD, MOS peripherlal support, DRAM Process
- ROM

Silicon RTD, MOS-EEROM support, EEROM Process

• Logic (2OO5+)
- Control Processor

GaAs RTD, Silicon RTD, HBT/MOS Process
- Payload Processor

GsAs RTD, HBT Process

• ADC (2000+)
- GaAs RTD, HBT/HFET Process (1 GHz version)
- Silicon RTD, MOS Process (A & D)(1MHz version)



2. Technology Development Roadmap

The following roadmap shows what the technology can be capable of with
adequate funding for technology development.

LOW POWER ELECTRONICS FOR SPACE

NANOTECHNOLOGY ROADMAP
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3. Long Term Issues

Long term issues involve both technology development and manufacturing.
Continued technology development needs to be funded to achieve the goals above.
Funding also needs to be allocated to take the emerging technology and make it
producible on one or more manufacturing lines for insertion into future nanosats and
other applications. Radiation hardening may be an issue• For the near term UFO,
electronics can be shielded in a canister with no power applied. Operation is expected
to be short term. For the future UFO, longer term operation will necessitate radiation
hardening of nanotechnology.

III. UFO Subsystem Summary:

A. Recommendations:

1. Prioritized Technology Requirements

Near term development of RTD technology should focus on the development of
memories, in both the volatile and non-volatile memory areas. These memories will both
drive the development of the technologies, and provide critical components for future
nanosats because of the requirement for increasing amounts of memory for data
processing• Follow-on development should be in the processor and analog to digital
converter areas.

B. System Impacts on the UFO:



This group discussed design and development of the data processing for the untethered
flying observer. A strawman architecture was developed to support near term data
processing. This architecture is shown below. Near term power and weight for the data
processing will be driven by current technology and current high density packaging
technology. The architecture included the data processing for the spacecraft as well as
the image processing and data storage.

UFO
COMPUTATION SYSTEM ARCHITECTURE

Optics

Payload
Processor

• IP

Control
Processor
• C&D H
• ACS
• Comm
• ECC/Test

Conceot of Ooeration

Today: Power management with software is cdtical to maintain lower power for
the UFO. Subsystems need to be tumed on and off as needed. An example of this is
the payload processor. The payload processor is used for data compression of each
picture. This processor needs to be tumed on only when required, the data then going
into mass storage, and the processor then is tumed off for power reduction.

5 year operation: Lower power electronics will be available allowing all of the
data processing electronics to run simultaneously. Integrated power management
should be available to manage the power within the data processing system.

> 5 year operation: More functions will be available for less power. Electronics
will be capable of integration of all processing functions within a small footprint with
reduced power.



Workshop 8: Materials, Manufacturing & Fabrication
Chairman: Henry Helvajian, The Aerospace Corporation

I. Introduction:

The topics of this workshop relate to the space qualification of materials, the processing

of these materials for microinstrument applications, the packaging of these devices for space

applications, the means for prototyping and testing devices under development and the best cost

effective manufacturing approaches, given that the procurement lot sizes will never be large.

The workshop also explores optimum packaging for a microinstrument suite that will permit the

construction of small satellites like the Untethered Flying Observer by assembling modular
blocks.

The major participants for this workshop were:

David Altemir

James Doscher

Craig Friedrich

Henry Helvajian
David Koester

James Lyke
Adrian Michalicek

Bart van der Schoot

Norbert Schwesinger

Wayne Stuckey

NASA/JSC

Analog Devices Corporation

Louisiana Technical University

The Aerospace Corporation
MCNC

Air Force Phillips Laboratory

Air Force Phillips Laboratory

University of Neuchatel, Swiss

Technical University Ilmenau, Germany

The Aerospace Corporation

II. Technology Assessment for Space Systems:

A. Near Term (1 to 5 years):

l. Current State-of-the-Art

Current state-of-the-art is driven by commercial applications. Companies that have

heavily invested in development costs want to recoup some of these losses. As such they would

prefer to focus, in the near term, on their core program (i.e. production for the mass market).

Consequently, the manufacturing of one-of-a-kind space-qualified components is thought to be

more likely to be possible at "service" centers (e.g. MCNC, Draper Laboratories, BSAC, U.

Michigan, Sandia Laboratories). Regardless of where the parts are manufactured, the fact that

the number of required units is small will most certainly drive up the cost per unit. Some of this

cost may be ameliorated as service centers begin to collaborate in what is called a "virtual

factory" design. In the virtual factory each node has an area of expertise and provides a value-

added segment to the piece. The part is circulated among the various node facilities for

processing. The NSF is testing the "virtual factory" concept in the National Nanofabrication

User Facility (NNUF) Program. The concept has merit. No one center could afford to own all
the advanced materials fabrication tools currently in use (e.g. LIGA, silicon fabrication + CMOS,

Laser processing, micromilling, advanced packaging). It is expected that each site would own, at

best, two or three advanced fabrication tools. The advantage of the virtual factory concept is the

ability for rapid prototyping of new designs and the customization of components. For space

applications, the virtual factory concept could offer a low cost solution for manufacturing of



specializedspace-qualifiedcomponents.Thefederalgovernmentcouldaccelerate the insertion

of microengineering technology into space systems by establishing a collaborative infrastructure

among fabrication and manufacturing centers with specific protocols for developing space

qualified parts. For this to Oe viable, the panel felt that the collaboration aspect must be made a

"deliverable" and written into the contract. The panel also felt that the "virtual factory" concept

could likely serve as a model for future commercial manufacturing. One element in

manufacturing reliability whether via the virtual factory or otherwise is the maintaining of the

process reliability. This entails a minimum process-run schedule to insure maintenance of high

standards. The panel felt that for MEMS based systems a recommendation of at least 200

wafers/yr per fabrication facility per wafer design be maintained.

In a similar vein, the choice of materials currently available for microinstrument

development is solely driven by the fabrication tools which are available. Microelectronics

processing techniques work for the semiconductors materials and much has been done with

silicon. The development of SiC is a material important for space applications. However, there

is a need to utilize material properties which are inherently found for example in, ceramics,

polymers, and diamond. For space applications these materials offer a robust alternative to the
use of silicon in microinstruments. In the near term non silicon materials can be machined via

contact micromilling techniques(e.g. Louisiana Technical University) or for fabricating high

precision structures via focused ion beam milling. Non silicon materials can also be processed

with lasers. Laser based processing permits rapid prototyping, which has been especially useful

in micro-optics fabrication I. To date the cost of processing by laser has been uneconomical,

However, establishing of the DOE laser material processing facility in Newport News, VA is

expected to reduce the cost of processing with light.

The area of MEMS or microinstrument packaging was discussed at great length. Current

state-of-the-art in MEMS packaging resembles that used for electronics packaging in the 1960's.

It is difficult to predict how microinstrument packaging might evolve in the near term.

Microinstrument packages have requirements which are not necessary for the packaging of

electronics. In microinstruments some microtransducers need to be hermetically sealed (e.g.

high Q resonant structures), while others must interact with the environment (e.g. chemical

sensors). The interface between die in a microinstrument may require connections for mass

transport, force transduction and electrical continuity. Also, for some MEMS based transducers

the physical bonding of the die to the substrate affects performance which entails a post

assembly calibration process. Finally, unlike electronic circuits which can be thinned (<50

microns) for ultra high density interconnect packaging, the thinning of MEMS die increases

stress which affects repeatability and stability. However, it is anticipated that in 5 years

microinstrument packaging technology would be a 3D heterogeneous multichip module with

demountable MEMS. Plastic substrates with local shielding as required.

2. Attractive Opportunities for Space

In the near term silicon and silicon carbide have attractive applications for space

systems. These materials would primarily be used as transducers in microinstruments.

However, if large area (wafer scale) MEMS devices could be fabricated then it is conceivable

that these wafers can be used as tiles on space-craft surfaces for applications as simple as

"microVeicro TM", to more complex applications as in dynamically altering surface properties

for thermal management, signal propagation, and electrical permittivity. As non silicon



micromachiningtechnology matures, other materials will also be available for use in

microinstruments or in the packaging of these instruments.

3. Technology Development Issues

The panel spent some time deliberating the issue of materials, the response of

microstructures to the space environment and the value of validating-materials property

databases. The use of bulk material property parameters are not necessarily valid when

fabricating microstructures. The panel felt strongly that the government should set standards

(i.e. "yardsticks") for materials property database qualification including those in the literature

and those which are sold as proprietary. The panel also recommended the materials property

characterization of non isotropic materials (i.e. Young's Modulus and Poission's ratio). Sorely

lacking is radiation hardness testing ofmicroinstruments. Many current microinstrument designs

are capacitively coupled. The effect of radiation and the potential for subsequent charge trapping

at the insulating gaps must be addressed prior to any space application.

An area of material processing technology which would enhance the packaging of

microinstrument and microstructures is the ability for creating microhermetic seal volumes.

Since most MEMS structures are made of silicon, a key element is finding processes which

permit the low bulk temperature silicon fusion bonding. Such a technology would enable

encapsulation of MEMS structures (e.g. accelerometers, gyros, mechanical "clocks" and filters)

and the development of single crystal "thick" MEMS structures.

With regards to specifically advancing microvalving technology. The panel felt that the

current leak rates (0.1 _liter/min for liquids @ 2 psi) for MEMS valves need to be reduced by

factors of 100 or better to make it viable for many space applications. Of special concern is that

most current microvalves are designed for operation at few psi and the leak rates dramatically

increase when they are operated at higher pressures (I00s psi). For space applications, the

required standoff pressures vary but can be as high as thousands of psi (e.g. cold gas thrusters).

Although, valves can be designed to withstand such pressures, there is some concern on the

physical actuation force necessary to overcome the high pressure. Electrostaticaly driven

actuation may not have sufficient force, thermoactuated poppett valves may work but will

require lots of power. One design recommended, though no analysis was done, was an iris-style

"poppett" valve which is driven by a wobble-screw motor. The panel recommended technology

development of low-leak rate valve designs, with patternable elastomers or compliant alloys as
Valve "seats"

B. Far Term (5 to 20+ years):

1. Emerging Technologies in Materials Manufacturing & Fabrication

The panel used as guide current work being done at various universities and other

laboratories world wide. In assessing the emergence of a particular technology let alone

predicting its maturity date, the panel ran into some difficulty. The dilemma was not in

identifying which from the select group of technologies would make it, but whether some would

fail as a result of the inequality in the funding support. Some general trends that were identified

were that materials are now "engineered" for the application, in manufacturing the cost of

properly disposing of "waste" or byproducts is a significant percentage of the product cost, and

in fabrication the process reliability and repeatability is the driving factor. Consequently, any



emergingtechnologymustprovideacosteffectivealternativewhileaddressingtheaboveissues.
However,newtechnologiesandapplicationareas,at leastinitially, seemto notbeconfinedby
thesedictums. Thisnominaladvantagedoesnothold in thefar termandassuchthepanelto
thatintoconsideration.Belowarelistedsomeof thefartermemergingtechnologieswhichmay
supportmicroengineeringspaceapplications.Theorderisnotof consequence.

• For materials, novel plastics and other "engineered" ceramics.

• In manufacturing facilities: integrated super fabrication at your workstation, parts are

made at distributed facilities, the "broker" is the workstation via the internet.

• Materials processing software: VHDL for microengineered systems (VHSIC hardware

description language currently in use for IC design and fabrication).

• For optics: large scale phase-mostly flexure beam micromirrors.

• For surfaces, nozzle, fluid channels: Dynamically reshaping surfaces.

• Packaging: true 3D packaging including manifold for MEMS structures and lines.

• Materials processing: processing with light (i.e. tunable, high repetition rate lasers)

• Materials processing: processing with all additive techniques no subtractive

(i.e. etching).
• Interconnects, seals: MEMS assisted

2. Technology Development Roadmap

The development of a roadmap without clear understanding of the specific application is
difficult to accomplish. It is even more so for the geneal topic of materials, manufacturing and

fabrication. The logical roadmap for this panel is to outline concepts which lead to acceleration

in the development of technologies. In this regard and most important is the establishing of an

infrastructure which enables rapid prototyping. This entails funding of service centers which

have "value added" capabilities, it entails the developing of alliances among service centers to

permit manufacturing in "virtual factory" like environments and it entials educating the users in

the use of these facilities. The latter concept is facilitated by the development of user friendly

CAD/CAE/CAM software. In the case for space applications where reliability is of the essence

and the quantities produced small, the roadmap must also include the maintaining of a minimum

run-schedule for process reliability.

HI. UFO Subsystem Summary:

A. Recommendations:

The following general recommendations are based on the following list of assumptions

regarding the LIFO and its mission. The UFO must weigh < 1Kg and total power available is 2

watts. The UFO mission is 48 hours, with a 7 year total life. The UFO maneuvers by using

ammonia cold gas thrusters (12 in all). The fuel volume is 30ml and is stored at 200 psi. On

orbit, the UFO is stored in a cocoon on the outside of the mother ship. The cocoon has solar

cells with power available via RF to the UFO. At the end of the mission the UFO deorbits via

ignition of a solid fuel.

The panel approached the manufacturing aspects of the UFO by first identifying it as a

system and then as an assembly of microcomponents. In some cases it was felt that

microtechnology may not be the best approach. The recommended approach for outlining the



manufacturingroadmapis to partitionthe UFOvehicleinto manufacturablesegments.The
sequenceof generalthoughtprocessestobefollowedareoutlinedbelow.

• GroupUFOintofunctions.
• Collectelementsingroupwhichhaveparticulardesignembodimentacluster.
• Checkforprocessingincompatibilitiesin thecluster
• Fabricatetheclusterasanintegratedunit.

Theassemblyof theUFO,thentantamountto assemblingtheclusters.In thisregard,the
panelfelt that alignmentfeaturesor alignmentstructureswould be critical for automated
assembly. In this regard,LIGA or MEMScomponentscanbe usedasalignment"pins"or
interconnects.This insures proper assembly by the "pick-and-place" machines and if the

interconnect is a MEMS device, actuation by externally supplied power could permit the locking

of the assembled units. The design of the interconnects could also include sensing elements

which enables the tracking and identification of failed sub-assemblies.

The panel felt that the overall system was not the UFO but the UFO in the cocoon. The

cocoon will be used to protect the UFO from radiation effects. The radiation environment for a

360 nm, 68 degree inclination orbit is such that an cocoon made of aluminum and 100 mils thick

(2.5 mm) transmits 1000 rads/year. This radiation level is thought to be reasonable for the UFO

dormant phase. During the active 48 hour mission, damage from either radiation or space

debris/meteoride impacts is thought to be neglil_ible (space-debris data for an 852 km altitude, 67
degree inclination orbit show that there are I0" impacts/m2/year for a particle of mass 10 pico-

gms. This value reduces to 1 impact/m2/year for particle of 1 pgm mass).

The panel felt that since the UFO may be developed in a "virtual factory", the cocoon

could also serve as the intrafacility clean-box package and carrier system. If this concept is

incorporated into the UFO manufacturing program, then there is no reason why the UFO cannot

be processed, undergo bakeout, and testing in a clean room environment. The sealed cocoon

could then be directly shipped for attachment to the mother ship.

As with regards to the materials which can be used on the UFO, the panel found no

reason why the UFO could not be made of plastics or aluminum. The 48 hour limited mission

permits many transgressions on established canons. Low outgasing plastics should be used and

the UFO optical elements should be protected during the dormant life of the vehicle. The use of

plastics significantly reduces the manufacturing cost since injection mold techniques are well

established. However, silicon is the better choice because of the long term goal of monolothic

packaging with electronics. Silicon has the appropriate stiffness to serve as a UFO structure

member. The contact of the fuel (ammonia) with silicon is the only concern. Ammonia is

compatible with silicon if water is not present. The presence of water induces the heterogeneous

chemistry which leads to silicon etching.

One technological barrier which the panel could identify as affecting the UFO

development is the lack of appropriate valves for the propulsion subsystem. Two types of valves

are necessary. A main-seal valve which holds the fuel in storage for 7 year life and the

"metering" valves for thruster control. The main-seal valve can just be a rupture-seal type (e.g.

metal membrane and piston) which is initiate just prior to cocoon exit. Following this action the

metering valve must hold off the fuel pressure (200 psi) and on demand release an appropriate

gas volume. Given that the mission is 48 hours, a small amount of fuel loss to leak is tolerable.



Assumingthata 10%loss(3 ml) to leaksis manageable,themaximumvolumewhichcanbe
leakedpervalve(6 total) is 500 _liters. For the 48 hour mission the resulting leak rate per valve

is 0.17 _liters/min. Current MEMS microvalves can deliver on this leak rate at 2 psi backing

pressure. However, for the fuel backing pressures of the UFO 200 psi the leak rates are

significant!y higher. A second aspect of current microvalves is that they are thermoactuated.

The necessary power for moving the sealing membrane is around l watt for a liquid at 300K. As
the temperature of the microvalve is reduced more energy is required to actuate the membrane.

The panel did identify a list of issues specific to the UFO which might be feasible in the

20 year time frame. These concepts are in addition to what was listed above in section II-B-1.

For the case of the UFO fuel tank, sensors (pressure, flow, chemistry) would line the inside wall

with integrated electronics on the outer wall. The "smart-skin" fuel tank could be interrogated

periodically for reliability. For propulsion, integrated ion propulsion platforms should be

feasible. That capability arising from the technology development of flat-panel active matrix

display technology. A more ambitious concept is the development of a propellant "fabric" (e.g.

solid fuel) which is shed (i.e. discharged) after use. The UFO carries a tray of sandwiched

propellant fuel "cards". For thrust vector perterbation control, the use of nozzles with

dynamically reshaping orifices. This capability would arise out of the MEMS membrane optical

switching technology.

1. Prioritized Technology Requirements

• The development of low-leak rate primary and "metering" valves

Patternable elastomers which are compatible with MEMS processing.

• The development of high pressure stand-off valves

Actuation force compatible for shuttering valve

• The development of low-power (<<1 Watt) valves which can operate in cryogenics

Current thermoactuated MEMS valves require more power the lower the temperature

• The development of low-bulk temperature silicon-silicon fusion bonding technology.

Fabrication of large structures (e.g tanks) in silicon by sandwiching wafers.

• The establishing of "good" materials property "yardsticks".

• Improving the integrated CAD/CAE/CAM framework soft'ware.

2. Ground and Space Qualification Issues

• The pyro-devices which open the cocoon.

• The RF power transfer to the sealed UFO

B. System Impacts on the UFO:

• Power will be needed to periodically exercise microthruster valves while in dormancy.

• In the near term MEMS microvalves will leak, expect some loss of fuel to leaking.

• Current MEMS valves may require up to 1 watt of power per valve.

• Leaks from microvalves my contaminate UFO optics and mother ship during mission.

IG. Gai, "Micro-Optics Technology" Tutorial Course Jerusalem College of Technology October 26-27
1994, Jerusalem, Israel.



Workshop 9: Untethered Flying Observer

Chairmen: David G. Sutton and Robert Stroud

The Aerospace Corporation

L Introduction:

This workshop is central to the others in that it's main task is to coordinate the definition
and design of the Untethered Hying Observer. The UFO is conceived to be a free flying
vehicle hosted on a larger satellite. It's mission, activated on demand or on predetermined
conditions, is to detach itself, capture detailed images of the host and transmit these images to
the ground. This mission is to last no more than 48 hours. All of the other workshops have
been assigned one or more of the UFO's subsystems to define in a manner consistent with the
mission and the specified size, mass and power budgets. This Workshop integrated these
subsystems and acted as system manager during the definition process. Those subsystems
requiring extensive development to meet the stated mission objectives were flagged and
technology road maps designed in cooperation with the appropriate panels. In addition,
Workshop 9 identified and defined alternate missions for untethered, parasitic,
microengineered spacecraft.

In addition to the Chairmen the major, full-time participants for this workshop were:

Munson Kwok
Dennis Wells

Antonio Marfinez de Aragon

The Aerospace Corporation
Johnson Space Center
European Space Agency

The workshop also benefited from contributions by members of the other workshops.
Specific subsystems were conceived and outlined for the workshop by the following
individuals.

Sherwin Amimoto
Michael Gorlick
John Hurrell

Siegfried Janson
Geoffrey Smit

Imaging Sensor
Processing Software
Low Power Communication

Cold Gas and Solid Propulsion
Guidance and Control

II. Technology Assessment for Space Systems:

A. Near Term (1 to 5 years):

1. Current State-of-the-Art

The UFO's mission is real. A satellite with the identical mission to the UFO is currently
under development at Johnson Space Flight Center for use on Shuttle flights. NASA's version
is named the Aercam. It is a 15 Kg spacecraft being developed for a demonstration that
includes man-controlled circumnavigation of an orbiting shuttle to provide real time images of
shuttle tiles to the crew. In addition to the Aercam, several versions of a parasitic spacecraft,
with the identical features of cold gas propulsion and an imaging sensor, have been proposed
by Daimler-Benz (Inspector), JPL (Roboball), and Space Industries (Nanosatellite). The
Roboball employs a low power imaging sensor especially developed by JPL; otherwise none
of these spacecraft is currently conceived to employ microtechnology. They range in mass
from the 15 Kg of Aercam to 176 Kg for the Inspector.



2. AttractiveNearTermOpportunitiesfor Space

TheUFOworkshopin collaborationwith personnelfrom theWorkshoponBiomedical
Applicationsidentifiedanumberof neartermmissionssuitablefor spacecraftthatwould
naturallyevolvefrom theUFO. Thefollowing tablelistssingleusemissionswith their
associatedissuesandchiefenablingtechnologiesthatwereidentifiedin thisprocess.

Table1. Neartermsingleusemissionsfor theUntetheredFlying Observer

Mission Payload Issues Enabling

Environmental

mapping

Radiation

Chemical (H2,

H2N2, HC1, etc.)

Physical
(mechanical,
temperature)

Probes

Atmospheric

Magnetic

Calibration

Optical

Radiation sensors

Chemical
microsensors

Vibration sensors,
thermometers

Atomic oxygen
sensor

Magnetometers

Radiation source,
calibrated reflectors

RF Receivers

Space qualification

Attach UFO to

various points on
host vehicle

Precise positioning

Precise positioning

Low power radiation
microsensors

Chemical microsensors

Soft docking, attachment

points

Ranging, station keeping

Ranging, station keeping

A number of additional mission were identified that required a capability to retrieve and reuse
the UFO. These missions are described in Table 2. The technologies that enable safe retrieval
of the UFO are common to all of these missions, but are not listed in the table. These were

identified by the panel as replentishable propellants (methane), soft docking, modular design
(for payload, propellant and subsystem replacement), low power state for extended life, and
robotics.



B. Far Term (5 to 20+ years):

The UFO Workshop also identified several missions that could be achieved in the long
tenn. Table 3 outlines these missions and the capabilities that would need to be acquired to
make them feasible.

Table 3. Far term missions for an Untethered Flying Observer

Mission _ Issues F.,RahlJ_

Cooperative
missions (2+
UFOs)

Stereo imagery

Geolocation of

emitting sources

Interferometry

Long Range
Missions

Assessment of

filing spacecraft,
other that the host

Imaging sensors

Receivers

Receivers

Imaging sensors

Same scene

viewing

Orbital phasing

Radiation

hardening, orbital
transfer

Synchronized imaging,
precision pointing

Precise navigation and
pointing

Precise navigation and
pointing

Ion propulsion

HI. The UFO Spacecraft

The UFO Workshop spent considerable effort developing a conceptual design and
establishing the baseline configuration that is consistent with the mission and the specified size,
mass and power budgets. For this exercise the mission was to provide a complete image
survey of a host spacecraft within 48 hours of activation. For a host in low earth orbit the
UFO would be capable of independently telemetering these images to earth. The UFO

spacecraft itself was limited to a mass of 1 kg, a volume of 350 cm 3 and an average power
consumption of 2 watts. Figure 1 is a conceptual drawing of the UFO and host after
deployment.



Table2. Neartermmissionsfor areusableUntetheredFlying Observer

Mission

Communications

around large
space structures

Damage survey

Contamination
assessment

Robotic
assistant

Issues F  lUng

Transponder, repeater Power

Video

Chemical sensors,

mass spectrometer

Tools, parts

Real time flight
control

Decontamination
of UFO

Smart trajectories

Sensor package

High level controls,
Robotics

3. Technology Development Issues

Simple nanosatellites can be constructed using existing flight-tested technologies,
including cold gas propulsion, standard solar cells and patch antennas. However, for the near
term missions outlined above several technologies will need to be pushed to a state of flight
readiness not now attained. The three areas listed below are currently under development and
if they continue to show progress will be available for UFO-like missions.

- Low power imaging systems
- Combined GPS-microgyro navigation and control systems
- Low power data processing

In addition to these developing technologies several areas need specialized attention if we
are to achieve this mission in the next five years. These areas are not currently being pursued,
nor are they likely to be developed in any sphere not specifically space oriented. These
technologies are primarily related to the LIFO platform. They include:

- Development of microvalves suitable for operation in the space environment

- Validation of a GN&C scheme for close-in navigation
- Assembly procedures for microsatellites using facilities that are geographically scattered

- Microthruster development
- Power management

Finally there are several general capabilities that can be classified as enabling both for the
UFO mission and for more advanced microsateUite missions. Most of them are currently being

developed under ARPA's infrastructure program or one of the commercial communications
satellite programs. Nevertheless, the essential nature of these capabilities requires that they be

monitored closely and augmented as necessary in order to ensure a full capability is available
for microsatellite development. This latter class of capabilities includes the following:

- Fabrication capabilities in non-silicon materials
- Custom production of application specific microinstruments for ranging, attitude

sensing and control, and sensor payloads
- Mass production of satellites



Externally-mounted Cannister;

contains command receiver, ejection mechanism,
GPS receiver, differential GPS transmitter,

solar cells, and secondary battery

Antenna for comm-link to Earth

Thruster Plume

Differential GPS

Micro-Platform ( ~ 4" in diameter);
contains GPS receiver, CCD camera,

command receiver, data transmitter,

micropropulsion, micro GN&C,

C&DH, and primary battery

Host Satellite

Figure 1. The LEO Untethered Flying Observer

Working in conjunction with the other panels a baseline design was derived that would be
capable of performing this mission within the defined constraints of total mass, power and
volume. However, the derived design requires a storage canister on the host to provide long
term shielding for the UFO. In addition, the canister has an independent power source, can be
triggered to release the UFO from a ground signal (or predefined spacecraft conditions) is
equipped with a GPS receiver and can provide its position to the UFO for navigation by
differential GPS. The canister's systems are not included in the budgets allotted for the UFO.

The following table lists the subsystems that comprise the UFO and summarizes their
requirements for mass, power and volume.



Table 4. UFO subsystems and budgets

Subsystem Voi. Mass Peak Average Energy
(cm 3) (gms) Power Power (w-hrs)

(mw) (mw)

PROPULSION

DE-ORBIT 50 1 I0

MANEUVER 30 20

SENSORS

CAME_

30

100 5

140 50 300 1.4

Issues

SOLID ROCKET

COLD GAS - ORBIT
MANAGEMFA'_

10 THRUSTERS

REDUCE POWER:
SLEEP MODE,
COUPLED A/D

BATI'ERIF__ 70 220 48 HRS @ 220 W-
HR/KG

GN&C

GPS 15 50 250 12

MICROGYRO 2 5 250 12

MAGNETOMETER 1 1 10 0.5 USE IMAGE
PROCESSING TO
ACQUIRE HOST S/C

COMMUNICATIONS 100 100 200 2000 5 DONE IN SERIAL
WITH DP

DATA PROCESSING 10 30 500 1500 25

STRUCTURE 80

I I L

TOTALS 498

250 INCLUDES
PACKAGING

I'

866 1610 60.9

These subsystems comprise the main elements of the UFO. Each will be described
briefly in turn.

The propulsion system has two components. A solid rocket for deorbit and a cold gas
system for maneuvering. The cold gas system uses ammonia for propellant in order to
minimize tankage mass. The required AV to provide a scan of the host spacecraft is minimized
by the use of asymmetric orbits. Properly executed a well designed flight mode provides a
single path scan of the host every half orbit. Dennis Wells has conducted a study of flight
modes for the Aercam surveillance of the space station. One such mode suitable for the UFO
mission requires 0.34% of the vehicle mass (3 grams for the UFO) to execute. Given a
tankage and system fraction of 1/2, we have allowed for 10 grams of propellant or enough to



accommodate three of these maneuvers. Most of the mass of the propulsion system is allotted
for deorbit, consistent with the much higher AV requirements. A small power allocation is
provided for valves and sensors related to the propulsion system.

The payload is the largest subsystem and requires the second largest power allotment. A
detailed account of the optical system is included in the report of the Workshop on Sensors and
Transducers. It consists of a 125 mm focal length telescope designed to fit in a 10 cm diameter
circle. The sensor package is a visible CCD sensor with 512X512 pixels. The sensor will
require some development in order to achieve the low power consumption and data throughput
rates. Several such devices are under development at various locations including JPL.
Nevertheless, careful integration and aggressive power management will be required to meet
the allotted 300 mw average power.

Instead of solar ceils as originally planned. The short duration of the mission enables the
use of batteries as the sole power source. Lithium batteries provide the necessary shelf life and
specific energy to meet this mission. We have allotted mass and volume based on current
performance characteristics.

The guidance navigation and control system is unconventional. Primary location is
accomplished by differential GPS. Both the canister and the UFO have GPS units. These
units will provide the vector and distance to the host. A combination of microgyros and
magnetometers are sufficient to stabilize the UFO and point the telescope. However, in order
to provide for acquisition of the host, it was necessary to invoke an image processing mode
based on the visible camera system. This puts some additional, but not prohibitive,
requirements on the data processing system. The combined mass and power consumption of
these units is estimated at 56 grams and 510 milliwatts respectively.

Because of the high peak power requirements the communications (data transmission to
the ground) and data processing are done serially. In addition, data transmission must be done
when overflying ground stations with high gain dishes. Patch antennas on the UFO are
sufficient for this task thereby eliminating any pointing requirements or high gain antennas on

the UFO. These systems are described in their respective workshops. It suffices here to point
out that low power, high speed data processing and memory are required to enable the large
data flows generated by imaging and that aggressive power management will be a major
enabling factor.

HI. Summary and Recommendations

The UFO's mission is both real and achievable. Employment of microtechnology will
enable UFO like spacecraft to be hosted on unmanned, relatively small hosts. Many of the
technologies required for this mission are already under development. These include
microgyros and GPS receivers, low power sensors and data processing, thin film-high specific
power batteries. Many alternate payload sensors are also under development including,
chemical microsensors and magnetometers. Once developed, such devices could greatly
expand the range of feasible missions.

However, propulsion and platform control systems need to be developed individually,
since they have no sponsors from other fields. These technologies could enable long term and
long range UFO missions and ultimately establish the platform for independent
micro/nanosatellites.



Appendix I

Attendance List for the Conference
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