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CHAPTER I

Introduction

One of the primary goals in this dissertation is concerned with the development of robust hybrid finite element-boundary integral (FE-BI) techniques for modeling and design of conformal antennas of arbitrary shape. Both the finite element and integral equation methods will be first overviewed in this chapter with an emphasis on recently developed hybrid FE-BI methodologies for antennas, microwave and millimeter wave applications. The structure of the dissertation is then outlined. We conclude the chapter with discussions of certain fundamental concepts and methods in electromagnetics, which are important to this study.

1.1 Overview

The development of simulation techniques for conformal antennas typically mounted on vehicles is a challenging task. By and large, existing analysis and design methods are restricted to planar and mostly rectangular patch antennas. These techniques have difficulty in being extended to non-rectangular/non-planar configurations loaded with dielectrics and comprised of intricate shapes to attain larger bandwidth and gain performance [1-4]. Moreover, practical antenna designs may also require a sophisticated feeding structure, such as coaxial cable, microstrip line, stripline.
proximity or aperture coupled circuit network, etc. and integral equation methods are not easily adaptable to modeling these structures, especially in the presence of finitely sized dielectric loading. Partial differential equation (PDE) techniques (e.g. finite element and finite difference methods) may also experience difficulties in modeling unbounded field problems, such as those found in antenna radiation and scattering. The motivation of this dissertation is therefore based on the need to develop general-purpose analysis techniques which can accurately simulate conformal antennas of arbitrary shape with diverse feeding schemes. With the rapid growth of personal cellular GPS and other communication systems, there is an increasing need for such techniques since even traditional and protruding low frequency antennas are being re-designed for conformality and to meet requirements for a host of new applications [5, 6]. Besides, most development of computational electromagnetics in this subject can be applied to medical diagnosis and treatment which have shown a tremendous research and application potential [7, 8].

The complexity of new antennas demands that analysis and design software be developed based on methodologies that are robust, versatile, and geometrically adaptable. Recently it has been demonstrated that the finite element method when coupled with the more traditional integral equation approach becomes quite attractive for modeling a wide variety of existing and emerging antenna configurations [9]. The finite element method is indeed ideal for modeling the interior volume of the antenna structure (multi-layer substrate, finite size dielectric loading, stacked element design, feed network and cavity volume, etc.) and is one of the most celebrated analysis methods in engineering. On the other hand, the boundary integral offers the most accurate representation of the fields exterior to the antenna. Thus the combination of the finite element and the boundary integral (FE-BI) methods provides
for the handling of the geometrical complexity without compromising accuracy. This
hybrid methodology appears to be very attractive for conformal antenna modeling.
However, its development and application to more practical and emerging antennas
presents us with many theoretical and numerical challenges, which will be extensively
investigated in the work.

Specifically, mesh termination plays an important role in FEM simulations and,
in many cases, the accuracy is subject to the performance of the domain truncation
scheme. For conformal antenna modeling, a boundary integral (BI) equation has
been employed in this dissertation for terminating the antenna’s radiating surface
and this method is theoretically free of approximation. Thus, a desired accuracy can
be achieved without fundamental limitations. Antenna configurations of arbitrary
shape can be readily tessellated using mesh generation packages in the context of
the FE-BI technique. In modeling the interior region or the feed network, a superior
artificial absorbing material — perfectly matched layer (PML) — has been used to
ensure a minimum impact due to truncation walls. An intensive study of the PML’s
performance has been carried out and the optimal selection of PML parameters has
been designed and employed herewith in shielded structure modeling.

Frequency domain methods provide the necessary information for engineering
design. However, when wideband responses are needed, they can quickly become
expensive compared to time domain techniques. A method, referred to as the asymp-
totic waveform evaluation (AWE), can be used to alleviate this issue. It has already
been successfully used in VLSI and circuit analysis. In the context of the FEM, we
shall investigate the suitability and validity of AWE for simulating MMIC devices.

One of the important issues in antenna analysis is the feed design. Modeling a
feed using the finite element method is indeed a challenging problem, and a sim-
plified probe feed model fails to accurately predict the input impedance. On the other hand, the numerical system can become ill-conditioned when a feed network is modeled without careful considerations. In this dissertation various feed models will be investigated in consideration of accuracy and efficiency. They include current and voltage gap generators, stripline, microstrip line, coaxial cable, aperture coupled microstrip, etc.

In regards to the development and applications of the simulation techniques, the test and design benchmark models of particular interest are microstrip (rectangular and circular) patch antennas, dual-stacked patch antenna, ring slot antenna, and cone antenna, etc. It is noted that some of them are not necessarily planar or conformal.

Referring to the dissertation structure, we begin with a description of electromagnetic fundamentals and then proceed to discuss the boundary conditions, equivalence principle, Dyadic Green's functions and the related theorems. The finite element method as applied to time-harmonic electromagnetic fields and waves is subsequently described and the basic FEM equations are derived from both variational and Galerkin techniques. The derivation is given in algebraic form allowing the inclusion of general anisotropy. The emphasis of the discussion is on the generalization of the variational functional and Galerkin techniques when anisotropic and lossy materials are present. Chapter 3, 4, 5 and 6 discuss the development of edge-based FE-BI techniques with significant efficiency improvement for antennas and feed network modeling. The emphasis in these chapters is on developing novel methodologies to minimize the required computing resources.

Chapter 7 is devoted to circuit modeling where specialized truncations suited for guide wave structures are presented. The perfectly matched layer (PML), an
anisotropic artificial absorber used for mesh truncation, is investigated in terms of performance and applications.

Wideband system responses prompt us to look at more efficient analysis tools to replace the current brute force frequency domain analysis approaches. Chapter 8 discusses a preliminary development of the FEM in connection with the AWE.

In the last chapter, we summarize and discuss the anticipated future research work to extend the capability and applications of the robust FEM development. A list of suggested topics is included with specific recommendations.

### 1.2 Fundamentals of Electromagnetic Theory

Since many fundamental concepts and theorems of electromagnetics will be employed, we will describe the pertinent ones in this section for reference purpose. This will also ensure consistency in nomenclature and conventions throughout the dissertation.

The vector wave equation — the only partial differential equation (PDE) considered in this research — will be first derived from Maxwell equations. Various boundary conditions will be studied to establish the general mathematical models of boundary value problems (BVP). The *equivalence principle* and *uniqueness theorem* and the half-space dyadic Green's functions are then briefly discussed for EM solutions in radiation and scattering problems.
1.2.1 Maxwell Equations

Time-harmonic Maxwell equations of differential form in a linear, anisotropic and uniform medium are given by [10]

\[
\nabla \times \mathbf{E} = -j\omega \mathbf{\bar{\mu}} \cdot \mathbf{H} - \mathbf{M}_i \tag{1.1}
\]

\[
\nabla \times \mathbf{H} = j\omega \mathbf{\bar{\epsilon}} \cdot \mathbf{E} + \mathbf{J}_i \tag{1.2}
\]

\[
\nabla \cdot \mathbf{\bar{\epsilon}} \cdot \mathbf{E} = \rho_e \tag{1.3}
\]

\[
\nabla \cdot \mathbf{\bar{\mu}} \cdot \mathbf{H} = \rho_m \tag{1.4}
\]

where \( \mathbf{E} \) and \( \mathbf{H} \) are the electric and magnetic field intensity, respectively, \( \omega \) is the radian frequency and the factor \( e^{j\omega t} \) is assumed and suppressed throughout this dissertation; \( \mathbf{M}_i \) and \( \mathbf{J}_i \) are the impressed magnetic and electric current, respectively, to serve as possible sources in the medium under consideration; finally \( \rho_e \) and \( \rho_m \) denote the electric and magnetic charge density. Both \( \mathbf{M}_i \) and \( \rho_m \) are fictitious and non-physical quantities, which facilitate the formulation of physical problems when the equivalence principle is employed. The material tensors \( \mathbf{\bar{\epsilon}} \) and \( \mathbf{\bar{\mu}} \) represent the permittivity and permeability, respectively, and may be written, in general, as

\[
\mathbf{\bar{\epsilon}} = \epsilon_0 \mathbf{\bar{\epsilon}}_e = \epsilon_0 \begin{bmatrix} \epsilon_{11} & \epsilon_{12} & \epsilon_{13} \\ \epsilon_{21} & \epsilon_{22} & \epsilon_{23} \\ \epsilon_{31} & \epsilon_{32} & \epsilon_{33} \end{bmatrix} \tag{1.5}
\]

\[
\mathbf{\bar{\mu}} = \mu_0 \mathbf{\bar{\mu}}_r = \mu_0 \begin{bmatrix} \mu_{11} & \mu_{12} & \mu_{13} \\ \mu_{21} & \mu_{22} & \mu_{23} \\ \mu_{31} & \mu_{32} & \mu_{33} \end{bmatrix} \tag{1.6}
\]

with \( \epsilon_0 \) and \( \mu_0 \) being the free space permittivity and permeability.
The procedure to derive the vector wave equation begins by eliminating one of the two field quantities from (1.1) and (1.2). To do so, we first take a dot product of (1.1) with the tensor $\bar{\mu}_r^{-1}$ and then take the curl on both sides of (1.1) to obtain

$$\nabla \times \bar{\mu}_r^{-1} \cdot \nabla \times E = -j \omega \mu_0 \nabla \times H - \nabla \times \bar{\mu}_r^{-1} \cdot M_i$$ \hspace{1cm} (1.7)

Substitution of (1.2) into (1.7) yields

$$\nabla \times \left( \bar{\mu}_r^{-1} \cdot \nabla \times E \right) = \omega^2 \mu_0 \epsilon_0 \bar{\epsilon}_r \cdot E - j \omega \mu_0 J_i - \nabla \times \left( \bar{\mu}_r^{-1} \cdot M_i \right)$$

or

$$\nabla \times \left( \bar{\mu}_r^{-1} \cdot \nabla \times E \right) - k_0^2 \bar{\epsilon}_r \cdot E = - j \omega \mu_0 J_i - \nabla \times \left( \bar{\mu}_r^{-1} \cdot M_i \right)$$ \hspace{1cm} (1.8)

where $k_0 = \omega \sqrt{\mu_0 \epsilon_0}$ is the free space wave number. The dual of (1.8) is given by

$$\nabla \times \left( \bar{\epsilon}_r^{-1} \cdot \nabla \times H \right) - k_0^2 \bar{\mu}_r \cdot H = - j \omega \epsilon_0 M_i + \nabla \times \left( \bar{\epsilon}_r^{-1} \cdot J_i \right)$$ \hspace{1cm} (1.9)

and can be similarly derived starting with (1.2). Equations (1.8) and (1.9) are the vector wave equations of the desired form.

1.2.2 Boundary Conditions and Boundary Value Problems

Three types of boundary conditions are typically encountered, and in the context of the finite element method, these boundary conditions must be considered and carefully treated. In what follows we shall discuss these conditions.

**Dirichlet Boundary Condition**

Consider two media separated by a surface $\Gamma$ whose unit normal $\hat{n}$ points from medium 1 to medium 2. The fields on two sides of the interface satisfy the relation

$$\hat{n} \times (E_2 - E_1) = -M_i$$ \hspace{1cm} (1.10)
where $\mathbf{M}_s$ is a fictitious magnetic surface current and $\mathbf{E}_1$ and $\mathbf{E}_2$ are the electric field inside medium 1 and medium 2, respectively. If medium 1 is a perfectly magnetic conductor (PMC), then $\mathbf{E}_1$ vanishes and (1.10) becomes $\hat{n} \times \mathbf{E}_2 = -\mathbf{M}_s$. The surface magnetic current $\mathbf{M}_s$ can either be an impressed source (excitation) or may represent a secondary (induced) current. If medium 1 is a perfectly electric conductor (PEC), $\hat{n} \times \mathbf{E}_2$ also vanishes and thus $\mathbf{M}_s = 0$ on the PEC surface.

Similarly, for the magnetic field,

$$\hat{n} \times (\mathbf{H}_2 - \mathbf{H}_1) = \mathbf{J}_s$$

(1.11)

where $\mathbf{J}_s$ denotes an electric surface current. The PEC surface can support electric currents, given by $\hat{n} \times \mathbf{H}_2 = \mathbf{J}_s$, since $\mathbf{H}_1$ is zero within the conductor. By duality, the PMC surface does not support electric currents, i.e. $\nabla \times \mathbf{H}_2$.

The relations (1.10) and (1.11) are inhomogeneous Dirichlet boundary conditions. They become homogeneous when $\mathbf{M}_s = 0$ and $\mathbf{J}_s = 0$, and in those cases they imply the tangential field continuity across the dielectric interfaces. Often, $\mathbf{J}_s$ and $\mathbf{M}_s$ are introduced as fictitious currents when applying the equivalence principle (except in special cases where they are specified a priori). The implication of this issue will be discussed later in the development.

**Neumann and Mixed Boundary Condition**

In formulating a physical problem using hybrid finite element methods, we usually work with either $\mathbf{E}$ or $\mathbf{H}$ field. If, for instance, we choose $\mathbf{E}$ as the working quantity, then (1.11) must be rewritten as

$$\hat{n} \times \left[ \left( \frac{1}{\mu} \cdot \nabla \times \mathbf{E} \right)_2 - \left( \frac{1}{\mu} \cdot \nabla \times \mathbf{E} \right)_1 \right] = -j\omega \mathbf{J}_s$$

(1.12)

where $\left( \frac{1}{\mu} \cdot \nabla \times \mathbf{E} \right)_i$, $i = 1, 2$ are evaluated just inside the $i$th medium approaching the boundary (from the $i$th medium). If medium 1 is a PEC, then $\nabla \times \mathbf{E}_1 = 0$, and
(1.12) reduces to a standard Neumann boundary condition, by which a constraint on the derivative of \( \mathbf{E} \) at the interface is defined. The dual of (1.12) is given by

\[
\hat{n} \times \left[ \left( \frac{\varepsilon^{-1}}{i} \cdot \nabla \times \mathbf{H} \right)_2 - \left( \frac{\varepsilon^{-1}}{i} \cdot \nabla \times \mathbf{H} \right)_1 \right] = - j \omega \mathbf{M}_z
\]

(1.13)

and this condition is used when working with the \( \mathbf{H} \) field. In many applications, the single field formulation is often desired since the system size may be kept minimum in this manner. However, it is already seen that the single field formulation implies use of the second order conditions referred to as natural conditions. Fortunately, it is rather straightforward to impose this type of conditions in regard to finite element simulations.

As for mixed boundary conditions, an example is the resistive surface where the electric and magnetic fields satisfy the condition

\[
\hat{n} \times \hat{n} \times \mathbf{E} + R \hat{n} \times [\mathbf{H}]^+ = 0
\]

(1.14)

with \( R \) being the effective resistivity of the surface and \( [\mathbf{H}]^+ = \mathbf{H}^+ - \mathbf{H}^- \) the field difference above and below the surface. This is a typical mixed (third type) homogeneous boundary condition. Another example of a mixed condition occurs in transmission line problem (e.g. a coax cable, or other guided wave structures), where the electric and magnetic fields at a cross-section of the line are given by

\[
\mathbf{E} = \mathbf{E}^i e^{-\gamma z} + \Gamma \mathbf{E}^i e^{\gamma z}
\]

(1.15)

\[
\mathbf{H} = \mathbf{H}^i e^{-\gamma z} - \Gamma \mathbf{H}^i e^{\gamma z}
\]

(1.16)

and

\[
\hat{n} \times \mathbf{E}^i = - Z \mathbf{H}^i
\]

(1.17)

where \( \hat{n} = - \hat{z} \) and \( (\mathbf{E}^i, \mathbf{H}^i) \) are the incoming fields before encountering a discontinuity or load along the transmission line. Also, \( Z \) is the wave impedance associated with
the transmission line mode of the guide wave structure. Eliminating \( \Gamma \) from (1.15) and (1.16) in view of (1.17) yields the relation

\[
\hat{n} \times \mathbf{E} - Z \mathbf{H} = 2 \hat{n} \times \mathbf{E}' e^{-j\omega z} \tag{1.18}
\]

which is an example of inhomogeneous mixed (third type) boundary condition. This becomes apparent when \( \mathbf{H} \) is expressed in terms of the derivative (curl) of \( \mathbf{E} \), and therefore the left hand side contains both differentiated and undifferentiated quantities. (In this case, the right hand side is usually considered as a known function.) The mixed boundary condition (1.18) is found very useful when applying the FEM to guided wave structures for truncation and excitation simultaneously. It is basically a form of absorbing boundary condition (ABC).

### 1.2.3 Uniqueness Theorem and Equivalence Principle

The uniqueness theorem and the equivalence principle will be explicitly or implicitly applied to this work when dealing with integral equations to terminate the FEM mesh and when evaluating the far-field pattern. Together with dyadic Green’s functions, it becomes convenient to apply these concepts to construct integral equations associated with various geometries in radiation and scattering problems. It is our intent to discuss the theorem and the principle (without proof) for later applications.

**Uniqueness Theorem**

Partial differential equations (PDE) can be solved using various approaches and the corresponding results can also be represented in numerous forms given certain boundary conditions. Moreover, many (boundary, initial, natural, essential, radiation, etc.) conditions of PDE models can be extracted from the mathematical

\(^1\)Care must be taken when a curl operation is performed at a boundary discontinuity. It should be appropriate to evaluate the field derivative at a distance from a discontinuity and then let the distance tend to zero.
specifications of well defined physical problems. The question then arises as to how to relate the solutions and how many conditions are sufficient to achieve the 'correct' solution. Uniqueness theorems offer the answer to this question. Specifically in electromagnetics, the EM solutions are uniquely determined by the sources in a given region plus the tangential components of the electric field on boundaries, or plus the tangential components of the magnetic field on boundaries.2

**Equivalence Principle**

From the uniqueness theorem, an EM problem can be uniquely solved if the tangential (either the electric or magnetic) field component at the boundary is prescribed. In this work, of interest is an EM problem where a dielectric inhomogeneous region exists in the presence of a large PEC platform, probably coated with a dielectric slab. The typical geometries are shown in fig. 1.1, where we consider the upper half space to be the exterior region and the cavity the interior region.

In EM analysis, the fields in the exterior region can be represented in integral form containing the equivalent current sources. From (1.10) or (1.11) the tangential electric or magnetic field near the aperture (or the discontinuity region) may be equivalently expressed in terms of the surface currents $\mathbf{M}$, and/or $\mathbf{J}$. By 'equivalence', we demand the field distribution remain the same when the fictitious surface currents are used to replace the interior region (cavity volume). It can be shown through the uniqueness theorem that this substitution indeed ensures an identical EM field distribution in the exterior region.

When the interior region is excluded from consideration, the current sources in (1.10) and (1.11) may be arbitrarily chosen leading to an infinite number of choices for the equivalent currents. However, in our work the field behavior in the interior

---

2See the proof in reference [10].
Figure 1.1: (a) Recessed cavity in a PEC ground plane. (b) Recessed cavity in a dielectrically coated PEC ground plane.
region is also needed, and most specifically, the coupling of the fields in the inner and outer cavity regions is desired. It is therefore convenient to select the total tangential electric or magnetic field to specify the equivalent currents as

\[ \mathbf{M}_i = \mathbf{E} \times \mathbf{n} \quad \text{and} \quad \mathbf{J}_i = \mathbf{n} \times \mathbf{H}. \]  

This choice implies the assumption of zero interior fields when the exterior region is considered, and zero exterior fields when the interior region is needed. Fig. (1.2) and (1.3) illustrate the details of applying the principle, where the fictitious currents affect the region of interest (ROI) only with zero EM fields outside of the ROI. It is observed that this choice of equivalent currents permits a convenient interior/exterior system coupling for the "total field formulation" in hybrid FEM applications.

1.2.4 Integral Equation and Dyadic Green's Function

The Dyadic Green's functions are particularly convenient for constructing integral equations in the presence of certain canonical platforms. For a planar structure, the platform of particular interest is the PEC infinite ground plane in which a cavity is recessed with dielectric loading or absorption depending on applications.

The choice of the dyadic Green's function varies depending on the FEM formulations. For the electric field formulation, we are seeking an appropriate integral representation to find the magnetic field in the exterior region using the information on or near the region of the aperture. To this end, let us start with the structure containing a possible protrusion as shown in fig. 1.4, where the equivalence principle has been used on the outer contours of the structures to obtain the equivalent currents.

Consider the wave equation

\[ \nabla \times \nabla \times \mathbf{G}(\mathbf{r}, \mathbf{r}') - \omega^2 \mu_0 \epsilon_0 \mathbf{G}(\mathbf{r}, \mathbf{r}') = -\mathbf{I} \delta(\mathbf{r} - \mathbf{r}'). \]  

(1.20)
Figure 1.2: Illustrations of equivalence principle when applied to the structure shown in fig. 1.1a.
Figure 1.3: Illustrations of equivalence principle when applied to the structure shown in fig. 1.1b.
Figure 1.4: Examples of protruding configurations (a) on a planar platform (b) on a curved platform in consideration of the equivalence principle.

where $\mathbf{G}$ is the dyadic Green’s function $\mathbf{G}$ in association with (1.9) (assuming $\mathbf{M}_r = 0$), and $\mathbf{I}$ is the idem factor defined as $\mathbf{I} = \hat{x} \hat{x} + \hat{y} \hat{y} + \hat{z} \hat{z}$. Also, note the identity

$$
\int \int_V \{ \mathbf{P} \cdot (\nabla \times \nabla \times \mathbf{Q}) - (\nabla \times \nabla \times \mathbf{P}) \cdot \mathbf{Q} \} \, dV = - \int \int_S \mathbf{\hat{n}} \cdot [\mathbf{P} \times \nabla \times \mathbf{Q} + (\nabla \times \mathbf{P}) \times \mathbf{Q}] \, dS
$$

(1.21)

and upon setting $\mathbf{P} = \mathbf{H}$ and $\mathbf{Q} = \mathbf{G}$, we get

$$
\int \int_V \{ \mathbf{H} \cdot (\nabla \times \nabla \times \mathbf{G}) - (\nabla \times \nabla \times \mathbf{H}) \cdot \mathbf{G} \} \, dV = - \int \int_S \mathbf{\hat{n}} \cdot [\mathbf{H} \times \nabla \times \mathbf{G} + (\nabla \times \mathbf{H}) \times \mathbf{G}] \, dS
$$

(1.22)

From (1.9) and (1.20), the left hand side (LHS) of (1.22) reduces to

$$
LHS = -\mathbf{H}(r') - \int \int_V \nabla \times \mathbf{J} \cdot \mathbf{G}(r|r') \, dV
$$

and the right hand side can be rearranged as

$$
RHS = \int \int_S \mathbf{H} \cdot [\mathbf{\hat{n}} \times \nabla \times \mathbf{G}] + (\nabla \times \mathbf{H}) \cdot [\mathbf{\hat{n}} \times \mathbf{G}] \, dS
$$
Equating the LHS and RHS yields

\[
H(r) = - \iiint_{V'} \nabla' \times J \cdot \overrightarrow{G}(r'|r) \, dV'
- \iiint_{S'} \{ H \cdot [\hat{n} \times \nabla' \times \overrightarrow{G}] + (\nabla' \times H) \cdot [\hat{n} \times \overrightarrow{G}] \} \, dS'
\tag{1.23}
\]

where \( r \) and \( r' \) have been interchanged without loss of generality. As can be realized, \( V' \) is the volume containing the distributed electric current source and \( S' \) is the surface enclosing the entire upper half space.

To eliminate the curl on \( J \), we use the dyadic identity,

\[
\nabla \cdot (J \times \overrightarrow{G}) = (\nabla \times J) \cdot \overrightarrow{G} - J \cdot (\nabla \times \overrightarrow{G})
\]

and the divergence theorem to get

\[
\text{Int}_{\text{volume}} = - \iiint_{V'} J \cdot (\nabla' \times \overrightarrow{G}) \, dV' - \iiint_{S'} \hat{n} \cdot (J \times \overrightarrow{G}) \, dS'
\tag{1.24}
\]

where the Sommerfeld radiation condition was invoked to eliminate the integral at infinity. Therefore, \( S' \) is only over the outer surface of the body.

It remains to represent the surface integrals in terms of the electric field near the cavity since this field is typically the computable quantity. This is carried out by inserting (1.24) into (1.23), yielding

\[
H(r) = - \iiint_{V'} J \cdot (\nabla' \times \overrightarrow{G}) \, dV'
- \iiint_{S'} \{ H \cdot (\hat{n} \times \nabla' \times \overrightarrow{G}) + (\nabla' \times H - J) \cdot (\hat{n} \times \overrightarrow{G}) \} \, dS'
= - \iiint_{V'} J \cdot (\nabla' \times \overrightarrow{G}) \, dV'
- \iiint_{S'} \{ H \cdot (\hat{n} \times \nabla' \times \overrightarrow{G}) + j\omega_0E \cdot (\hat{n} \times \overrightarrow{G}) \} \, dS'
\tag{1.25}
\]

where the Maxwell equation (1.2) has been used. It should be remarked that the above field representation is general, i.e. not restrictive to planar or conformal cases.
For instance, in the presence of a PEC platform, (1.25) is valid for protruding configurations as shown in fig. 1.4. In these cases, the surface integrations are carried out over the platform plus the outer contours of the structures.

The field representation (1.25) shall be examined and compared for conformal and protruding structures. To this end, we rewrite the surface integral as

\[
\begin{align*}
\text{Int}_{\text{surface}} &= -\oint_{S'} \left\{ (\nabla \times \mathbf{G})^T \cdot (\hat{n} \times \mathbf{H}) dS' + \frac{j}{\omega \mu_0} \nabla \times (\mathbf{V}' \times \mathbf{G})^T \cdot (\hat{n} \times \mathbf{E}) \right\} dS' \\
&= \nabla \times \oint_{S'} \left\{ \mathbf{H} \cdot (\hat{n} \times \mathbf{G}) dS' - \frac{j}{\omega \mu_0} (\hat{n} \times \mathbf{E}) \cdot (\mathbf{V}' \times \mathbf{G}) \right\} dS' \quad (1.26)
\end{align*}
\]

where \( T \) denotes a transpose operation of the dyadic and the integral in the last step is proportional to the electric field. If \( \mathbf{G}(\mathbf{r}|\mathbf{r}') \) is the electric dyadic Green's function of the first kind defined as \( \hat{n} \times \mathbf{G} = 0 \), the first term in the integrand of (1.26) vanishes on the platform, provided \( S' \) is coincident with the platform. For dielectric protrusion, this term reduces to the integration only over the outer contour not conformal to the platform. An alternative is to define an electric dyadic Green's function which satisfies the condition \( \hat{n} \times (\mathbf{V}' \times \mathbf{G})^T = 0 \). As can be seen, this definition of the Green's function equivalently leads to the same vanishing term in (1.26). \( \mathbf{G} \) is referred to as the dyadic Green's function of first kind. The equivalence of both definitions can be proved from the symmetry properties of the dyadic Green's functions [11].

For a planar PEC platform, \( \mathbf{G} \) reduces to

\[
\mathbf{G}(\mathbf{r}|\mathbf{r}') = \mathbf{G}_0(\mathbf{r}|\mathbf{r}') - \mathbf{G}_0(\mathbf{r}|\mathbf{r}_i') + 2\hat{z}\hat{z}G_0(\mathbf{r}|\mathbf{r}_i') \quad (1.27)
\]

where \( G_0 \) is the free space Green's function given by

\[
G_0(\mathbf{r}|\mathbf{r}') = \frac{e^{-jk_0|\mathbf{r}-\mathbf{r}'|}}{4\pi|\mathbf{r}-\mathbf{r}'|}
\]
and
\[ \overline{G}_0(r|r') = \left( \mathbb{1} + \frac{1}{k_0} \nabla \nabla \right) G_0(r,r') \]

Inserting (1.26) and (1.27) into (1.25), we obtain
\[
H(r) = H^{inc}(r) + H^{at}(r) + 2j \kappa \int \int_{S'} \overline{G}_0(r|r') \cdot (\vec{n} \times \vec{E}) \, dS'
\]  

This is the desired form of the magnetic field representation used to establish the boundary integral equation for a planar platform.
CHAPTER II

Finite Element Analysis in Electromagnetics

The finite element method (FEM) has been applied to electromagnetics (EM) since several decades ago [12]. Especially in the late eighties and early nineties, it is observed that the publication volume associated with the FEM in electrical engineering grew in a fairly rapid pace [13]. This is primarily because electromagnetic problems in engineering designs become increasingly complex and analytical approaches or other numerical techniques no longer meet practical needs. With its numerous attractive features over other numerical techniques, the FEM has been extensively investigated and exploited for various EM applications [13].

This chapter is organized as follows. Section 1 and 2 describe the theoretical formulations to construct the FEM equations. These are usually considered the indispensable fundamentals of the technique, even though some interesting issues associated with these basics are still in development stage, especially in terms of numerical implementation. Of interest in this context is the discussion of the variational functional and Galerkin’s techniques when applied to general anisotropic and lossy electromagnetic problems. This topic is one of the least studied and documented in the literature related to computational electromagnetics. Anisotropic materials have been used for domain truncations (refer to Chapter 7) and therefore the general
vector or tensor form will be used whenever possible in the necessary derivations for the FEM. With this type of formulations, isotropic systems may be regarded as special cases.

The chapter is concluded with the discussion of the physical quantities for antenna analysis in association with the computation of electromagnetic fields. The formulas given in this context require minimum amount of effort for computations.

2.1 Functional Formulation

The FEM was first developed with the aid of functional analysis. Traditionally, many standard boundary value problems (BVP) encountered in practice can be equivalently related to the extremization of a certain variational functional. With the Rayleigh–Ritz procedure to project a continuous function space onto a discrete finite expansion space, the variational functional method can be used to solve those physical problems and therefore becomes one of the two important approaches to formulate the FEM. A functional version of the FEM for the vector wave equations (1.8) or (1.9) is discussed in this section, which can readily incorporate boundary conditions, sources, resistive cards and other constraints into the formulation. It is regarded as a natural, convenient and sometimes physically meaningful approach. Furthermore, the functional may represent a true physical quantity (e.g. in low frequency, power transmission applications) and hence this formulation provides a feature of merit for its evaluation. Also, as can be seen in this chapter, the variational method in general non-self-adjoint cases may be rigorously treated to result in a final symmetric system, a subset of which is identical to that obtained from Galerkin's technique. Last, but not the least, the variational functional formulation can be used to validate the expressions based on Galerkin's method.
Consider a typical radiation or scattering problem shown in fig. 2.1, where the radiating elements (or array) are enclosed in a region $\Omega$. The platform surrounding the radiation/scattering geometry can be a planar ground plane, certain canonical shape (cylinder/sphere), or even a doubly curved surface in which case the Green’s function is not available. In $\Omega$, electromagnetic fields satisfy the wave equation (1.8) or (1.9), which can be concisely described using a linear operator $\mathcal{L}$ given by

$$\mathcal{L}\Phi = K_i$$  \hspace{1cm} (2.1)

where $\Phi$ denotes the field $E$ or $H$, and

$$\mathcal{L} = \left( \nabla \times \frac{1}{\mu_r} \cdot \nabla \times \right) - \left( k_0^2 \varepsilon_r \right)$$ \hspace{1cm} \text{for electric field} \hspace{1cm} (2.2)

$$\mathcal{L} = \left( \nabla \times \frac{1}{\varepsilon_r} \cdot \nabla \times \right) - \left( k_0^2 \mu_r \right)$$ \hspace{1cm} \text{for magnetic field} \hspace{1cm} (2.3)

$K_i$ is the source term associated with the impressed electric and magnetic currents and may be explicitly given by

$$K_i = -j \omega \mu_0 J_i - \nabla \times \left( \frac{1}{\mu_r} \cdot M_i \right)$$ \hspace{1cm} \text{for electric field} \hspace{1cm} (2.4)

$$K_i = -j \omega \varepsilon_0 M_i + \nabla \times \left( \frac{1}{\varepsilon_r} \cdot J_i \right)$$ \hspace{1cm} \text{for magnetic field} \hspace{1cm} (2.5)
As already mentioned, $\mathcal{L}$ is a linear operator and one can readily show that for symmetric dielectric tensors $\bar{\mu}$ and $\bar{\epsilon}$, the pertinent functional of the original PDE has the form

$$\mathcal{F}(\Phi) = \frac{1}{2} \langle \Phi, \mathcal{L} \Phi \rangle - \langle \Phi, K \rangle$$  \hspace{1cm} (2.6)

where the inner product $\langle ., . \rangle$ is defined as

$$\langle A, B \rangle = \int_{\Omega} A \cdot B^* \, dV$$  \hspace{1cm} (2.7)

(with $B^*$ being the complex conjugate of $B$) for lossless media, or more generally as

$$\langle A, B \rangle = \int_{\Omega} A \cdot B \, dV$$  \hspace{1cm} (2.8)

for both lossless and lossy media.

The equivalent variational problem can now be stated as the extremization of the functional (2.6) in conjunction with the essential boundary conditions (e.g. Dirichlet BC's). Specifically, the boundary value problem is equivalent to the following variational model

$$\delta \mathcal{F}(\Phi) = 0$$  \hspace{1cm} (2.9)

**Essential Boundary Conditions**

Because the effect of complex materials on the resultant system is of primary interest to us, we restrict most of our discussions in this chapter to homogeneous Dirichlet boundary conditions unless otherwise specified. Therefore, the variational approach of (2.9) ensures a symmetric numerical system. This is significant since many physical problems retain a certain symmetry property and the corresponding mathematical models should therefore reflect this property. Moreover, the symmetry of a numerical system is always desirable since it leads to more efficient solution and less storage requirements.
The existence of the functional (2.6) requires the operator $\mathcal{L}$ to be self-adjoint, a property usually defined to satisfy

$$< \mathcal{L} \Phi, \Psi >= < \Phi, \mathcal{L} \Psi >$$

(2.10)

where $\Phi$ and $\Psi$ represent any two admissible functions. If (2.10) holds, not only does the numerical system derived from the functional (2.6) remain symmetric, the minimization/maximization becomes physically meaningful.

Of most concern is the situation where the partial differential operator of a system is no longer self-adjoint. Mathematically there exists no such a natural functional in the case similar to (2.6). A typical example is the presence of a lossy and anisotropic medium, whose dielectric material tensors are not symmetric or Hermitian, and this type of problems is more often seen nowadays. The development of finite element methods for those problems is still at an early stage because it involves numerous challenges.

Traditionally, these physical problems were fictitiously simplified and dealt with using available numerical approaches. Konrad [14] first tried to formulate a 3-D FEM with three vector components to represent electromagnetic fields in anisotropic but loss-free media. The tensors were therefore assumed to be Hermitian in his study. A few years later in 1980's, the number of publications in this subject increased typically with applications to waveguide structures. Unfortunately, the variational approaches reported by different authors during that period consistently led to non-standard and non-Hermitian eigenvalue systems (even with the aid of an adjoint system [15, 16]). Even worse, the numerical systems derived in this manner were usually doubled in size. As indicated in [17], when a non-standard eigenvalue system was manipulated to reduce to the standard form, the size of the system was doubled
again. Similar reports were also seen in later papers [18–23] for the problems of wave propagation inside anisotropic media. No radiation and scattering analysis has been reported in this context.

In what follows, we generalize the FEM formulation to lossy and anisotropic electromagnetic problems. Specifically, we show that two different methods, one with the aid of an adjoint auxiliary system and the other with the Lagrange multiplier, can be used to construct the pertinent functional. Galerkin’s method is then compared to these two variational techniques.

2.1.1 Pertinent Functional For Lossy/Anisotropic Media — I

As is known, the natural variational functional no longer exists for non-Hermitian operators since no matter what definition is given for inner products (see (2.7) or (2.8)), one cannot obtain a self-adjoint operator necessary for natural functional design. In these cases, we consider a generalized functional

\[ \mathcal{F} = < \mathcal{L} \Phi, \Psi > - < \Phi, \mathcal{K}_a > - < \Psi, \mathcal{K} > \]  

(2.11)

where \( \Phi \) is the unknown solution function of the original PDE problem and \( \mathcal{K} \) is the right-hand-side function as in (2.1). Similarly, \( \Psi \) is the solution function of the adjoint PDE such that

\[ \mathcal{L}_a \Psi = \mathcal{K}_a \]  

(2.12)

where \( \mathcal{L}_a \) can be derived from

\[ < \mathcal{L} \Phi, \Psi > = < \Phi, \mathcal{L}_a \Psi > \]  

(2.13)

with \( \mathcal{L} \neq \mathcal{L}_a \).

It should be remarked that the functional (2.11) reduces to (2.6) (except for a possible constant coefficient) if \( \mathcal{L} \) is self-adjoint. Also, the original PDE and its
adjoint counterpart (2.12) can be recovered through the variational process with respect to the functions \( \Phi \) and \( \Psi \), respectively (the simple derivation is omitted here). After discretization is carried out, the final numerical system is symmetric. This can be shown as follows. Let

\[
\Phi = \sum_i x_i V_i, \quad \Psi = \sum_j y_j V_j
\]

(2.14)

where \( V_i \) is the basis function used for both unknown functions and \( x_i, y_i \) are the corresponding expansion coefficients. Inserting (2.14) into (2.11) yields

\[
\mathcal{F} = \sum_i \sum_j x_i y_j \langle \mathcal{L} V_i, V_j \rangle - \sum_i x_i \langle V_i, K \rangle - \sum_j y_j \langle V_j, K \rangle
\]

(2.15)

Upon performing the differentiation with respect to \( x_i \) and \( y_j \) individually, we get

the two decoupled systems of linear equations

\[
\begin{pmatrix}
0 & Q^x \\
Q^y & 0
\end{pmatrix}
\begin{pmatrix}
x \\
y
\end{pmatrix}
= \begin{pmatrix}
K^x \\
K^y
\end{pmatrix}
\]

(2.16)

where the matrices \( Q^x, Q^y \) and the column vectors \( K^x, K^y \) are given by

\[
Q^x_{ij} = \langle \mathcal{L} V_j, V_i \rangle \\
Q^y_{ij} = \langle \mathcal{L} V_i, V_j \rangle \\
K^x_i = \langle V_i, K \rangle \\
K^y_i = \langle V_i, K \rangle
\]

In general, \( Q^x_{ij} \neq Q^x_{ji} \), \( Q^y_{ij} \neq Q^y_{ji} \), and \( Q^x_{ij} \neq Q^y_{ij} \). However, \( Q^x_{ij} = Q^y_{ji} = (Q^y_{ij})^T \).

These relations indicate a loss of symmetry of the original problem, but the symmetry holds for the overall system!

The storage requirement is a function of \( N/2 \), where \( N \) is the dimension of (2.16). Even though there is an auxiliary system needed to complete the analysis, in practice this system does not require storage.
2.1.2 Pertinent Functional For Lossy/Anisotropic Media — II

An alternative to using an adjoint system is to employ the Lagrange multiplier technique in constructing the pertinent functional. The Lagrange multiplier is usually used to incorporate additional constraints to a system. To illustrate the technique, consider the same PDE model as described in (2.1), and we first rewrite it as

$$\mathcal{L}\phi - K_i = 0$$  \hspace{1cm} (2.17)

Next, we assume an expansion space where the solution is defined and solved. The unknown function \(\phi\) and the multiplier function \(\Lambda\) are expanded in the same space. If (2.17) is regarded as a “constraint”, we try to add the constraint to a “null” system and get

$$\mathcal{F}(\phi, \Lambda) = \langle \Lambda, \mathcal{L}\phi - K_i \rangle$$  \hspace{1cm} (2.18)

This functional is now used to formulate the FEM. As described above, on applying the Rayleigh-Ritz procedure to both \(\phi\) and \(\Lambda\) using the same set of basis functions, viz.

$$\phi = \sum_i x_i V_i, \quad \Lambda = \sum_j y_j V_j$$  \hspace{1cm} (2.19)

we obtain

$$\mathcal{F}(\phi, \Lambda) = \sum_i \sum_j x_i y_j \langle V_j, \mathcal{L}V_i - K_i \rangle$$  \hspace{1cm} (2.20)

Carrying out differentiation with respect to \(x_i\) and \(y_j\), individually, yields

$$\begin{bmatrix} 0 & Q^x \\ Q^y & 0 \end{bmatrix} \begin{bmatrix} x \\ y \end{bmatrix} = \begin{bmatrix} K^x \\ 0 \end{bmatrix}$$  \hspace{1cm} (2.21)

where \(Q^x_{ij} = Q^y_{ji}\) as in (2.16). We observe that (2.21) is similar to (2.16) with two decoupled subsystems of the same size. The properties of the subsystems are also
similar to those in (2.16). We further observe that the Lagrange multiplier technique may be regarded as a special case to (2.14) where a homogeneous adjoint PDE is now virtually assumed (i.e. $K_2 = 0$). Again, it should be remarked that when a self-adjoint problem is considered, the above formulations (both the adjoint system approach and the Lagrange multiplier technique) will result in a symmetric system and the auxiliary subsystem becomes either redundant (for adjoint approach) or unnecessary (for the multiplier technique). In the later case, the multiplier can be considered identical to the unknown function $\Phi$ expanded using the same basis functions. This results in an interesting coincidence with Galerkin technique described next.

2.2 Galerkin Formulation

Galerkin’s method is now considered to formulate the finite element method. Traditionally, Galerkin’s technique used in conjunction with integral equation employs the same testing and expansion functions to obtain a symmetric dense numerical system. However, in the case of the FEM, Galerkin’s method does not always lead to a symmetric system. Apart from boundary conditions, the linear operator of a PDE problem determines the symmetry feature of the resulting system.

Also, unlike the variational approach, Galerkin’s method solves the weighted PDE by a testing process as

$$< \psi, \mathcal{L}\Phi > = < \psi, K_1 >$$

where $\Phi$ and $\psi$ are both defined in the same function space. Specifically, in Galerkin’s method one seeks the solution for the unknown function $\Phi$ which satisfies certain prescribed constraints and (2.22), with the aid of another arbitrarily chosen function $\Psi$. 
Similarly to the variational approach, the Rayleigh Ritz procedure may also be used to project the continuous space onto a finite discrete separable Hilbert space. The mathematical problem is then rephrased to seek a discrete solution set whose entries are the coefficients of the expansion. The testing function $\Psi$ must, of course, be defined in the same discrete space to ensure that the original PDE is solved with proper boundary conditions.

It is obvious that if the linear operator $\mathcal{L}$ is self-adjoint, the choice of the testing function $\Psi = \Phi$ results in a symmetric numerical system. Otherwise, no matter how the inner product is defined, the final discrete system in general does not exhibit symmetry property.

We observe that Galerkin’s method can usually be applied to any linear operators even when the corresponding natural functional does not exist. Also in the general cases (as considered when describing the functional approach), Galerkin’s method leads to the same numerical system as the desired portion in (2.16) and (2.21). This can be demonstrated as follows. Inserting (2.14) into (2.22), we readily obtain

$$\sum_i \sum_j x_i y_j \langle V_j, \mathcal{L}V_i \rangle = \sum_j y_j \langle V_j, K_i \rangle$$

or

$$\sum_j y_j \left\{ \sum_i x_i \langle V_j, \mathcal{L}V_i \rangle - \langle V_j, K_i \rangle \right\} = 0 \quad (2.23)$$

As assumed, $\Psi$ is an arbitrary function. Thus the term in the curly bracket should vanish, yielding

$$Q^\top x = K^x \quad (2.24)$$

which is exactly the same as the subsystem derived from the variational approach.
It is noted that if one chose the Lagrange multiplier in the variational approach as the testing function $\Psi$, the same numerical system would result. Analytically, though, the entire system is twice the size of that derived via Galerkin’s method. This is due to the fundamental difference of the two techniques. Regardless, as expected, the obtained numerical systems of interest are virtually identical!

### 2.3 Total Field and Scattered Field Formulations

In this section, we focus on a general scattering problem as illustrated in fig. 2.2, where a perfectly conducting electric (PEC) body is coated with a dielectric layer whose relative permeability and permittivity are $\bar{\mu}_d$ and $\bar{\epsilon}_d$, respectively. (Note that

- $\Omega_d$: dielectric coated region ($\bar{\epsilon}_d, \bar{\mu}_d$)
- $\Omega_f$: free space ($\bar{\epsilon}_f = \bar{\mu}_f = 1$)
- $\Omega_a$: absorbing layer ($\bar{\epsilon}_a, \bar{\mu}_a$)
- $\Gamma_P$: boundary of the PEC body
- $\Gamma_d$: boundary of the dielectric coating and free space region
- $\Gamma_f$: boundary of the absorber and free space region
- $\Gamma_0$: PEC boundary of the outer absorber

Figure 2.2: Illustration of a scattering problem setup for scattered field formulation.

for the purpose of generality, the medium is assumed anisotropic.)

The situation with absorbing boundary conditions for truncating the FEM domain has been analyzed before (see e.g. [24] or [25]). However, two issues associated
with this type of problems have not been carefully addressed in the literature. One of them is the equivalence between the variational and the Galerkin's method when the scattered field is used as the working variable. Proof of this equivalence can be tedious and cumbersome but it is nevertheless an important issue. Unfortunately, one is used to assuming that these two formulations are equivalent without proof. Another issue relates to the recently introduced perfectly matched absorbing material. As it turns out, there are several advantages to use artificial absorbing materials, including accuracy control, conformality, ease of boundary treatment, etc. However, their inclusion introduces additional artificial conditions inside the absorber layer and care must be taken when those conditions are enforced in the FEM formulation. Moreover, although a metal-backed absorber layer simplifies the FEM implementation, the multilayered FEM region contains high inhomogeneity, which again requires a careful presentation of the formulation. To this end, we extend our theoretical discussions on the FEM to scattered field representations, where the treatment of the boundary and transition conditions will also be described.

### 2.3.1 Scattered/Incident Fields and Boundary Conditions

Referring to fig. 2.2, we begin with the wave equation in terms of $\mathbf{H}$ (the $\mathbf{E}$ formulation may be readily handled by duality). To proceed with Galerkin's method, we first write $\mathbf{H}^{tot}$ as

$$\mathbf{H}^{tot} = \mathbf{H}^{\text{scat}} + \mathbf{H}^{\text{inc}}$$

(2.25)

where $\mathbf{H}^{\text{scat}}$ and $\mathbf{H}^{\text{inc}}$ are the scattered and incident field, respectively. Next, weighting the source free wave equation with the testing function $\mathbf{V}$ yields

$$\int_{\Omega} \mathbf{V} \cdot \left\{ \nabla \times \frac{1}{\varepsilon_r} \cdot \nabla \times \mathbf{H} - k_0^2 \mathbf{\mu}_r \cdot \mathbf{H} \right\} \, d\Omega = 0$$

(2.26)
where $\Omega = \Omega_d + \Omega_f + \Omega_s$ encompasses the entire computational region. To proceed with the derivation of the weak form wave equation, it is necessary to introduce certain constraints on the scattered and incident fields within $\Omega$ and on the boundary. First, since the incident field is *not* allowed to pass through the absorber layer as well as the metal back wall $\Gamma_0$, we note that

$$H^{\text{tot}}(r) = \begin{cases} H^{\text{scat}} + H^{\text{inc}} & r \in \Omega_d + \Omega_f \\ H^{\text{scat}} & r \in \text{otherwise} \end{cases} \quad (2.27)$$

with the incident field satisfying

$$\left\{ \nabla \times \frac{1}{\varepsilon_r} \cdot \nabla \times -k_0^2 \pi_r \right\} H^{\text{inc}} \begin{cases} = 0 & r \in \Omega_d + \Omega_f \\ \neq 0 & r \in \text{otherwise} \end{cases} \quad (2.28)$$

It is thus evident that the scattered field satisfies the homogeneous wave equation in regions $\Omega_a + \Omega_f$ and the inhomogeneous wave equation in $\Omega_d$.

The boundary conditions on $H^{\text{scat}}$ can be readily derived by consistently applying the field decomposition (2.25). Note that in accordance with (2.27), the electric field is likewise decomposed as

$$E^{\text{tot}} = E^{\text{scat}} + E^{\text{inc}} \quad (2.29)$$

However, one should be cautioned that $E^{\text{inc}}$ and $H^{\text{inc}}$ do *not* satisfy Maxwell equations in the dielectric region. That is,

$$j\omega \varepsilon_0 E^{\text{inc}} \neq \nabla \times H^{\text{inc}} \quad r \in \Omega_d \quad (2.30)$$

which conflicts with what one would intuitively assume. Conventionally, the incident field is assumed to exist in the dielectrically coated region $\Omega_d$ as if there was no dielectric there. After a quick glance, one would immediately arrive at a conclusion that (2.30) is against Maxwell theory. In reality, it can be proved that if $E^{\text{inc}}$ and
Indeed satisfied Maxwell equations in $\Omega_d$, a contradictory boundary condition would immediately result. This can be seen by taking a curl operation on both sides of (2.25). In view of (2.29) and Maxwell equations in dielectric media, we would have:

$$\vec{\varepsilon}_d^{-1} \cdot \nabla \times \vec{H}^{\text{tot}} = \vec{\varepsilon}_f^{-1} \cdot \nabla \times \vec{H}^{\text{inc}} + \vec{\varepsilon}_d^{-1} \cdot \nabla \times \vec{H}^{\text{scat}} \quad \vec{r} \in \Omega_d$$

(2.31)

Imposing the condition of total field tangential continuity at the boundary $\Gamma_d$ would yield:

$$\hat{n} \times \left\{ \vec{\varepsilon}_d^{-1} \cdot \nabla \times \vec{H}^{\text{scat}} \big|_{\Gamma_d} - \vec{\varepsilon}_f^{-1} \cdot \nabla \times \vec{H}^{\text{scat}} \big|_{\Gamma_d} \right\} = 0$$

(2.32)

which is a homogeneous Neumann boundary condition. However, if we start with (2.27), upon taking the curl operation and imposing the condition of total field tangential continuity at the boundary $\Gamma_d$, we get:

$$\hat{n} \times \left\{ \vec{\varepsilon}_d^{-1} \cdot \nabla \times \vec{H}^{\text{scat}} \big|_{\Gamma_d} - \vec{\varepsilon}_f^{-1} \cdot \nabla \times \vec{H}^{\text{scat}} \big|_{\Gamma_d} \right\} = -\hat{n} \times \left\{ \vec{\varepsilon}_d^{-1} - \vec{\varepsilon}_f^{-1} \right\} \cdot \nabla \times \vec{H}^{\text{inc}}$$

(2.33)

which is an inhomogeneous Neumann boundary condition.

This inconsistency is because (2.32) was derived on the basis of the decomposition (2.29) and the assumption that the incident field within dielectric regions also satisfies Maxwell equations. However, the decomposition (2.29) is artificial and it is therefore necessary to keep in mind that only (2.27) holds true when deriving boundary conditions.

As a rule of thumb, an appropriate interpretation of the phenomenon should read:

*the incident field inside dielectric media existed in the same fashion as in free space as if the free space was replaced with the media.* Mathematically, this implies the condition:

$$j\omega\varepsilon_0\vec{E}^{\text{inc}} = \vec{\varepsilon}_d^{-1} \cdot \nabla \times \vec{H}^{\text{inc}} \quad \vec{r} \in \Omega_d$$

(2.34)
Consistently one can derive the other boundary conditions required for the FEM formulation following the same procedure. They are classified as Dirichlet and Neumann conditions as follows.

- **Dirichlet Conditions**

<table>
<thead>
<tr>
<th>Boundaries</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_p$</td>
<td>$\hat{n} \times \mathbf{H}^{\text{scat}} = \mathbf{K}_s^a - \hat{n} \times \mathbf{H}^{\text{inc}}$ ((\mathbf{K}_s) unknown current)</td>
</tr>
<tr>
<td>$\Gamma_d$</td>
<td>$\hat{n} \times {\mathbf{H}^{\text{scat}}}<em>+ - {\mathbf{H}^{\text{scat}}}</em>- = 0$</td>
</tr>
<tr>
<td>$\Gamma_f$</td>
<td>$\hat{n} \times {\mathbf{H}^{\text{scat}}}<em>+ - {\mathbf{H}^{\text{scat}}}</em>- = -\hat{n} \times \mathbf{H}^{\text{inc}}$</td>
</tr>
<tr>
<td>$\Gamma_0$</td>
<td>$\hat{n} \times \mathbf{H}^{\text{scat}} = \mathbf{K}_s^b$ ((\mathbf{K}_s) unknown current)</td>
</tr>
</tbody>
</table>

- **Neumann Conditions**

<table>
<thead>
<tr>
<th>Boundaries</th>
<th>Conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Gamma_p$</td>
<td>$\hat{n} \cdot \tilde{\varepsilon}^{-1} \cdot \nabla \times \mathbf{H}^{\text{scat}} = -\hat{n} \times \tilde{\varepsilon}_d^{-1} \cdot \nabla \times \mathbf{H}^{\text{inc}}$</td>
</tr>
<tr>
<td>$\Gamma_d$</td>
<td>$\hat{n} \times {\tilde{\varepsilon}<em>r^{-1} \cdot \nabla \times \mathbf{H}^{\text{scat}}}</em>+ = -\hat{n} \times \tilde{\varepsilon}_r^{-1} \cdot \nabla \times \mathbf{H}^{\text{inc}}$</td>
</tr>
<tr>
<td>$\Gamma_f$</td>
<td>$\hat{n} \times {\tilde{\varepsilon}<em>r^{-1} \cdot \nabla \times \mathbf{H}^{\text{scat}}}</em>+ = \hat{n} \times \tilde{\varepsilon}_f^{-1} \cdot \nabla \times \mathbf{H}^{\text{inc}}$</td>
</tr>
<tr>
<td>$\Gamma_0$</td>
<td>$\hat{n} \times \tilde{\varepsilon}_a^{-1} \cdot \nabla \times \mathbf{H}^{\text{scat}} = 0$</td>
</tr>
</tbody>
</table>

where \(\{\}_+\) denotes \(\{\}_+ - \{\}_-\) and $\tilde{\varepsilon}_r$ and $\mathbf{H}^{\text{scat}}$ should take the values at positive and negative sides of a specific boundary.

### 2.3.2 Galerkin’s Method

Returning to (2.26) and in view of the vector identity

$$\mathbf{A} \cdot \nabla \times \mathbf{B} = (\nabla \times \mathbf{A}) \cdot \mathbf{B} - \nabla \cdot (\mathbf{A} \times \mathbf{B})$$  \hspace{1cm} (2.35)

and the divergence theorem, we obtain the corresponding weak form wave equation

$$\text{Int}_d + \text{Int}_f + \text{Int}_a = 0$$  \hspace{1cm} (2.36)
where

\[
\text{Int}_d = \int_{\Omega_d} \left[ \nabla \times \mathbf{V} \cdot \left( \mathbf{E}_d^\text{inc} \cdot \nabla \times (\mathbf{H}^\text{scat} + \mathbf{H}^{\text{inc}}) - \mathbf{k}_0^2 \mathbf{V} \cdot \nabla \times (\mathbf{H}_d^\text{inc} + \mathbf{H}^{\text{inc}}) \right) \right] d\Omega \\
+ \int_{\Gamma_p} \mathbf{V} \cdot \left( \hat{n}_0 \times \mathbf{E}_d^\text{inc} \cdot \nabla \times \mathbf{E}_p \right) dS + \int_{\Gamma_d} \mathbf{V} \cdot \left( \hat{n}_1 \times \mathbf{E}_d^\text{inc} \cdot \nabla \times \mathbf{H}_0 \right) dS \\
+ \int_{\Gamma_d} \mathbf{V} \cdot \left( \hat{n}_3 \times \mathbf{E}_d^\text{inc} \cdot \nabla \times \mathbf{H}_d \right) dS \tag{2.37}
\]

\[
\text{Int}_f = \int_{\Omega_f} \nabla \times \mathbf{V} \cdot \mathbf{E}_f^\text{inc} d\Omega + \int_{\Gamma_d} \mathbf{V} \cdot \left( \hat{n}_2 \times \mathbf{E}_f^\text{inc} \cdot \nabla \times \mathbf{H}_d \right) dS \\
+ \int_{\Gamma_f} \mathbf{V} \cdot \left( \hat{n}_2 \times \mathbf{E}_f^\text{inc} \cdot \nabla \times \mathbf{H}_d \right) dS \tag{2.38}
\]

\[
\text{Int}_a = \int_{\Omega_a} \nabla \times \mathbf{V} \cdot \mathbf{E}_a^\text{inc} d\Omega + \int_{\Gamma_f} \mathbf{V} \cdot \left( \hat{n}_3 \times \mathbf{E}_a^\text{inc} \cdot \nabla \times \mathbf{H}_f \right) dS \\
+ \int_{\Gamma_0} \mathbf{V} \cdot \left( \hat{n}_3 \times \mathbf{E}_a^\text{inc} \cdot \nabla \times \mathbf{H}_d \right) dS \tag{2.39}
\]

with \( \hat{n}_0, \hat{n}_1, \hat{n}_2 \) and \( \hat{n}_3 \) being the unit normals at the boundaries \( \Gamma_p, \Gamma_d, \Gamma_f \) and \( \Gamma_0 \), respectively. They all point away from the center of the PEC body (i.e. outwards).

Invoking the boundary conditions as tabulated above, we observe that the surface integrals on \( \Gamma_p \) in (2.37) and on \( \Gamma_0 \) in (2.39) vanish. Also, the sum of the surface integrals on \( \Gamma_f \) in (2.38) and (2.39) reduces to

\[
- \int_{\Gamma_f} \mathbf{V} \cdot \hat{n}_2 \times \mathbf{E}_f^\text{inc} \cdot \nabla \times \mathbf{H}_d \, dS \tag{2.40}
\]

Similarly, the sum of the surface integrals (involving \( \mathbf{H}_d \)) on \( \Gamma_d \) in (2.37) and (2.38) becomes

\[
\int_{\Gamma_d} \mathbf{V} \cdot \hat{n}_1 \times \left( \mathbf{E}_f^\text{inc} \cdot \nabla \times \mathbf{H}_d \right) dS \tag{2.41}
\]

Note that both integrals (2.40) and (2.41) will not contribute to the system, but to the excitation on the right hand side. Of course, the excitation term (2.41) would disappear if the permittivity is continuous across the boundary \( \Gamma_d \). By duality, for an electric field formulation, a term similar to (2.41) will appear for discontinuous
permeability. This observation does not hold for (2.40), which arises from the inherent incident field definition on the two sides of the boundary $\Gamma$, as mathematically shown in (2.27). Furthermore, the second term in (2.41) will be cancelled out with the integral on $\Gamma_d$ involving $\mathbf{H}^{inc}$ in (2.37). After a simple manipulation, the final system reduces to

$$\int_\Omega \left( \nabla \times \mathbf{V} \cdot \bar{\varepsilon}_r^{-1} \cdot \nabla \times \mathbf{H}^{scat} - k_0^2 \mathbf{V} \cdot \bar{\mu}_r \cdot \mathbf{H}^{scat} \right) d\Omega$$

$$= - \int_{\Omega_d} \left( \nabla \times \mathbf{V} \cdot \bar{\varepsilon}_r^{-1} \cdot \nabla \times \mathbf{H}^{inc} - k_0^2 \mathbf{V} \cdot \bar{\mu}_r \cdot \mathbf{H}^{inc} \right) d\Omega$$

$$- \int_{\Gamma_d} \mathbf{V} \cdot \hat{n}_1 \times \bar{\varepsilon}_f^{-1} \cdot \nabla \times \mathbf{H}^{inc} dS + \int_{\Gamma_f} \mathbf{V} \cdot \hat{n}_2 \times \bar{\varepsilon}_f^{-1} \cdot \nabla \times \mathbf{H}^{inc} dS \quad (2.42)$$

where $\bar{\varepsilon}_r$ is again the relative permittivity with respect to the specific region. This is the desired weak form of the wave equation, and a similar equation was obtained in [24] using the functional formulation for isotropic media.

### 2.3.3 Variational Method

It is now of interest to employ the functional formulation to obtain the equation corresponding to (2.42). To this end, it is intuitive to begin with the total field representation and use the functional

$$\mathcal{F} (\mathbf{H}) = \frac{1}{2} \int_{\Omega_d + \Omega_f + \Omega_a} \left( \nabla \times \mathbf{H} \cdot \bar{\varepsilon}_r^{-1} \cdot \nabla \times \mathbf{H} - k_0^2 \mathbf{H} \cdot \bar{\mu}_r \cdot \mathbf{H} \right) d\Omega \quad (2.43)$$

where, as before, $\bar{\varepsilon}_r$ and $\bar{\mu}_r$ denote the corresponding relative permittivity and permeability, respectively. Also similar to Galerkin’s method, one would now logically proceed with the field decomposition $\mathbf{H} = \mathbf{H}^{scat} + \mathbf{H}^{inc}$ and express the functional in terms of the scattered field. It is unfortunate that this approach will result in a different form of linear system than (2.42) and the detailed mathematical proof is presented in Appendix D.
The discrepancy arises from the assumption of the functional (2.43), which is not a valid expression when the corresponding PDE operator is no longer self-adjoint. Recall in section 2.1.1 that the presence of general anisotropic and lossy media requires the application of an auxiliary adjoint system, together with which the pertinent functional is given by a generalized form in (2.11). It is therefore necessary to begin with this generalized functional rather than (2.43). In a source-free region, (2.11) explicitly takes the form

\[ \mathcal{F}(H_a, H) = \int_\Omega H_a \cdot \left( \nabla \times \tilde{\epsilon}^{-1} \cdot \nabla \times H - k_0^2 \tilde{\mu}^{-1} \cdot H \right) \, dV \]  

(2.44)

and the variation is imposed on the adjoint variable \( H_a \) to get

\[ \delta \mathcal{F}(H_a, H) \bigg|_{\delta H=0} = 0 \]  

(2.45)

The variational functional method of this version proves valid and identical to Galerkin's technique for any linear operators in electromagnetic problems. It is also interesting to note that once compared to Galerkin's method, the adjoint field quantity \( H_a \) in (2.44) seems to take place of the testing function \( V \) in (2.11). However, \( H_a \) theoretically differs from \( V \) in that the former is defined as a solution function for the adjoint system of the original PDE problem, whereas the latter is just an arbitrary admissible testing function that does not have to be a solution to the adjoint system.

Apart from the concept difference as mentioned above, the mathematical procedure required to derive the FEM system is similar to that presented in the previous subsection, and will not be discussed here to avoid repetition. One can be assured that the final system obtained from (2.44) and (2.45) is of course identical to (2.42).
2.4 Parameter Extraction

An accurate full wave analysis can only predict the near field (for PDE type methods) or current (for integral based techniques) distributions, which can be used to obtain certain practical parameters depending on applications. For intricate systems, involved numerical models may be needed for output data extraction, including far field evaluation in the presence of non-canonical platforms and a de-embedding process for antenna feed network or circuit simulations.

Antenna parameters can be readily evaluated after the near field distribution is achieved via full wave analysis. The de-embedding process is required for feed network or circuit modeling and will be discussed in chapter 7. For a non-planar platform the far field evaluation can be obtained from the general discussion in chapter 1, where the formulation in terms of the dyadic Green's function must be used to consider the equivalent currents and the free space Green's function.

2.4.1 Radiation and RCS Pattern

In the case of antennas, we are mostly interested in their radiation and scattering patterns and other related parameters such as gain and axial ratio. (The near field quantities such as input impedance, feedline S-parameters, etc., will be discussed in later chapters). Both radiation and radar cross section (RCS) patterns can be readily characterized with respect to the 3-D spherical coordinates $\theta$ and $\phi$.

Consider the planar cavity-backed antenna as shown in fig. 2.1. Once the field distribution on the aperture $S$ of the conformal antenna is obtained from the full wave analysis, we can then proceed to evaluate the far field pattern. The most straightforward approach for this computation in the presence of an infinite conducting ground plane is use of the equivalence principle. To do so, we define the magnetic current
as \( \mathbf{M} = -\hat{z} \times \mathbf{E} \), where \( \mathbf{E} \) is the electric field evaluated on the aperture and \( \hat{z} \) is normal to the aperture surface. The electric vector potential is then given by

\[
\mathbf{F}(\theta, \phi) = \frac{\epsilon_0 e^{-jkr}}{4\pi r} \iint_{S} \mathbf{M}^e \hat{k} \mathbf{r}' \, ds'
\]

\[
= \frac{\epsilon_0 e^{-jkr}}{4\pi r} \iint_{S} (\mathbf{E}^e \times \hat{z}) e^{jkr} \mathbf{r}' \, ds'
\]

where the electric field is typically expanded in terms of the surface vector basis function \( \mathbf{S}_i^e \). Introducing this expansion, (2.46) becomes

\[
\mathbf{F}(\theta, \phi) = \frac{\epsilon_0 e^{-jkr}}{4\pi r} \sum_{\lambda} \sum_{i} E_i^e \iint_{S} \mathbf{S}_i^e \times \hat{z} e^{jkr} \mathbf{r}' \, ds'
\]

\[
= \frac{\epsilon_0 e^{-jkr}}{4\pi r} \sum_{\lambda} \sum_{i} E_i^e \mathbf{S}_i^e \times \hat{z} e^{jkr} \mathbf{r}' \, ds'
\]

where \( \nabla \) denotes the sum of the surface integral over each of the discretization elements on the aperture. The far zone magnetic field \( \mathbf{H} \) becomes

\[
\mathbf{H}_T = -j\omega \mathbf{F}_T
\]

where \( \mathbf{H}_T \) represents the transverse component of the far zone magnetic field, whose \( \theta \) and \( \phi \) projections are given by

\[
H_\theta = -j\omega \frac{\epsilon_0 e^{-jkr}}{4\pi r} \{ \cos \theta \cos \phi V_x + \cos \theta \sin \phi V_y - \sin \theta V_z \}
\]

\[
= \frac{\omega \epsilon_0 e^{-jkr}}{4\pi r} P_\theta
\]

\[
H_\phi = -j\omega \frac{\epsilon_0 e^{-jkr}}{4\pi r} \{ -\sin \phi V_x + \cos \phi V_y \}
\]

\[
= \frac{\omega \epsilon_0 e^{-jkr}}{4\pi r} P_\phi
\]

in which \( P_\theta = -j \{ \} \) and \( P_\phi = -j \{ \} \), and \( \{ \} \) stands for the corresponding terms in the curly brackets. The RCS of the \( t \) (\( t = \theta \) or \( \phi \)) component can be represented in terms of \( P_\theta \) and \( P_\phi \) to yield

\[
\sigma_t^{\text{RCS}} = 4\pi r^2 \frac{|H_t|^2}{|H|^2} = \frac{\omega^2 \epsilon_0^2}{4\pi} |P_t|^2 = \frac{\pi}{\lambda^2 Z_0^2} |P_t|^2
\]

(2.50)
where \( \lambda \) and \( Z_0 = \sqrt{\mu_0/\varepsilon_0} \) are the free space wavelength and the intrinsic impedance, respectively. In (2.50), the incident wave \( |H'| \) was set to unity without loss of generality. In practice, it is customary to express RCS in dB, where \( \sigma_t \) is usually normalized to \( \lambda^2 \) or to squared meter first.

The radiation pattern may also be represented in the same manner as mentioned above. The difference in procedure here is the normalization with respect to a maximum radiation field value. The reason is that in radiation mode, the antenna is excited by an interior source rather than the incident plane wave \( H' \) as in the scattering case. Of interest therefore is the relative field intensity in the far zone. To get this, we represent the far field intensity in terms of the above calculated quantity \( \sigma_{\text{rcs}} \) to avoid a repetition of post processing. Specifically, the formula

\[
\sigma_{\text{rad}} = \frac{\sigma_{\text{rcs}}}{(\sigma_{\text{rcs}})_{\text{max}}}
\]

is used for radiation analysis.

2.4.2 Gain and Axial Ratio

Gain \( G \) and Axial Ratio (AR) are two important parameters which indicate the antenna’s performance. It is also noted that these two quantities typically characterize the far zone features of the antenna.

By definition, the gain \( G \) for a lossless antenna (with 100% efficiency) is given by

\[
G = \frac{2\pi U_{\text{max}}}{P_{\text{rad}}}
\]

for a cavity-backed structure, where \( U_{\text{max}} \) is the maximum power density and \( P_{\text{rad}} \) denotes the total radiated power from the antenna in the upper half space. (It is noted that this definition of \( G \) is identical to that of directivity for lossless antennas.)
Since the maximum power density \( U_{\text{max}} \) can also be expressed as

\[
U_{\text{max}} = \frac{Z_0}{4\pi} (\sigma_r + \sigma_z)
\]  

the antenna gain becomes

\[
G = \frac{Z_0 (\sigma_r + \sigma_z)}{2P_{\text{rad}}}
\]  

Thus, the computation of \( G \) is rather trivially done once \( \sigma \) is found as given in the previous subsection. In reality, \( P_{\text{rad}} \) may be evaluated on an assumption that all input at the feed is transferred to antenna element(s) and radiated. In this case, one has \( P_{\text{rad}} = I^2 R_{\text{in}} \), where \( I \) is the known current source on the feed, and \( R_{\text{in}} \) is the input resistance of the antenna measured at the reference plane.

However, this scheme may not always work since the gain (more precisely directivity) reflects the far field behavior, while the input resistance computation relies on an accurate full wave model for near field prediction. It is well known that the far field and the near field computations offer different accuracy. This accuracy inconsistency arises if \( R_{\text{in}} \) is used to determine the gain \( G \), a far zone pattern whose accuracy is directly governed by the near field computation without averaging effect. To avoid this accuracy inconsistency, one may calculate the gain or the directivity by evaluating \( P_{\text{rad}} \) from the far field radiation pattern. Specifically, \( P_{\text{rad}} \) can be obtained by integrating the radiation intensity

\[
P_{\text{rad}} = \iiint_{2\pi} U \, d\Omega
= \frac{Z_0}{4\pi} \iiint_{2\pi} (\sigma_\theta + \sigma_\phi) \, d\Omega
\]  

over the half space. It is obvious that if a certain symmetry of the pattern remains such as circular about the vertical \( Z \) axis, then \( U(\theta, \phi) \) reduces to \( U(\theta) \) and the above
integration can be effectively evaluated. Otherwise, a numerical 2-D integration is required.

Axial ratio \((AR)\) is another important antenna parameter, especially when a circular polarization \((CP)\) of antenna's performance is of the primary concern. Since \(AR\) also features the far zone effect of the antenna, it is desirable to determine \(AR\) with a minimum computational load. It is noted that given the above pre-calculated \(\sigma_\theta\) and \(\sigma_\phi\), one is again able to determine \(AR\) uniquely by

\[
AR = \frac{V_{\text{long}}}{V_{\text{short}}} \tag{2.56}
\]

with

\[
V_{\text{long}} = \sqrt{\frac{1}{2} \left\{ \sigma_\theta^2 + \sigma_\phi^2 + \left[ \sigma_\theta^4 + \sigma_\phi^4 + 2\sigma_\theta^2\sigma_\phi^2\cos\beta \right]^{\frac{1}{2}} \right\}}
\]

\[
V_{\text{short}} = \sqrt{\frac{1}{2} \left\{ \sigma_\theta^2 + \sigma_\phi^2 - \left[ \sigma_\theta^4 + \sigma_\phi^4 + 2\sigma_\theta^2\sigma_\phi^2\cos\beta \right]^{\frac{1}{2}} \right\}} \tag{2.57}
\]

where \(\beta = 2(\Phi_{H_\theta} - \Phi_{H_\phi})\), the twice of the phase difference between the two magnetic field components. It can be obtained from the quantities \(P_\theta\) and \(P_\phi\) defined in (2.50). Since these two quantities are complex numbers, the phase difference is readily represented as

\[
\beta = -j \text{Im} \left\{ \ln \frac{P_\theta}{P_\phi} \right\} \tag{2.58}
\]

with \(\text{Im} \{\cdot\}\) being the imaginary part.
CHAPTER III

Edge–Based FE–BI Technique

3.1 Introduction

Numerical methods have been serving the engineers and researchers for many years in antenna analysis and design. Among them, the moment method in conjunction with various integral equation (IE) formulations played a major role [1–3]. However, IE methods are associated with field representations in which the appropriate Green’s function for the specific geometry must be employed and this limits their versatility. Moreover, IE techniques are usually formulated on the assumption of an infinite layered (not inhomogeneous) substrate, a model which deviates from the practical configuration and leads to inaccuracies for larger bandwidth antennas. Furthermore, in the context of IE methods, antenna excitations are represented using simplified models that differ more or less from the actual configurations. Also, due to the singularity of the current distribution near the feed junction(s), special measures must be taken [26] for proper modeling. In contrast, the hybrid Finite Element–Boundary Integral (FE–BI) technique alleviates these difficulties and this was recently demonstrated when the method was applied to inhomogeneous objects of canonical shape scattering [27, 28] and rectangular patch antennas [9].

Based on the past success of FE–BI methods for antenna analysis, it is desirable
to extend the method to antennas of arbitrary shape. In this chapter, an edge-based hybrid finite element-boundary integral formulation is presented for the characterization of arbitrarily shaped cavity-backed antennas [29]. An example of such a configuration is shown in fig. 3.1, where a cavity is recessed in a metallic ground plane enclosing the FEM volume. The antenna elements on the aperture may be excited by different schemes, such as a simple probe, a magnetic frill generator, a practical coaxial cable, microstrip line, slot or a CPW line. In the context of the FEM, the cavity is first discretized into a number of tetrahedral elements that naturally reduce to triangles on the cavity’s aperture. For non-rectangular patches this triangular gridding is, in general, non-uniform and the exact boundary integral formulation based upon this mesh applies to any patch shape. As a result, the hybrid FE-BI technique is capable of modeling arbitrarily shaped cavity-backed antenna configurations, different substrate inhomogeneities, anisotropies, as well as various practical excitation schemes.

### 3.2 Hybrid System Functional

In this section, the edge-based hybrid FE-BI method will be formulated using the variational principle, where matrix algebra notation is employed so that one can readily extend the formulae to the general anisotropic case. As presented in [9], the complete functional pertinent to the scattering and radiation by a cavity-backed configuration shown in fig. 3.1 may be written as
Figure 3.1: Illustration of a typical radiation and scattering problem.

\[
F(E) = \frac{1}{2} \iiint_V \left\{ (\nabla \times E) \cdot \frac{1}{\mu_r} (\nabla \times E) - k_0^2 \epsilon_r E \cdot E \right\} dv \\
+ 2jk_0Z_0 \iint_S (E \times H^i) \cdot \hat{z} dS \\
+ \iiint_V F \cdot \left( jk_0Z_0J_i + \nabla \times \frac{1}{\mu_r} M_i \right) dv \\
- 2k_0^2 \iint_S (E \times \hat{z}) \cdot \left\{ \iiint_{S'} (E \times \hat{z}) \cdot \left( \mathbf{1} + \frac{1}{k_0^2} \nabla \nabla \right) G_0(r, r') dS' \right\} dS
\]

where \( J_i \) and \( M_i \) represent interior electric and magnetic current sources within the cavity \( V \); \( H^i \) is the incident field, if any, from the exterior region; the surface \( S \) encompasses the cavity aperture excluding the portion occupied by the antenna elements; \( \epsilon_r \) and \( \mu_r \) denote, respectively, the relative permittivity and permeability; \( k_0 \) is the free space wave number, \( \mathbf{1} \) the unit dyad, and \( G_0(r, r') \) the free space Green's function with \( r \) and \( r' \) denoting the observation and integration points.

3.2.1 FEM Subsystem

In proceeding with the discretization of (3.1), it is convenient to decompose it as

\[
F = F_V + F_S \quad (3.2)
\]
where $F_v$ denotes the volume integral contributions and similarly $F_s$ accounts for the surface integral contributions. The cavity volume is subdivided into $N$ tetrahedral elements $V_e$ ($e=1,2,...,N$), and within each tetrahedron as shown in Fig. 3.2 the field

\[ E = [V]_e^T \{E\}_e \]  \hspace{1cm} (3.3)

is expanded using edge-based elements as

\begin{align*}
[V]_e & = \left\{ \{V_x\}\{V_y\}\{V_z\}\right\}_e \\
\{V_u\} & = \\
& \begin{pmatrix} V_{u1} \\ V_{u2} \\ \vdots \\ V_{u6} \end{pmatrix}, \quad u = x, y, z \hspace{1cm} (3.4) \\
\{E\}_e & = \\
& \begin{pmatrix} E_1 \\ E_2 \\ \vdots \\ E_6 \end{pmatrix}_e
\end{align*}
in which $V_u$ is the $u$ ($u = x, y$ or $z$) component of the volume vector basis functions along the $i$th edge. The unknown vector $\{E\}_r$ has six entries, one for each tetrahedron edge. (Here we use square brackets for matrices and curly brackets for vectors). Inserting (3.3) into (3.1), and taking the first variation of $F_V$ with respect to $\{E\}_r$, yields

$$\delta F_V = \sum_r \{[A]_r \{E\}_r + \{K\}_r\}$$

(3.5)

where

$$[A]_r = \iiint_{V_r} \left\{ \frac{1}{\mu_r} [DV]_r [DV]_r^T - k_0^2 \epsilon_r [V]_r [V]_r^T \right\} dv$$

(3.6)

$$\{K\}_r = \iiint_{V_r} [V]_r \begin{pmatrix} j_{ix} \\ j_{iy} \\ j_{iz} \end{pmatrix} + \nabla \times \frac{1}{\mu_r} \begin{pmatrix} M_{ix} \\ M_{iy} \\ M_{iz} \end{pmatrix} dv$$

(3.7)

$$[DV]_r^T = \begin{bmatrix} \frac{\partial}{\partial y} \{V_x\} - \frac{\partial}{\partial z} \{V_y\} \\ \frac{\partial}{\partial z} \{V_x\} - \frac{\partial}{\partial x} \{V_z\} \\ \frac{\partial}{\partial x} \{V_y\} - \frac{\partial}{\partial y} \{V_x\} \end{bmatrix}$$

(3.8)

To carry out the above integrations, it remains to introduce the volume expansion or shape functions $V_r$. For our implementation we employed the linear edge-based shape functions for tetrahedral elements given in [30,31]. The explicit finite element matrix entries associated with a typical tetrahedron (as shown in fig. 3.2) are given in Appendix A for reference.
3.2.2 Boundary Integral Subsystem

To discretize the surface integrals in (3.1), the aperture is subdivided into triangular elements since these correspond to the faces of the tetrahedrals. Within each triangle, the field is represented as

$$\mathbf{E} = [S]^T \{E_s\},$$  \hspace{1cm} (3.9)

where

$$[S]_e = \{\{S_u\} \{S_v\}_e\},$$

$$\{S_u\} = \begin{pmatrix} S_{u1} \\ S_{u2} \\ S_{u3} \end{pmatrix} , \quad u = x, y$$ \hspace{1cm} (3.10)

$$\{E_s\}_e = \begin{pmatrix} E_{s1} \\ E_{s2} \\ E_{s3} \end{pmatrix}$$

in which $S_{ui}$ is the $u(u = x, y)$ component of the surface vector basis functions along the $i$th edge. On substituting (3.9) into the surface integrals of (3.1) and taking the first variation of $F_S$ with respect to $\{E_s\}_e$, we obtain

$$\delta F_S = \sum_e \{[B]_e \{E_s\}_e + \{L\}_e\}$$ \hspace{1cm} (3.11)

where

$$[B]_e = \iiint_{S_e} \iiint_{S_e'} \left\{ -2k_0^2[S_e][S_e]^T + 2 \left[ \frac{\partial}{\partial x'} \{S_u\} - \frac{\partial}{\partial y'} \{S_u\} \right] \left[ \frac{\partial}{\partial x'} \{S_v\}^T - \frac{\partial}{\partial y'} \{S_v\}^T \right] \right\} \cdot G_0(\mathbf{r}, \mathbf{r}') dS dS'$$ \hspace{1cm} (3.12)

and

$$\{L\}_e = j2k_0 Z_0 \int_{S_e} [S_e] \begin{pmatrix} H_y' \\ -H_z' \end{pmatrix} dS$$ \hspace{1cm} (3.13)
Note that in (3.12) the elements of the array $[S_i]$ are functions of the observation vector $r$, whereas the elements of $[S_i]^T$ are with respect to the integration point $r'$.

A suitable set of linear edge-based surface basis functions is

$$S_i(r) = \begin{cases} \frac{l_i}{2A_e} \hat{z} \times (r - r_i) & r \in S_i, \\ 0 & \text{otherwise} \end{cases}$$

(3.14)

In this expression (referring to fig. 3.3), $l_i$ denotes the length of the $i$th edge and $r_i$ is the position vector of the vertex opposite to the $i$th edge. Since each edge shares two triangles, one is defined as the plus and the other as the minus triangle. Therefore, $\epsilon(r)$ is given by

$$\epsilon(r) = \begin{cases} 1 & r \in S_e^+ \\ -1 & r \in S_e^- \end{cases}$$

(3.15)

where $S_e = S_e^+ + S_e^-$. The constant $A_e$ in (3.14) denotes the area of the plus or minus triangle depending on whether $r \in S_e^+$ or $r \in S_e^-$. We note that $S_i(r) \times \hat{z}$ yields the basis functions used by Rao. et al. [32] in their moment method solution of boundary integral equations. The explicit expressions for the boundary integral equation subsystem is given in Appendix B for reference.
3.2.3 Combined FE-BI System

To construct the final system for the solution of the electric field components we combine (3.5) and (3.11), and after assembly we obtain the system

\[ ([A][E] + [K]) + ([B][E_s] + [L]) = 0 \]  \hspace{1cm} (3.16)

In this, \([K]\) and \([L]\) are the excitation vectors due to the interior current sources and the exterior excitation, respectively. The unknown electric field vector \([E]\) consists of all field expansion coefficients with respect to the element edges except those coinciding with perfectly electrically conducting (PEC) walls, PEC antenna element(s) or PEC pins inside the cavity. Finally, the vector \([E_s]\) represents the unknown surface fields whose entries are part of those in \([E]\) with their corresponding edges on the aperture. The explicit expressions for the matrices and vectors in (3.16) can be readily extracted from (3.6), (3.7) and (3.12) (see also [33]). It is evident that \([A]\) and \([B]\) are symmetric as a result of the assumed isotropic medium and reciprocity. In addition, \([A]\) exhibits high sparsity due to the FEM formulation whereas \([B]\) is fully populated.

Two approaches may be followed in carrying out the solution of the combined subsystems when an iterative solver is employed such as the biconjugate gradient (BiCG) method [34]. These approaches differ in the manner used for the evaluation of matrix-vector products called for in the iteration steps. One could sum the coefficient matrices \([A]\) and \([B]\) by adding up the corresponding matrix entries prior to the execution of the BiCG algorithm, or instead the resulting vectors may be summed after carrying out the individual matrix-vector products. We observe that the first approach is more efficient in terms of computation time after reordering the combined matrix and storing only the non-zero elements. This is because, in the context of
this scheme, the combination of the two matrices is performed only once outside the iteration. However, the second approach is compatible with the BiCG-FFT scheme, where the FFT algorithm is employed to exploit the convolutional property of the integral operator, thus eliminating a need to explicitly store the entire BI matrix. The BiCG-FFT technique will be discussed in chapter 4.

3.3 Numerical Implementation

Based on the above presented FE-BI formulation, the hybrid method was implemented and a computer program was developed for the analysis of radiation and scattering by cavity-backed patch antennas of arbitrary shape. The antenna geometry/mesh is first generated as shown in fig. 3.4 and supplied to this program in an

![Figure 3.4: A typical geometry/mesh for a cavity-backed circular patch antenna.](image)

input file which, as a minimum, contains

(a) the nodes and their \((x, y, z)\) coordinates;

(b) the tetrahedral elements and the corresponding nodes forming each element:

(c) the nodes identifying the cavity aperture;
For arbitrary antenna geometries, it is necessary to employ a sophisticated volume mesh generation package and a number of these are available commercially. Typically each of these packages generates a "universal file" that can be readily preprocessed to extract the aforementioned input list. Given the above list of data, an interpretation routine is used to convert the information from node-elements to edge-elements. We usually refer this procedure as data preprocessing. The flow chart shown in fig. 3.5 describes the major implementation procedures from the mesh generation, a few data preprocessors, the FE-BI kernel, to the BiCG solution and finally the data output.

One of the primary complications in the hybrid technique implementation is the efficient treatment of combining the two separate subsystems. It is noted that the FEM sparse matrix is large in dimension but requires less storage space, while the boundary integral subsystem is always small in size but can be dominant in terms of memory demand. This is particularly true when the non-metallic portion on the cavity aperture predominates over the antenna radiating elements. Furthermore, the boundary integral subsystem in a general purpose hybrid FE-BI implementation is entirely independent from that of the FEM and even the basis functions can be independently developed. This also accounts for the two arbitrary numbering systems and combining them is a relatively complex task. One major advantage of the method however is that these two subsystems can be developed and validated individually.

Once both of the subsystems are verified, the coupling of the subsystems is accomplished by enforcing the boundary conditions implicitly on tangential $H$ fields via the integral representation and explicitly on tangential $E$ fields over the interior and
Figure 3.5: A flow chart describes the major implementation procedures from the mesh generation, a few data preprocessors, the FE-BI kernel, to the BiCG solution and finally the data output.
exterior regions. A significant effort was devoted to developing a program in such a manner so that both the storage and computational requirements can be minimized. Specifically, the boundary conditions on the metallic surfaces are enforced \textit{a priori} to condense the system which involves only nonzero field components. To this point, the sparse finite element matrix was stored as a single array of length $N_t N_{nz}$, where $N_t$ is the total number of unknowns within the cavity volume and $N_{nz}$ denotes the maximum number of nonzero row entries. The BI matrix was stored in different ways for the evaluation of the matrix-vector products. If the BiCG solution was to be carried out without special treatments (such as incorporating the FFT), then the $N_s \times N_s$ BI integral matrix is added to the FE array resulting in a 1-D array about $N_t N_{nz} + N_s^2$ long. For slot antennas, including cavity-backed spirals, and moderately sized systems, it was found preferable to use this scheme. In that case the generation of a single combined FE-BI matrix before execution of the BiCG algorithm reduces the computational requirements. This is because a number of operations associated with the repeated combinations of the FE and BI subsystems within the BiCG iteration is avoided. The alternative is to carry out the matrix–vector products for the FEM and BI subsystems separately. The advantage of the scheme becomes apparent when a special treatment is performed on to the numerical system for efficiency consideration and this will be investigated at certain depth in chapter 5.

3.4 Selected Numerical Results

We present below some representative numerical results for the purpose of validating and demonstrating the robustness of the tetrahedral formulation for scattering and radiation by different configurations of cavity-backed antennas. In each case the computed results via the FE-BI method are compared with reference measured or
calculated data.

**Scattering and radiation by a circular patch:**

Fig. 3.6 illustrates a circular patch residing on the surface of a 0.106 cm thick substrate having a relative dielectric constant of $\epsilon_r = 2.9$. The patch’s diameter is 2.6 cm and the substrate is enclosed in a circular cavity 6.292 cm wide. This cavity and the patch were recessed in a low cross section body for measuring its RCS. A comparison of the measured and calculated backscatter $\sigma_{\text{BB}}$ RCS as a function of frequency is also shown in fig. 3.6. For this computation the direction of the incident plane wave was $60^\circ$ from normal, and as seen the agreement between measurements and calculations is very good throughout the 4–9 GHz band. Input impedance measurements and calculations for the same patch are displayed in fig. 3.7. The probe feed in this case was placed 0.8 cm from the patch’s center and it is again seen that the measurements and calculations are in good agreement.

**Radiation by a one-arm conical spiral:**

We considered the modeling of this radiator to demonstrate the geometrical versatility of the FE-BI method. Two projections of the spiral radiator and surface mesh are illustrated in fig. 3.8. The top and bottom edges of the strip forming the spiral follow the lines $\rho = 0.0503\lambda \exp[0.221(\phi \pm 2.66)]$, $z = a_\pm \exp(0.221\phi)$, where $(\rho, \phi, z)$ denote the standard cylindrical coordinates, $a_\pm$ are equal to 0.0832$\lambda$ and 0.0257$\lambda$, respectively, and $0 < \phi < 2\pi$. This spiral arm resides on an inverted cone (9.24 cm tall) whose bottom cross section has a diameter of 1.68 cm and the top cross section has a diameter of 21.78 cm. For our calculations $\lambda = 30$ cm ($f = 1$ GHz) and the spiral was situated in a circular cavity 10.01 cm deep. The computed $E_\phi$ principal plane radiation pattern taken in the $\phi = 90^\circ$–plane, using a probe feed at the cavity base, is given in fig. 3.9. It is seen that this pattern is in good agreement with the
Figure 3.6: Comparison of the computed and measured $\sigma_{\theta\theta}$ backscatter RCS as a function of frequency for the shown circular patch. The incidence angle was 30° off the ground plane.

Figure 3.7: Comparison of the computed and measured input impedance for the circular patch shown in fig. 3.6. The feed was placed 0.8 cm from the center of the patch and the frequency was swept from 3 to 3.8 GHz.
data given in [35]. As can be expected, the $E_z$ pattern (not shown) differed from the measured data near the horizon because of interference from the finite circular cavity housing the spiral which was included in the analytical model. The latter was not part of the measurement configuration which consisted of the spiral antenna on a large circular plate.

**Annular slot impedance:**

Fig. 3.10 shows a narrow circular (0.75 cm wide) annular slot situated in a circular cavity 24.7 cm wide and 3 cm deep. Because the annular slot is narrow, the implementation of the BI subsystem is very small for this application and as a result there is no need to invoke the FFT in the BiCG algorithm. The FE-BI method is basically quite effective in modeling small aperture configurations without a need for special computational considerations. Input impedance calculations as a function of frequency for this radiator, excited by a probe placed across the slot, are shown in fig. 3.10, and agree well with the values calculated via a modal-boundary integral method [14]. For these calculations, the frequency was swept from 700–1000 MHz. The dielectric constant of the material filling the cavity was set to $\varepsilon_r = 1.35$ as in [36] and this is an effective value to account for the presence of a dielectric slot cover used as part of the measurement model for holding the plate.

**Stacked circular patch antenna:**

To demonstrate the capability of the developed hybrid technique, we now present a qualitative study and visualization of the near field distribution inside a cavity-backed, stacked circular patch antenna as shown in fig. 3.11. Note that the similar configuration with rectangular patch shape has been investigated and found a significant bandwidth increase. This is because of the dual frequency resonance due to the two stacked patches. The circular patches are more attractive than stacked
Figure 3.8: Illustration of the configuration and mesh of the one-arm conical spiral used for the computation of fig. 3.9.

Figure 3.9: Comparison of the calculated radiation pattern \((E_\phi)\), taken in the \(\phi = 90^\circ\)-plane, with data in reference [35] for the one-arm conical spiral shown in fig. 3.8.
Figure 3.10: Comparison of input impedance calculations for the illustrated cavity-backed slot.
rectangular patches because they occupy a small area when operated at the same frequency [37]. Unfortunately, no sufficient research on this geometry has been reported in the literature due to a lack of analysis tool.

It turns out that the above presented hybrid FEM technique is well suited for this study. To show this, we chose a cavity-backed, stacked circular patch antenna fed with an offset single vertical post underneath the lower patch to link the cavity base (viewed as a ground plane). No direct electric contact between the upper and the lower patches exists and thus the power transfer has to rely completely on the electromagnetic coupling from the lower to the upper patch. This can be clearly verified from the near field visualization, which is available and complete only via the PDE related techniques. (The laboratory measurement may provide the image of the field distribution above and near a microstrip [38].) Another interesting point is that though the antenna was fed with a single offset probe, the energy is concentrated at two distinct regions. One is around the probe feed, and the other is near the opposite location with respect to the center of the patch. The two regions act as out-of-phase electric pole to effectively excite the antenna. Although the patches are circular in shape, the offset excitation ensures the linear polarization in radiated fields.

Figure 3.11: Visualization of the near field distribution at the lower layer of a stacked circular patch antenna.
CHAPTER IV

Efficient Boundary Integral Subsystem — I

4.1 Introduction

As is known, the hybrid finite element–boundary integral method is accurate and capable of handling a variety of conformal antennas. However, the drawback associated with this technique and any other global truncation approaches can make it less attractive. This is especially true if one is interested in modeling large antenna systems (arrays). Although the FE–BI method is particularly suited for the configurations with relatively small aperture size and possibly complex cavity design (including feedlines, isotropy/anisotropy, other layers of metals, etc.), it would be much more useful to accelerate the speed and reduce the CPU requirement for the hybrid approach. One possible solution is the CG–FFT technique discussed in this chapter.

The boundary integral (BI) equation subsystem leads to a fully populated matrix whose size is determined by the number of aperture mesh edges. For large apertures, this analysis becomes impractical in terms of storage and computation time requirements, and to overcome this inefficiency, a uniform zoning of the aperture is required. By resorting to the structured mesh, the boundary integral matrix can be cast into a discrete convolutional form, thus permitting the computation of the matrix-vector
products via the discrete Fourier transform (DFT) and avoiding a need to store the full Bl matrix. This memory saving scheme has already been applied to IE solutions involving rectangular grids [39,34], and a similar implementation was also reported for triangular surface grids [40] involving inherent approximations. In this chapter, we first show that the BiCG-FFT solver can be precisely implemented on uniform triangular meshes. The differences between the rectangular and triangular meshes are also described. For non-rectangular antenna geometries, a special treatment referred to as the overlying scheme is proposed and discussed in section 4.3. A few results are presented which demonstrate the method's validity.

4.2 Application of Conjugate Gradient Algorithms

The Conjugate Gradient (CG) iterative solution of linear systems of equations has been extensively investigated and the representative references are collected in [41]. Although the state-of-the-art CG algorithms do not lend themselves as a robust input/output "black-box" [42], they are indeed capable of handling large-scale computational problems which may be impossible for direct system solvers. It is especially desirable to employ the algorithms when one seeks the solutions of large-scale numerical systems without resorting to costly computing resources.

4.2.1 BiCG Algorithm With Preconditioning

Conjugate gradient (CG) algorithms have been developed for over forty years [43,44] and one of the primary applications nowadays is to solve large scale linear systems, as aforementioned. It is noteworthy that there exist various versions of the CG algorithms, taking advantage of different properties of the matrix such as symmetric and sparsity. Also, preconditioning is often used to speed up convergence.
As suggested in [45,46], the algorithm used in this work is as follows:

Given

\[ p_1 = r_1 = b - A \cdot x_1 \]

\[ \bar{p}_1 = \bar{r}_1 \]

For \( k = 1, 2, 3, \ldots \)

\[ \alpha_k = \frac{\bar{r}_k \cdot r_k}{\bar{p}_k \cdot A \cdot p_k} \]

\[ r_{k+1} = r_k - \alpha_k A \cdot p_k \]

\[ \bar{r}_{k+1} = \bar{r}_k - \alpha_k^* A^T \cdot \bar{p}_k \]

\[ \beta_k = \frac{\bar{r}_{k+1} \cdot r_{k+1}}{\bar{r}_k \cdot r_k} \]

\[ p_{k+1} = r_k + \beta_k p_k \]

\[ \bar{p}_{k+1} = \bar{r}_{k+1} + \beta_k^* \bar{p}_k \]

\[ x_{k+1} = x_k + \alpha_k p_k \]

where \( \ast \) denotes the complex conjugate and \( T \) is the transpose. This version of the iterative algorithm is quite general in terms of the system matrix to be solved and is usually referred to as the Biconjugate gradient (BiCG) method for unsymmetric systems. If the matrix \( A \) is symmetric and the initial value is chosen as \( r_1 = r_1^* \), the algorithm can then be shortened to require only one matrix-vector product per iteration, since in each step \( \bar{r}_k \) and \( \bar{p}_k \) are complex conjugate of \( r_k \) and \( p_k \), respectively.

The ordinary conjugate gradient algorithm can be considered as a special case of the BiCG when \( A \) is Hermitian (i.e. \( A = A^T \)). Again in this case, the algorithm can be shortened to have about 50% less computational effort. The CG algorithm is also amenable to a straightforward interpretation of its convergence principle. Basically,
the algorithm minimizes the function

\[ f(x) = \frac{1}{2} x \cdot A \cdot x - b \cdot x \]

Hence \( x \) obtained from the CG algorithm after the \( k \) iteration steps becomes the solution of the equation

\[ \Delta f(x) = A \cdot x - b = 0 \]

The CG type of algorithms did not become competitive until preconditioning was introduced to improve the original system condition and significantly reduce the convergence rate. One simple preconditioner is the inverse of the original diagonal matrix. In our applications this preconditioning has been quite successful and is used in conjunction with the BiCG algorithm.

4.2.2 BiCG-FFT Algorithm For Linear System

In our work, the linear system of equations is usually large in size, partially full and partially sparse. The conjugate gradient (CG) type of algorithms can be used to alleviate the memory requirement since the LU decomposition requires excessive memory and CPU time. However, the partially dense matrix due to the boundary integral equation may still dominate the CPU demand. This is because the method of moment (MoM) always leads to a dense system by its nature. Solving the dense system in a traditional manner requires \( O(N^2) \) order of operations per iteration, where \( N \) is the boundary integral system dimension. Reduction of the operation counts will of course significantly decrease the solution time and this can be accomplished by recasting the BI system onto a few Toeplitz submatrices and making use of the fast Fourier transform (FFT) to carry out the matrix-vector products in the BiCG solver.
As described in the next section, the boundary integral equation can be cast into a convolutional form if a uniform grid is applied for discretization. This is not surprising since the Green's function is involved in the integration. To solve the equation using the CG algorithm, it remains to carry out the convolution at each iteration. To this end, one may calculate the convolution by taking the Fourier Transform of two spatial data sequences (arrays) in which the convolution becomes the product of the two 'frequency' sequences. An inverse transform of the product yields the result. In contrast to the order of $O(N^2)$ CPU requirement for a matrix-vector product in a traditional fashion, the scheme needs $O(N \log_2 N)$ operation counts if the FFT algorithm is employed. The operation reduction is indeed significant and the technique has the lowest CPU demand among integral equation solvers, including the fast multipole method (FMM) [47], thus is always preferred.

4.2.3 Convolutional Form of Boundary Integral

The boundary integral equation is discretized using the structured triangular grid, and the relation between the unstructured and structured mesh is described in the next section. We recognize that the triangular grid consists of equal right triangles as shown in fig. 4.1 and thus involves three different classes of edges (class 1, 2 and 3). These include the $x$-directed, $y$-directed and the diagonal edges, all of which are uniformly spaced. For the FFT implementation each class of edges is independently numbered in accordance with their geometric location. Specifically, the $i$th class will carry the numbering $(m, n)$ if the edge is the $m$th along the $x$ direction and the $n$th along the $y$ direction. The indices $(m, n)$ take the values

$$m = 0, 1, 2, \ldots, M^i$$

$$n = 0, 1, 2, \ldots, N^i$$
Figure 4.1: Structured mesh consists of equal right triangles with \( i = 1 \) for the \( y \)-directed edges, \( i = 2 \) for the diagonal edges and \( i = 3 \) for the \( x \)-directed edges. Consequently, we find that

\[
    M' = \begin{cases} 
        M - 2 & i = 1 \\
        M - 1 & i = 2 \\
        M - 1 & i = 3 
    \end{cases} \\
    N' = \begin{cases} 
        N - 1 & i = 1 \\
        N - 1 & i = 2 \\
        N - 2 & i = 3 
    \end{cases} 
\]  

(4.1)

where \( M \) and \( N \) denote the numbers of elements along the \( x \) and \( y \) directions, respectively.

To perform the integrations for the evaluation of the boundary integral matrix elements, it is now convenient to rewrite the basis functions (3.14) in terms of the new indices \( (m, n) \). We readily find that the edge-based basis functions associated
with each of the aforementioned class of edges can be rewritten as

\[
S_{mn}^1(x, y) = \begin{cases} 
\frac{(n \Delta y - y) \hat{x} + (x - m \Delta x) \hat{y}}{\Delta x} & (x, y) \in S_1^+ \\
(y - (n + 1) \Delta y) \hat{x} + ((m + 2) \Delta x - x) \hat{y} & (x, y) \in S_1^- \\
0 & \text{otherwise}
\end{cases}
\]

\[
S_{mn}^2(x, y) = \frac{\sqrt{(\Delta x)^2 + (\Delta y)^2}}{\Delta x \Delta y} \begin{cases} 
(n \Delta y - y) \hat{x} + (x - (m + 1) \Delta x) \hat{y} & (x, y) \in S_2^+ \\
(y - (n + 1) \Delta y) \hat{x} + (m \Delta x - x) \hat{y} & (x, y) \in S_2^- \\
0 & \text{otherwise}
\end{cases}
\]

\[
S_{mn}^3(x, y) = \begin{cases} 
\frac{((n + 2) \Delta y - y) \hat{x} + (x - (m + 1) \Delta x) \hat{y}}{\Delta y} & (x, y) \in S_3^+ \\
(y - n \Delta y) \hat{x} + (m \Delta x - x) \hat{y} & (x, y) \in S_3^- \\
0 & \text{otherwise}
\end{cases}
\]

where the superscripts refer to the edge class. After the discretization and assembly processes, one obtains a discretized version of the BI system, from which each entry of the boundary matrix-vector product can now be calculated as

\[
\{\text{BI subsystem}\} = [B] \{E_s\} = \sum_{j=1}^3 \sum_{m'=0}^{M_j} \sum_{n'=0}^{N_j} B_{mn,m'n'}^{ij} E_{m'n'}^j
\]

in which \((m, n)\) are the geometric location indices for the \(i\)th class observation edges whereas \((m', n')\) are the same for the \(j\)th class edges belonging to integration elements. Thus, the specification of the indices \(i, m\) and \(n\) completely defines the entry \(k_i = nM^i + M\) of the column resulting after the execution of the boundary matrix-vector product. It is readily found that

\[
B_{mn,m'n'}^{ij} = -2k_0^2 \int_{S_1} \int_{S_2} S_{mn}^i \cdot S_{m'n'}^j G_0(r, r') \, dx \, dy \, dx' \, dy'
+ \frac{8}{(\Delta x \Delta y)^2} \int_{S_1} \int_{S_2} \epsilon_i(r) \epsilon_j(r) l_i l_j G_0(r, r') \, dx \, dy \, dx' \, dy'
\]
More importantly, it can be shown that the BI subsystem (4.6) exhibits the convolutional property 
\[ B^{ij}_{m,n,n'} = B^{ij}_{(m-m',n-n')} \]
and thus we can rewrite (4.5) as

\[ [B]{E_s} = \sum_{j=1}^{3} B^{ij} \ast E^j \quad (4.8) \]

where the \( \ast \) denotes convolution. The proof will be presented in the end of this section to ensure the smooth discussion of the remaining procedure. It is now seen that the computation of the boundary matrix-vector product can be performed by employing the 2-D discrete Fourier transform (DFT), thus avoiding a need to store the BI matrix other than those entries which are unique. When the symmetry property of \( B^{ij}_{(m-m',n-n')} \) is also invoked, implying

\[ B^{ij}_{(m-m',n-n')} = B^{ji}_{(m'-m,n'-n)} \quad (4.9) \]

it is concluded that the total non-redundant entries in the BI matrix are

\[ N_p = \sum_{i=1}^{3} \sum_{j=1}^{3} N^i(M^i + M^j - 1) \quad (4.10) \]

This should be compared to the \( (\sum_{i=1}^{3} M^i N^i)^2 \) entries whose storage would normally be required if the BI system was not cast in convolutional form and it is noteworthy that \( N_p \) is much smaller in number. To avoid aliasing, it is necessary that \( B^{ij}_{(m-m',n-n')} = B^{ij}_{p}(\tilde{m}, \tilde{n}) \) be cast in a 2-D array which has the usual periodic form, and zero padding may also be required to make use of the standard FFT routines. Specifically, the matrix-vector product (4.5) is executed by using the MFT \( \times \) NFT
array

\[
B_p^{ij}(\tilde{m}, \tilde{n}) = \begin{cases} 
B^{ij}(-\tilde{m}, -\tilde{n}), & 0 < \tilde{m} < M, \\
B^{ij}(-\tilde{m}, -\tilde{n}), & 0 < \tilde{n} < N, \\
B^{ij}(\tilde{m}, -1 - \text{NFT}), & 0 < \tilde{m} < M, \\
B^{ij}(\tilde{m}, \tilde{n} - 1 - \text{NFT}), & 0 < \tilde{m} < M, \text{NFT} - N + 1 < \tilde{n} < \text{NFT}, \\
B^{ij}(\tilde{m} - \text{MFT}, \tilde{n} - 1 - \text{NFT}), & \text{MFT} - M + 1 < \tilde{m} < \text{MFT}, \text{NFT} - N + 1 < \tilde{n} < \text{NFT}, \\
0 & \text{otherwise}
\end{cases}
\]

(4.11)

with the corresponding field vector given by

\[
E_p^{ij}(\tilde{m}, \tilde{n}) = \begin{cases} 
E^{ij}(\tilde{m}, \tilde{n}), & 0 < \tilde{m} < M, \ 0 < \tilde{n} < N, \\
0 & \text{otherwise}
\end{cases}
\]

(4.12)

and MFT and NFT must be powers of 2 if a radix 2 FFT algorithm is used.

In the BiCG-FFT algorithm the BI subsystem vector is symbolically computed as

\[
\{\text{BI subsystem}\} = \sum_{i=1}^{3} \hat{S} \left\{ \text{DFT}^{-1} \left\{ \text{DFT}\{B_p^{ij}\} \cdot \text{DFT}\{E_p^{ij}\} \right\} \right\}
\]

(4.13)

The presence of the operator \(\hat{S}\) indicates the necessary reordering of the 2-D array which results after the inverse FFT operation into a single column with the proper indexing for addition to the FEM subsystem. It should be remarked that in contrast to [40] the integrals (4.6) are evaluated without introducing any approximation. This is necessary to preserve the symmetry feature of the global combined system.

As promised, we now show (4.8), or the relation \(B_{m,n,m',n'}^{ij} = B_{(m-m',n-n')}^{ij}\) to conclude this section. To simplify the proof, we refer to fig. 4.2 and consider only the first integral in (4.6). The same proof can be applied to the second integral in (4.6). In addition, with no loss of generality for the proof, the \(i = 1\) class edges
Figure 4.2: Illustration of two triangles with the corresponding indices to help to prove the convolutional property of the boundary integral.

(y-directed) in $S^+_i$ for the trial function and the $i = 2$ class edges (diagonal) in $S^-_i$ for the testing function will be used. To this point, substituting $S^1_{mn}(x, y)$ in $S^+_i$ and $S^2_{m'n'}(x, y)$ in $S^-_i$ into the first term in (4.6) yields

$$\text{Int}_{mn, m'n'} = C \int_{S^+_i} \int_{S^-_i} \int_{S^+_i} \int_{S^-_i} [(n\Delta y - y)(n'\Delta y - y') + (x - m\Delta x)(m\Delta x + 2\Delta x - x')]$$

$$G_0 [(x - x)'\hat{x} + (y - y)'\hat{y}] \, dxdydx'dy'$$

(4.14)

where $C$ is a constant coefficient and its detailed form is not of our concern for this proof. Note that the integration limits should be set as $[m\Delta x, (m + 1)\Delta x]$ and $[n\Delta y, (n + 1)\Delta y]$ for the unprimed coordinates and similarly for the primed ones. Therefore, (4.14) will be simplified if the following transforms are introduced, viz.

$$x = m\Delta x + \xi \quad x' = m\Delta x + \xi'$$

$$y = n\Delta y + \eta \quad y' = n\Delta y + \eta'$$

(4.15)

Indeed, on substituting the transforms, one obtains

$$\text{Int}_{mn, m'n'} = C \int_0^{\Delta x} \int_0^{\Delta y} \int_0^{\Delta x} \int_0^{\Delta y} [\eta\eta' + \xi(2\Delta x - \xi')] G_0 \left\{ \hat{x}[(m - m')\Delta x + (\xi - \xi')] + \hat{y}[(n - n')\Delta y + (\eta - \eta')] \right\} \, d\xi d\eta d\xi' d\eta'$$

(4.16)
Although this integral may not be expressible in terms of an elementary function, one is however assured that the resulting expression must be a function of \([m - m', n - n']\) no matter what form the Green's function \(G_0\) will take. Mathematically, it means

\[
\text{Int}_{m_n,m'n'} = \text{Int}_{m-m',n-n'}
\]  

(4.17)

This is the desired relation. From the proof, we can conclude that the convolution in (4.8) holds.

### 4.3 Mesh Overlay Scheme

As described above, the BiCG-FFT solver requires uniform aperture gridding so that the BI subsystem can be put in block circulant form. This can be always achieved during mesh generation whenever the patches are rectangular in shape or in case of radiators which are placed at some distance (usually small) below the aperture as shown in fig. 4.3(a). In the latter case, one might need to add an appropriate absorbing material around the edge/corner of the cavity near the aperture to avoid possible edge/corner effects, especially when the aperture size is not large enough. Fig. 4.3(b) shows the example of this implementation.

#### 4.3.1 Field Transformations

However, for circular, triangular, or other non-rectangular patches on the aperture, it is not natural to construct a uniform mesh using the mesh generator. Typically, the aperture mesh is necessary to conform to the patch shape, leading to an unstructured free surface grid. In this case, to make use of the efficient, low memory BiCG-FFT algorithm, an approach is proposed to overlay on the unstructured aperture grid another coincident structured grid as shown in fig. 4.4. The boundary integral subsystem is then constructed by using the overlaid uniform grid whose edge
Figure 4.3: Printed circular patch antenna is modeled using the recessed scheme to incorporate the BiCG-FFT algorithm. (a) Illustration of the configuration; (b) Comparisons of the BiCG-FFT result with that of the ordinary FE-BI technique presented in chapter 3.
fields can be related to those on the unstructured grid via two sparse transformation matrices. That is, it is necessary to append to the system (3.11) the relations

\[
\begin{align*}
\{E_s\}_u &= [T_F]\{E_s\}_{nu} \\
\{E_s\}_{nu} &= [T_B]\{E_s\}_u
\end{align*}
\]

where the subscripts \(u\) and \(nu\) refer to the field coefficients of the uniform and non-uniform aperture grids, respectively. Also, \([T_F]\) and \([T_B]\) refer to the forward and backward transformation matrices, respectively, with \(N_u\) and \(N_{nu}\) denoting the numbers of the uniform and non-uniform mesh edges on the cavity aperture.

To derive the elements of \([T_F]\), we begin with the expansion (3.14) and enforce it at three points on each edge belonging to the uniform grid. We conveniently place these three points at the center and ends of the edge (see fig. 4.5).

Given the fields at these points, we can interpolate the field along the \((m,n)\) edge
Figure 4.5: Illustration of the parameters and geometry used in constructing the transformation matrix elements between the structured and unstructured mesh.

of the uniform grid using the weighted average

\[
(E_u)_{(m,n)} = \frac{1}{2} \hat{e}_u \cdot \left\{ \frac{1}{2 N_{end_1}} \sum_{k=1}^{N_{end_1}} E_{nu}^k (r_{end_1}) \right\} \\
+ \frac{1}{N_{mid}} \sum_{k=1}^{N_{mid}} E_{nu}^k (r_{mid}) \\
+ \frac{1}{2 N_{end_2}} \sum_{k=1}^{N_{end_2}} E_{nu}^k (r_{end_2}) \right\}
\]

(4.19)

in which \( \hat{e}_u \) denotes the unit vector along \( x, y \) or the diagonal, depending on the class of edge being considered. The quantities \( E_{nu}^k \) represent the fields in the non-uniform grid triangles with the superscript \( k \) being a sum variable in case \( r_{end_1}, r_{end_2} \) or \( r_{mid} \) specify a point shared by more than one triangle. Obviously, \( N_{end_1}, N_{mid} \) and \( N_{end_2} \) denote the number of non-uniform grid triangles sharing the node at \( r_{end_1}, r_{mid} \) and \( r_{end_2} \), respectively, and will typically be equal to unity.

After assembling (4.19) into (4.18) we find that the elements of the forward
transformation matrix are given by

\[(T_F)_{ij} = \frac{1}{2} \xi_{ij} \left\{ \frac{1}{2N_{\text{end}_1}} \sum_{k=1}^{N_{\text{end}_1}} \sum_{\ell=1}^{3} \xi_{ij}\mathbf{S}_{\ell}^k(r_{\text{end}_1}) \right. \\
+ \frac{1}{N_{\text{mid}}} \sum_{k=1}^{N_{\text{mid}}} \sum_{\ell=1}^{3} \xi_{ij}\mathbf{S}_{\ell}^k(r_{\text{mid}}) \\
+ \frac{1}{2N_{\text{end}_2}} \sum_{k=1}^{N_{\text{end}_2}} \sum_{\ell=1}^{3} \xi_{ij}\mathbf{S}_{\ell}^k(r_{\text{end}_2}) \right\} \quad (4.20)\]

in which

\[\xi_{ij} = \begin{cases} 
1 & j = j_i \\
0 & \text{otherwise}
\end{cases}\]

and the global indices \(i\) and \(j\) correspond to the \(i\)th uniform grid edge and the \(j\)th non-uniform grid edge. The subscript \(j_i\) is the global index used in numbering the non-uniform grid edges, whereas the subscript \(\ell\) \((\ell = 1, 2, 3)\) is the local edge index used in the definition of the basis functions \(\mathbf{S}_{\ell}\). We remark that the explicit computation and storage of the transformation matrix elements results in a substantial increase in efficiency because it avoids the usual assembly process during each iteration step and that the proposed overlay scheme allows the analysis of large non-rectangular patch arrays because storage of fully populated BI system matrix is avoided. The user needs to only provide an additional data file which flags the uniform grid edges lying on a PEC element and this is an important user-oriented feature of the formulation.

Following the same procedure, we can obtain the expression for the entries of the backward transformation matrix. It should be noted that assuming each uniform grid edge traverses three or less non-uniform grid triangles, the non-zero entries in each row of \([T_F]\) will be 9 or less. However, they can reach a maximum of 18 if the midpoint and endpoints reside on an edge of the non-uniform grid. The maximum non-zero entries in each row of \([T_B]\) will be 15, but the typical number is much less.
4.4 Results

Figure 4.6 shows a cavity-backed 2 \times 2 patch array, where each patch is a right angled triangle. Since this geometry is adaptable to a uniform mesh with right angled triangles, it is used to verify our proposed FE-BI technique incorporated with the BiCG-FFT system solver. The developed FE-BI code with the BiCG-FFT is first compared with the original version of the hybrid FE-BI technique described in chapter 3. As shown in fig. 4.7, the monostatic radar cross section (RCS) pattern over the space $0 \leq \theta \leq 90^\circ$ at the $\phi = 0$ plane agrees very well with that computed using the regular BiCG solver.

It is also informative to compare the scattered fields by the same cavity-backed structure without the patch array to find the contribution of the array to scattering. Figure 4.8 shows the monostatic RCS patterns by the aperture with the absence of the patch array. Again, the computations were obtained using both the regular BiCG and BiCG-FFT versions of the FE-BI methods. As can be seen, the level of the scattered field at the normal incidence reaches above zero in dB/\lambda^2 with the presence of the patch array, whereas the scattering by the aperture at the same incidence is about 23 dB/\lambda^2 lower.

To verify the overlaying scheme for nonrectangular geometry, we evaluated a bistatic RCS scattering as shown in fig. 4.9 by a cavity-backed circular patch antenna. In this case, the dielectric fillings of $\epsilon_r = 4$ and $\epsilon_r = 10$ inside the cavity were used, respectively, and the results obtained using the regular BiCG FE-BI method are compared with those computed using the BiCG-FFT with the overlaying transformations. It is observed that the agreement is quite satisfactory in scattering analysis.
For radiation analysis (e.g. input impedance) where an accurate prediction of the near-zone fields may be required, the accuracy of the overlaying scheme can be significantly enhanced by considering the trial-testing element’s interactions in the boundary integral. Specifically, it is suggested to separate the interactions between the closed-region elements from the far zone weak couplings. The strong close-region couplings are treated using the normal method of moments, whereas the weak couplings are computed using the fast algorithm. This approach has been reported (see e.g. [47]), and once combined with the overlaying scheme, it can be used to control the accuracy of the FE-BI technique in an adaptive manner.
Figure 4.7: Comparisons of the monostatic radar cross section scattering by a $2 \times 2$ triangular patch array shown in fig. 4.6. The results were computed using the regular BiCG FE-BI technique described in chapter 3 and using the BiCG-FFT proposed in this chapter.

Figure 4.8: Comparisons of the monostatic radar cross section scattering by an empty aperture with the same cavity size and dielectric filling ($\epsilon_r=1$) as the structure shown in fig. 4.6. Again, the results were calculated using the regular BiCG FE-BI technique described in chapter 3 and using the BiCG-FFT proposed in this chapter.
Figure 4.9: Bistatic RCS scattering by a circular patch antenna modeled using the regular BiCG FE-BI and the BiCG-FFT algorithm with overlaying transform.
CHAPTER V

Efficient Finite Element Subsystem — II

5.1 Introduction

As demonstrated in the previous two chapters (also reported in [13.29.48]), a hybrid finite element-boundary integral technique [48.13] can be employed for characterizing conformal antennas of arbitrary shape [29]. Indeed, planar/non-planar, rectangular/non-rectangular designs, ring slot or spiral slot antennas with probe, coax cable or microstrip line feeds can be simulated with this formulation. This is because of the geometrical adaptability of tetrahedral elements used for the implementation. However, in practice, certain configurations require extremely high sampling rates due to the presence of fine geometrical details. Among them are a variety of slot antennas (spirals, rings, slot spirals, cross slots, log-periodic slots, etc.), where the slot width is much smaller than the other dimensions (cavity diameter or inter-distance of slots). In these cases, the mesh is extremely dense (with over 50, 100 or even higher samples per wavelength), whereas typical discretizations involve only 10-20 elements per wavelength. This dense sampling rate is especially severe for 3-D tetrahedral meshes, where the geometrical details usually distort the tetrahedrals. The numerical system assembled from this type of mesh often leads to a large system condition due to the degraded mesh quality. Also, mesh generation is
Figure 5.1: Geometry of cavity-backed microstrip antennas

tedious and the solution CPU time is unacceptably large.

In this chapter, we propose a finite element-boundary integral formulation using edge-based triangular prism elements. It can be shown that this element choice is ideally suited for planar antenna configurations containing spirals, circular and triangular slots. Among many advantages of the prismatic elements, the most important is the simplicity of mesh generation. Also, much smaller number of unknowns is required for an accurate and efficient modeling of complex geometries. Below, we begin by first outlining the finite element-boundary integral (FE-BI) formulation for slot antenna modeling. A new, physically meaningful, set of edge-based functions for prisms is then presented to generate the discrete system of equations. Finally, the applications of the proposed hybrid FE-BI method to various antenna radiation and scattering problems are given to conclude the chapter.

5.2 Hybrid FE–BI Formulation

Consider the cavity-backed slot antenna shown in fig. 5.1 where the cavity is recessed in a ground plane. To solve for the E-field inside and on the aperture of the
cavity, a standard approach is to extremize the functional (3.1) which, for radiation and scattering problems, may be generalized as

\[ F(\mathbf{E}) = \frac{1}{2} \iiint_{V} \left\{ (\nabla \times \mathbf{E}) \cdot \bar{\mu}_r^{-1} \cdot (\nabla \times \mathbf{E}) - k_0^2 \mathbf{E} \cdot \bar{\epsilon}_r \cdot \mathbf{E} \right\} dV \]

\[ + \iiint_{V_s} \mathbf{E} \cdot \left( jk_0 Z_0 \mathbf{J}' + \nabla \times \bar{\mu}_r^{-1} \cdot \mathbf{M}' \right) dV \]

\[ + jk_0 Z_0 \int_{S_0 + S_f} \mathbf{E} \cdot (\mathbf{H} \times \hat{n}) dS \]  \hspace{1cm} (5.1)

where \( \bar{\epsilon}_r \) and \( \bar{\mu}_r \) denote the relative tensor constitutive parameters of the cavity medium. \( Z_0 \) and \( k_0 \) are the free space impedance and propagation constant, respectively, \( S_0 \) represents the aperture (or slots) excluding the metallic portions and \( S_f \) denotes the junction opening to the guided feeding structures. Also, \( V_s \) is the volume occupied by the source(s) (\( J' \) or \( M' \)) and \( \mathbf{H} \) is the corresponding magnetic field on \( S_0 \) and \( S_f \) whose outer normal is given by \( \hat{n} \). As before, the explicit knowledge of \( \mathbf{H} \) in (5.1) is required over the surface \( S_0 \) and \( S_f \) (also referred to as mesh truncation surfaces) for a unique solution of \( \mathbf{E} \). Specifically, the magnetic field \( \mathbf{H} \) over \( S_0 \) may be replaced in terms of \( \mathbf{E} \) via a boundary integral (BI) or absorbing boundary condition (ABC), whereas \( \mathbf{H} \) on \( S_f \) is determined on the basis of the given feeding structure.

This version of the functional as compared to (3.1) allows an easy inclusion of various feed models, such as aperture coupled slot, coax cable, etc. (see chapter 6 for details).

In this chapter since we concentrate on improving the FEM efficiency, therefore the boundary integral method will be employed as in chapter 3. It will be seen that this implementation indeed meets the accuracy need without extra CPU burden. In the context of the FE-BI, \( \mathbf{H} \) is represented by the integral

\[ \mathbf{H} = \mathbf{H}^{s0} + 2jk_0 Y_0 \int_{S_0} \overline{G}_0(\mathbf{r}, \mathbf{r}') \cdot (\hat{z} \times \mathbf{E}(\mathbf{r}')) \, ds' \]  \hspace{1cm} (5.2)

where \( \overline{G} \) is the electric dyadic Green's function of the first kind such that \( \hat{n} \times \overline{G} = 0 \) is satisfied on the (planar, spherical or cylindrical) metallic platform (refer to chapter 1).
For the antenna problem shown in fig. 5.1 where the platform is a planar ground plane, \( \mathbf{G} \) becomes the half space dyadic Green's function

\[
\mathbf{G} = \left( \mathbf{I} + \frac{1}{k_0^2} \mathbf{\nabla}\mathbf{\nabla} \right) \frac{e^{-jk_0|\mathbf{r}-\mathbf{r}'|}}{4\pi|\mathbf{r}-\mathbf{r}'|}.
\]  

(5.3)

with \( \mathbf{r} \) and \( \mathbf{r}' \) being the observation and integration points, respectively, and \( \mathbf{I} = \mathbf{\hat{x}}\mathbf{\hat{x}} + \mathbf{\hat{y}}\mathbf{\hat{y}} + \mathbf{\hat{z}}\mathbf{\hat{z}} \) is the unit dyad. In connection with our problem, i.e. that of a cavity recessed in a ground plane, \( \mathbf{H}^0 \) is equal to the sum of the incident and reflected fields for scattering computations, or zero for antenna parameter evaluations.

To discretize the functional (5.1), we choose to subdivide the volume region using prismatic elements as shown in fig. 5.2 and fig. 5.3. The field in each of the prisms can be approximated using the linear edge–based expansion [49–51]

\[
\mathbf{E}^c = \sum_{j=1}^{9} E_j^c \mathbf{V}_j = [\mathbf{V}]_e^T \{\mathbf{E}^c\},
\]  

(5.4)

where \([\mathbf{V}]_e = \{\mathbf{V}_x\}, \{\mathbf{V}_y\}, \{\mathbf{V}_z\}\), and \(\{\mathbf{E}^c\} = \{E_x^c, E_y^c, \ldots, E_z^c\}^T\). The vectors \(\{\mathbf{V}_u\}, u = x, y, z\), are of dimension \(m = 9\) and they simply represent the \(x, y, z\) components of \(\mathbf{V}_j\) associated with the \(j\)th edge of the \(e\)th element. Since \(\mathbf{V}_j^c\) are chosen to be edge–based functions, the unknown coefficients \(E_j^c\) represent the average field along the \(j\)th edge of the \(e\)th element. A corresponding representation for the aperture fields is

\[
\mathbf{E}(\mathbf{r}) = \sum_{i=1}^{3} E_i^a \mathbf{S}_i(\mathbf{r}) = [\mathbf{S}]_a^T \{\mathbf{E}^a\},
\]  

(5.5)

where \([\mathbf{S}]_a = [S_x, S_y]\), and \(\mathbf{V}(\mathbf{r})\) reduces to \(\mathbf{S}^a(\mathbf{r})\) when the position vector is on the slot.

To generate the discrete system for \(E_j^c\), (5.4) and (5.5) are substituted into (5.1) and subsequently \(F(\mathbf{E})\) is differentiated with respect to each unknown \(E_j^c\). With the
Figure 5.2: Illustration of tessellation using prisms

Figure 5.3: Right angled prism
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and then apply the procedure discussed in [49, 53, 54]. However, an alternative and more physically meaningful approach can be employed for the construction of the edge elements. Referring to fig. 5.2, it is evident that if \( \mathbf{r} \) is in the \( xy \) plane, then \( S_i^e \) in (5.11) gives the area of another triangle \( 12'3' \) such that the lengths of edges joining the nodes \( 2 - 3 \) and \( 2' - 3' \) are equal. With this definition of \( \mathbf{r} \), we define a vector

\[
\mathbf{S}_i = \frac{l_i}{2S_e} \hat{z} \times (\mathbf{r} - \mathbf{r}_i)
\]

(5.12)

where \( \hat{z} \cdot \mathbf{S}_i = \frac{S_i^e}{S_e} \). That is, the vector component along \( \hat{z} \) has a magnitude which is equal to the ratio of the areas of the triangle \( 12'3' \) to that of \( 123 \). We observe that (5.12) is simply the edge-based expansion for the triangular elements [32] and is the appropriate expansion to be used in (5.5). The corresponding volumetric basis functions can be obtained by inspection, viz.

\[
\begin{align*}
\mathbf{V}_i &= \frac{(z - \Delta z)}{\Delta z} \mathbf{S}_i & i &= 1, 2, 3 \\
\mathbf{V}_j &= \frac{(z_c + \Delta z - z)}{\Delta z} \mathbf{S}_i & j &= 4, 5, 6 \\
\mathbf{V}_k &= \hat{z} \zeta_k & k &= 7, 8, 9
\end{align*}
\]

(5.13)

where \( \zeta_k \) is the triangle simplex coordinate associated with the \( k \)th prism vertex at \( (x_k, y_k) \). As illustrated in fig. 5.3, \( z_c \) and \( h = \Delta z \) represent the offset coordinate and the prism height, respectively. When (5.13) are substituted into (5.7), the resulting integrals can be evaluated in closed form as given in the Appendix C. However, the integrals resulting from the substitution of (5.12) into (5.9) must be carried out numerically, except the self-cells which can be performed analytically as discussed by Wilton [55].
5.4 Applications

Thin slot antenna structures have been treated using the above formulated FE-BI technique and certain modeling results will be presented in this section to demonstrate the validity and capability of the approach.

Radiation and scattering by an Annular Slot:

To evaluate the accuracy and efficiency of the prismatic mesh and the aforementioned implementation, we first consider the analysis of the narrow annular slot (0.75 cm wide) shown in fig. 5.4. The slot is backed by a metallic circular cavity 2.7 cm in diameter and 3 cm deep. The FE-BI method is quite attractive for this geometry because the slot is very narrow and most of the computational requirements are shifted on the finite element portion of the system. The calculation shown in fig. 5.5 were carried out using the prismatic and tetrahedral elements [29]. As seen, they overlay each other. However, only 1024 prisms were needed for modeling the cavity, whereas the number of the tetrahedral elements for this homogeneously filled cavity were 2898 for acceptable element distortion. If a multi-layered structure was considered, or a similar system condition was used as a criterion for mesh generation, then much more tetrahedrals than prisms would be needed for modeling such a structure. Moreover, the prismatic mesh is trivially generated given the slot outline. In contrast, substantial time investment is required for generating and post-processing the tetrahedral mesh.

Frequency Selective Surfaces:

Frequency selective surfaces (FSS) structures [56,57] are arrays of tightly packed periodic elements which are typically sandwiched between dielectric layers. The periodic elements may be of printed form or slot configurations designed to resonate
at specific frequencies. As such, they are penetrable around the element resonances and become completely reflecting at other frequencies. To meet bandwidth design specifications, stacked element arrays may be used in conjunction with dielectric layer loading.

Here we shall consider the analysis of FSS structures (with slot elements) via the FE–BI method. Because of the fine geometrical detail associated with the FSS surface, the finite element method has yet to be applied for the characterization of FSS structures, but use of prismatic elements makes this a much easier task. Of particular interest in FSS design is the determination of the transmission coefficient as a function of frequency, and since the array is periodic, it suffices to consider a single cell of the FSS. For computing the transmission coefficient $T$, the periodic cell is placed in a cavity as shown in fig. 5.6 and the structure is excited by a plane wave impinging at normal incidence. Assuming that near resonance the wave transmitted through the FSS screen will retain its TEM character, the transmission line concept can be used to find the scattered field

$$E^s = \frac{\alpha T^2}{1 - \alpha R}$$
Figure 5.5: Scattering: Bistatic (co-pol) RCS patterns computed using the tetrahedral FE-BI code and the prismatic FE-BI code. The normally incident plane wave is polarized along the $\phi = 0$ plane and the observation cut is perpendicular to that plane. Radiation: X-pol and Co-pol radiation patterns in the $\phi = 0$ plane from the annular slot antenna shown in fig. 5.4. The solid lines are computed using the tetrahedral FE-BI code whereas the dotted lines are computed using the prismatic FE-BI code. The excitation probe is placed at the point $(y=0)$ marked in fig. 5.4.
Figure 5.6: Illustration of the setup for computing the FSS transmission coefficient
Upper figure: periodic element (top view); Lower figure: periodic element in cavity (cross-sectional view)
where $T$ is the transmission coefficient of the FSS, $R = 1 - T$ and $\alpha$ is the reflection coefficient associated with the cavity base. To reduce the multiple interactions within the cavity, it is appropriate to terminate the cavity with some absorber, thus reducing the value of $\alpha$ to less than 0.1. Since $R$ is also small near resonance, a good approximation for $T$ is

$$T_{dB}^{(0)} = 10 \log \left| \frac{E^s}{\alpha} \right|$$

and upon considering the next higher order cavity interactions, we have

$$T_{dB} \approx T_{dB}^{(0)} + 10 \log \left[ 1 - \alpha(1 - T^{(0)}) \right].$$

A more direct and traditional computation of $T_{dB}$ would involve the placement of the FSS element in a thick slot [58]. However, this requires enforcement of the boundary integral over the entire lower surface of the slot, leading to a much more computationally intensive implementation.

The above FSS modeling approach was applied for a characterization of single layer and multi-layer FSS structures. In both cases, the periodic element was a slot configuration. The geometry of the single layer periodic element is shown in fig. 5.6 and consists of a planar slot array on a dielectric layer 0.0762 cm thick and having $\epsilon_r = 4.5$. The FE-BI calculation using prismatic elements is given in fig. 5.7. Clearly, our calculations are in good agreement with the measurements and data based on the more traditional method of moments [59, 60].

The geometry of the multilayer radome considered in our study is given in fig. 5.8. The total thickness of the FSS was 6.3072 cm and is comprised of two slot arrays (of the same geometry) sandwiched within the dielectric layers. For modeling purpose, a 1.54cm thick absorber is placed below the FSS as shown in fig 5.8. From the
Figure 5.7: Calculations and comparisons of transmission through the FSS structure shown in fig. 5.6

calculated results, it is seen that the results generated by the FE-BI method are in good agreement with the measurements.

Radiation Property study of Conformal Slot Spiral Antenna:

Consider a typical Archemidean slot–spiral antenna shown in fig. 5.9. This antenna is built on a double-sided PCB with its two arms following the expression: \( r = a \theta + \beta \), where \( a = 0.1333\text{cm} \) and \( \beta = 2.8595\text{cm} \). One arm can be determined from the other by rotating 180\(^\circ\) counterclockwisely. It is noted that this structure differs from the conventional design in that the central portion of the spiral is not fabricated. The reasoning for it relies on the facts that the antenna is designed with a bandwidth less than 30\%, and that the central portion usually requires a careful fabrication because of the geometric details, and still that the central space may be used for possibly complex feed network. One of our goal is to study the effect of this...
Figure 5.8: Upper figure: geometry of the multilayer frequency selective surface (FSS) used for modeling; lower figure: measured and calculated transmission coefficient through the FSS structure
spiral shape on its performance.

A benchmark test model is designated to operate from 118 MHz to 157 MHz to replace the conventional protruding blade antenna. The size however is much compact with its conformality property. Our simulation model is scaled by 1/8 to operate at 944 MHz to 1256 MHz with the center frequency 1100 MHz. The values of \( \alpha \) and \( \beta \) above were determined based on this frequency band and also the number of turns (4.5). The cavity is filled with a dielectric slab \( (\varepsilon_r = 2.2) \) of 0.3 cm depth, corresponding to approximately 0.011 free space wavelength at the center frequency. The antenna's directivity is analyzed from the radiated pattern at lower, center and higher frequencies and the results are tabulated in Table 5.1.

Figure 5.10 - 5.12 show the radiation patterns for frequency 944, 1100 and 1256 MHz, respectively. The \( E_\phi \) and \( E_\theta \) at the principle plane \( \phi = 90^\circ \) are plotted. It is understood that when the frequency varies, the active region travels along the slot spiral. Thus the principle plane may not be coincident with the E-plane. (In fact, the E-plane is not clearly defined in this case.) The optimum axial ratio for the three cases are tabulated also in Table 5.1, and it shows that the spiral shape design really plays an important role to insure a good quality radiation pattern. At both center and lower frequencies, less than 3 dB AR has been achieved. When the frequency increases, the active region moves inwards to the center and becomes closer to the feeds where the EM fields exhibit a comparatively strong profile. The radiated pattern therefore is most likely affected and this explains why the AR increases at the high frequency. The AR deterioration can be avoided by adding a couple of spiral turns inside. It is seen, nevertheless, that a CP mode can be achieved within the entire designated bandwidth and with a wide azimuthal angle (as wide as 60° in the optimum case). In practice, we notice that absorbing materials may be needed to
regulate the magnetic currents at the beginning or ends of the slot spiral, especially when the number of turns is minimized.

<table>
<thead>
<tr>
<th>Frequency (GHz)</th>
<th>0.944</th>
<th>1.100</th>
<th>1.236</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain (dB)</td>
<td>7.22</td>
<td>6.66</td>
<td>5.23</td>
</tr>
<tr>
<td>Axial Ratio (dB)</td>
<td>2.7</td>
<td>1.0</td>
<td>3</td>
</tr>
</tbody>
</table>

Table 5.1: Comparisons of gain and axial ratio at different operating frequencies

5.5 Concluding Remarks

A hybrid finite element-boundary integral (FE-BI) formulation was presented for modeling narrow slots in metal backed cavities. Prismatic elements were used in connection with the FE-BI implementation, and in contrast to the tetrahedral elements, these offer several advantages. Among them, low sampling rates are needed for generating meshes and the mesh generation process is substantially simplified. Other advantages of the prismatic elements over the tetrahedral elements include better system conditions and faster pre/post data processing.

The explicit expressions for FE-BI implementation of prismatic elements were tabulated and numerical results for slot antennas and frequency selective surfaces were presented to demonstrate the validity and capability of the technique.
Figure 5.9: Illustration of a typical 2-arm slot–spiral design

Figure 5.10: Radiation Pattern at $f=1.1$GHz (center frequency design). A good axial ratio is achieved up to $60^\circ$ degree.
Figure 5.11: Radiation Pattern at $f=0.944\,\text{GHz}$ (lower end of frequency range). It can be seen that the axial ratio of the pattern becomes larger compared to that at the center frequency, but still remains within $3\,\text{dB}$ for a wide angle range. This indicates that the number of the outer turns in the spiral contour design is most likely sufficient.

Figure 5.12: Radiation Pattern at $f=1.256\,\text{GHz}$ (higher end of frequency range). It can be seen that the axial ratio of the pattern is deteriorated compared to those at the center frequency and lower frequency. This certainly shows that the number of inner loops still needs to be increased to insure a good quality pattern.
CHAPTER VI

Antenna Feed Modeling

For scattering problems where the plane wave incidence is usually considered as the 'source', the right-hand-side excitation has been explicitly expressed in (3.7) and (5.10) and will not be discussed further. However, for antenna impedance evaluations, we have proposed and reported several feeding schemes [61] associated with various practical feed designs for microstrip antennas. Some of these are discussed below.

6.1 Probe Feed

6.1.1 Simple Probe Feed

For thin substrates the coaxial cable feed may be simplified as a thin current filament of length \( l \) carrying an electric current \( I \hat{l} \). Since this filament is located inside the cavity, the first term of the integral in (3.7) needs to be considered for this model. Specifically, the \( i \)th (global) entry of the excitation vector \( K_i \) becomes

\[
K_i = jk_0z_0 I \hat{l} \cdot \mathbf{V}_i(\mathbf{r}), \quad i = j_1, j_2, ..., j_m
\]

where \( \mathbf{r} \) is the location of the filament, \( m \) is the number of (non-metallc) element edges and \( j_m \) is the global edge numbering index. In general, \( m \) such entries are associated with \( m \) element edges, and thus the index \( i \) goes from \( j_1 \) up to \( j_m \). This
expression can be further reduced to \( K = jk_0 Z_0 l \), provided that the \( i \)th edge is coincident with the current filament.

### 6.1.2 Voltage Gap Feed

This excitation is also referred to as a gap generator and amounts to specifying a priori the electric voltage \( V \) across the opening of the coax cable or any other gap. Since \( V = E \cdot \vec{d} \), where \( \vec{d} \) is a vector whose magnitude is the gap width, and \( E \) the electric field across the gap, we have that \( E_i = \frac{V}{d \cos \theta_i} \), where \( \cos \theta_i \) is equal to 1 if the \( i \)th edge is parallel to \( \vec{d} \). Numerically, this gap voltage model can be realized by first setting the diagonal term \( A_{ii} \) equal to unity and the off-diagonal terms \( A_{ij} (i \neq j) \) to zero. For the right-hand-side vector, only the entry corresponding to the \( i \)th (global) edge across the gap is specified and set equal to the value \( E \), whereas all other entries associated with edges not in the gap are set to zero.

### 6.2 Aperture-coupled Microstrip Model

As shown in fig. 6.1, when the microstrip antenna is fed with a microstrip line network underneath the ground plane (cavity’s base) via a coupling aperture, special treatment of the feed structure must be considered in the FEM formulation. This is because the microstrip line is usually designed to have different size and shape as compared to the cavity’s geometries. Hence, the conventional simulation of treating the entire 3-D domain using a single type of elements is not efficient or appropriate for this feed.

Referring to fig. 6.1, it is appropriate to separate the computational domains because of the small element size required in modeling the guided feed structure. One difficulty encountered when this decomposition is implemented is how to model the coupling through the aperture. As an example let us consider a rectangular
aperture which has been extensively employed in practice. The cavity fields may be
discretized using tetrahedral elements, whereas in the microstrip line region rectang-
ular bricks are the best candidate since the feed structure is rectangular in shape
and the substrate is of constant thickness. Although both types of elements employ
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Figure 6.1: Cross-section of an aperture coupled patch antenna, showing the cavity
region I and the microstrip line region II for two different FEM computation domains.

![Diagram](image)

Figure 6.2: slot and its discretization (a) slot aperture; (b) typical mesh from cavity
region; (c) uniform mesh from microstrip line region.

directional edge–based field expansions, the meshes across the common area (coupling aperture)
are different, and this causes difficulty in enforcing field continuity across the slot
aperture. However, since the aperture is very narrow, a ‘static’ field distribution
may be assumed at any given frequency. Therefore, the potential concept may be
again applied to relate the fields below and above the aperture. Specifically, the
'equi-potential' continuity condition is enforced, and to proceed to do so, let us first classify the slot edges as follows.

**Tetrahedral Mesh (Cavity Region I):**

- \( E^{b_1}_j \) \( j = 1, 2, 3, \ldots \) vertical edges
- \( E^{b_2}_j \) \( j = 1, 2, 3, \ldots \) diagonal edges

**Brick Mesh (Feed Region II):**

- \( E^c_j \) \( j = 1, 2, 3, \ldots \) vertical edges

Then the 'equi-potential' continuity condition requires that

\[
\begin{align*}
E^{b_1}_j &= \epsilon_j E^c_j \\
E^{b_2}_j &= \frac{t}{2d} (\epsilon_j E^c_j + \epsilon_{j+1} E^c_{j+1})
\end{align*}
\]

in which

\[
\epsilon_j = \begin{cases} 
+1 \\
-1
\end{cases}
\]

whereas \( t \) and \( d \) are the lengths of the vertical and diagonal edges, respectively. That is, \( t \) is simply the width of the narrow rectangular aperture. The coefficient \( \epsilon_j \) is equal to \( \pm 1 \) depending on the sign conventions associated with the meshes above and below the coupling aperture.

The connectivity scheme for entirely different computational domains may be extended by generalizing this concept. It is apparent that this approach makes the FEM implementation straightforward for different geometry/size domains that would be significantly inefficient if only one type of elements were used for modeling the structure. In addition, the technique ensures a good system condition since the number of distorted elements in the mesh are minimized.
6.3 Coax Cable Feed

6.3.1 Motivation

The coax cable is widely used as a feeding structure for microstrip or cavity-backed patch antennas because of its simplicity and low spurious radiation. Indeed, abundant literature exists on the theoretical and experimental investigation of coax cable feeds [62–64]. Most of these papers present integral equation techniques in conjunction with the pertinent Green's functions. However, the Green's function is only available for a certain class of geometries, and this limits the application of the integral techniques to those geometry designs. Also, the formulation must be modified and recoded for different antenna configurations corresponding to Green's function variations. To avoid the complexity of the Green's function, we recently proposed a hybrid finite element – boundary integral approach [29] which is described in chapter 3 and 4. For antenna radiation, it is observed that a simple probe model with a constant current along the inner conductor linking the grounded base to the antenna element is straightforward and efficient. But the probe feed is only valid for thin substrates and this is consistent with the Moment Method (MM) results. To model an electrically thick substrate, in this section a more sophisticated feed modeling scheme is proposed in the context of the finite element method (FEM) using linear edge-based tetrahedral elements. The formulation of the entire hybrid numerical system will be first described in the presence of the necessary functional term for feedline. The proposed feed model is then presented on the basis of a TEM mode excitation. Model improvements are also discussed for the case when the TEM assumption at the cavity-cable junction does not hold.
6.3.2 Hybrid FE-BI System

The functional pertinent to the radiation by a cavity-backed antenna with a coax cable feed (as shown in fig. 6.3) is given by

\[
F(E) = \frac{1}{2} \iiint_{V} \left\{ (\nabla \times E) \cdot \frac{1}{\mu_r} (\nabla \times E) - k_0^2 \varepsilon_r E \cdot E \right\} dv \\
-2k_0^2 \iint_{S} (E \times \hat{z}) \cdot \left\{ \iint_{S'} (E \times \hat{z}) \cdot \left( \mathbf{I} + \frac{1}{k_0^2} \nabla \nabla \right) G_0(r, r') dS' \right\} dS \\
-jk_0 Z_0 \iint_{C} (E \times H) \cdot \hat{z} dS,
\]

(6.3)

where \( V \) refers to the cavity volume and the surface \( S \) encompasses the cavity aperture excluding the portion occupied by the metallic antenna elements; \( \varepsilon_r \) and \( \mu_r \) denote, respectively, the relative permittivity and permeability; \( k_0 \) is the free space wave number, \( Z_0 \) is the free space intrinsic wave impedance, \( \mathbf{I} \) is the unit dyad, and \( G_0(r, r') \) is the free space Green's function with \( r \) and \( r' \) denoting the observation and integration points; the surface \( C \) is the cross section of the coax cable at the cavity-cable junction.

Following the standard discretization procedure [29], we obtain a system of equations of the form

\[
\sum_{\epsilon=1}^{N_e} \{ [A_{ij}^\epsilon] \{ E_j^\epsilon \} \} + \sum_{\epsilon \in S} \{ [B_{ij}^\epsilon] \{ E_j^\epsilon \} \} + \sum_{\epsilon \in C} \frac{\partial F_C(E, H)}{\partial E_i} = 0.
\]

(6.4)

where the explicit expressions for \( A_{ij} \) and \( B_{ij} \) may be found in [29] and the functional term \( F_C \) is the surface integral on \( C \) in (6.3).

6.3.3 Proposed Coax Feed Model

To proceed with the evaluation of

\[
F_C = -jk_0 Z_0 \iint_{C} (E \times H) \cdot \hat{z} dS.
\]

(6.5)
a boundary constraint relating $\mathbf{E}$ to $\mathbf{H}$ is needed. To this end, we assume a TEM mode on $C$ and consequently the fields within the cavity may be expressed as (see fig. 6.4)

$$
\mathbf{E} = \frac{I_0 Z_0}{2\pi \sqrt{\epsilon_{r_c}}} (1 + \Gamma) \frac{1}{r} \hat{r}, \quad \mathbf{H} = \frac{I_0}{2\pi} (1 - \Gamma) \frac{1}{r} \hat{\phi}.
$$

(6.6)

where $\epsilon_{r_c}$ is the relative permittivity inside the coax cable; $\Gamma$ denotes the reflection coefficient measured at $z = 0$ and $I_0$ is the given input current source at the same location. Also, $(r, \phi, z)$ are the polar coordinates of a point in the cable with the center at $r = 0$. To simplify the analysis, we introduce the quantities

$$
\epsilon_0 = \frac{I_0 Z_0}{2\pi \sqrt{\epsilon_{r_c}}} (1 + \Gamma), \quad h_0 = \frac{I_0}{2\pi} (1 - \Gamma).
$$

(6.7)

Hence,

$$
\mathbf{E} = \frac{\epsilon_0}{r} \hat{r}, \quad \mathbf{H} = \frac{h_0}{r} \hat{\phi},
$$

(6.8)

and from (6.7) it follows

$$
h_0 = -\frac{\sqrt{\epsilon_{r_c}} \epsilon_0}{Z_0} + \frac{I_0}{\pi},
$$

(6.9)

which is the desired constraint at the cable junction in terms of the new quantities $h_0$ and $\epsilon_0$. Note that $\epsilon_0$ and $h_0$ are field coefficients as new unknowns in place of the fields $\mathbf{E}$ and $\mathbf{H}$, and it is therefore appropriate to rewrite $F_C$ in terms of these new coefficients. To do so, we substitute (6.7) and (6.9) into (6.5) and upon making use of the axisymmetric field property we obtain

$$
F_C = -2\pi j k_0 Z_0 \epsilon_0 h_0^{r_c} \ln \left( \frac{b}{a} \right),
$$

(6.10)

where $a$ and $b$ are the radii of the inner and outer cable conductors. The superscript $src$ stands to indicate that $h_0$ is treated as a source term in the extremization of the functional.
We choose the linear edge-based tetrahedral elements to discretize the cavity and the corresponding mesh on the cross section $C$ is shown in fig. 6.4 (b) In this formulation, the field across the $p^{th}$ edge, $p=1,2, \ldots, N_c$ ($N_c$ is the number of cavity mesh edges on $C$) is set to a constant as dictated by the linear edge-based expansion function inside the cavity. However, the cable TEM modal fields (6.6) behave as $1/r$ and this modeling inconsistency makes it difficult to apply the tangential field continuity condition at the cable junction (i.e. over the aperture $C'$). To overcome these difficulties, we can relate the fields across the cable junction by recognizing that the potential difference between the inner and outer conductors must be the same as computed by the fields of the cavity or those in the cable region. Specifically, if the $N_p^{th}$ edge of the cavity region borders and is also across the coax cable, from (6.6)-(6.8) it then follows that the appropriate equi-potential condition is

$$\Delta V = E_i(b - a) = e_0 \ln \frac{b}{a}, \quad i = N_p(p = 1, 2, \ldots, N_c). \quad (6.11)$$

where $\Delta V$ denotes the potential difference between the inner and outer surface of the cable. This condition simply provides a relation between the constant cavity edge field and the coax cable modal field. When used into the functional $F_C$, it introduces the excitation into the hybrid finite element system without a need to extend the mesh inside the cable or to employ a fictitious current probe. It remains to rewrite $F_C$ in terms of $E_i$, i.e. the field value of the edges bordering the cable and to do so we substitute (6.9) and (6.11) into (6.10). Then upon taking into account all $N_c$ cavity mesh edges on the cable junction, we obtain

$$F_C = -\frac{\pi}{3} jk_0 Z_0 (b - a) \left\{ \frac{I_0}{\pi} - \frac{\sqrt{\varepsilon_r} b - a}{Z_0 \ln \frac{b}{a}} E_i \right\}^{src}_{i=N_p} E_i. \quad (6.12)$$

In this expression, rather than representing the functional $F_C$ in terms of a single edge field, we made use of the average field across the cable as computed by the totality
of the equal element fields on the cable’s aperture (because of the axisymmetric property, all elements fields at the cable’s aperture are equal). The factor inside the curly brackets of (6.12), with the superscript src. functions as a source in the extremization process. Hence, the extremization of (6.12) yields

\[
\frac{\partial F_c}{\partial E_i} = -\frac{1}{3} \pi j k_0 Z_0 (b-a) \left\{ \frac{I_0}{\pi} - \frac{\sqrt{\tau_{rc}}}{Z_0} \frac{b-a}{\ln \frac{b}{a}} E_i \right\}
\]

\[= U_i E_i - V_i, \quad i = N_p (p = 1, 2, \ldots, N_C). \quad (6.13)\]

where

\[
U_i = \frac{1}{3} \pi k_0 \sqrt{\tau_{rc}} \frac{(b-a)^2}{\ln \frac{b}{a}} \quad (6.14)
\]

\[
V_i = \frac{1}{3} k_0 Z_0 (b-a) I_0. \quad (6.15)
\]

We observe that the 'constant cavity field' along each mesh edge at the cable junction is just a fictitious field representation and its meaningful physical interpretation is governed by the equi-potential constraint (6.11). To proceed, we assemble the FEM system together with (6.13). Specifically, each \(U_i\) is added to the \(N_C\) diagonal entries of the finite element matrix which is associated with the \(N_C\) edges bordering the coax cable. Also, the excitation column of the hybrid system is nullified everywhere except for the \(N_C\) entries which are set to \(V_i\). Once the hybrid FE-BI system is solved [29], the input admittance at \(z=0\) is calculated from

\[
Y_{in} = \frac{1}{V_0} \int_0^{2\pi} \mathbf{H} \cdot \hat{r} rd\phi
\]

\[= \frac{2I_0}{e_0 \ln \frac{b}{a}} - \frac{1}{Z_c}. \quad (6.16)\]

where \(Z_c\) is the characteristic impedance of the coax cable.

In the above feed model we assumed the presence of only the dominant(TEM) mode at the cavity-cable junction, an assumption which may not be suitable for
certain applications. To overcome this limitation, one approach is to extend the mesh (say, a distance d) into the cable. The equi-potential condition will then be applied at z=-d, where all higher order modes vanish. This scheme requires a more suitable expansion for the fields in the \(-d < z < 0\) section to avoid the complication of extending the tetrahedral mesh into the cable and, thus, retain the efficiency of the equi-potential feed model. Since in most cases the antenna is operated in a frequency range far below the cut-off of the first higher order mode of the coax cable, the field distribution near the junction C will still be dominated by the fundamental TEM mode. With this understanding, a possible suitable expansion for the field in the coax cable (using shell elements rather than tetrahedrals) is

\[
E = \sum_{q} \sum_{i} E_{iq}^{i} \frac{N_{q}^{i}(r, \phi, z)}{r}.
\]  

(6.17)

where \(q = r, \phi, \text{ or } z\), \(i = 1, 2, 3\) or 4 and \(N_{q}^{i}(r, \phi, z)\) is the shape function for each of the 12 edges (3 directions \(\times\) 4 edges per direction). They are given by

\[
N_{q}^{i} = \frac{\zeta_{i}}{\Delta q_{b} \Delta q_{c}}(q_{b} - \tilde{q}_{b})(q_{c} - \tilde{q}_{c})\hat{q}_{a}
\]  

(6.18)

with \(q_{a}, q_{b}\) and \(q_{c}\) representing \(r, \phi\) and \(z\) in cyclic rotation and correspondingly \(\tilde{q}_{a}, \tilde{q}_{b}\) and \(\tilde{q}_{c}\) represent the parameters \(\tilde{r}, \tilde{\phi}\) and \(\tilde{z}\). Also, \(i\) denotes the edge number along each coordinate, and \(\Delta q_{a}\) is the width of the edge along the \(\hat{q}_{a}\) direction. The correspondence between the edge numbers and the node pairs for each coordinate \((r, \phi\) or \(z\)) is given in Table 6.1 along with the definition of the tilded parameters in (6.18).

When an axisymmetric field property is assumed, the numerator of the expansion in (6.17) reduces to the standard brick element format for the radial and z components, independent of the \(\phi\) variable. Note also that the particular property of this expansion is the introduction of the \(1/r\) factor, simulating the coaxial cable mode. The accuracy of (6.17) is demonstrated in fig. 6.5, where we show that only 2-3 elements
Table 6.1: The correspondence between the edge numbers and the node pairs for each coordinate (r, φ or z) along with the definition of the tilded parameters in (6.18).

are needed along the radial direction for the accurate prediction of the dominant field distribution. When compared to the conventional linear tetrahedral elements, the efficiency of this expansion is apparent (i.e., many more tetrahedrals are needed to model the same cable region).

6.3.4 Results and Conclusion

To validate our proposed feed simulation, two circular patch antenna configurations were used for calculation. One patch antenna was of radius 1.3 cm printed atop of a circular cavity (radius=2.1 cm) filled with a dielectric ($\epsilon_r=2.9$) material 0.41 cm deep. For this patch, the feed was placed 0.8 cm from the center and the input impedance was measured over the band 2 - 5 GHz. In fig. 6.6 we compare the measured input impedance with data computed on the basis of the proposed equipotential feed model. Clearly, the results from measurements and the equi-potential model are in excellent agreement whereas the probe model yields substantially inaccurate results near resonance.

Figure 6.7 shows the comparison between measurements and calculations for an-
other patch antenna whose input impedance was measured by Aberle and Pozar [65]. This patch had a radius of 2.0 cm and the 0.218 cm thick substrate had $\varepsilon_r=2.33$ and a loss tangent $\tan\delta=0.0012$. The feed was located 0.7 cm from the center, and for our FE-BI calculation the patch was placed in a circular cavity of 2.44 cm in radius. As shown in fig. 6.7, the equi-potential model is again in excellent agreement with measurements, as opposed to the results by the probe model in [65].

In conclusion, the presented equi-potential feed model has been shown to be extremely accurate in modeling coax feed structures. Moreover, its implementation in the context of a finite element formulation is very simple and as easy to implement as the probe feed. It was also demonstrated how the proposed feed model can be generalized to the case of asymmetric feed structures where evanescent modes may be present.

### 6.4 Conclusion

In developing numerical techniques for antennas, the feed network is one of challenging problems to solve in consideration of accuracy, efficiency and simplicity. This is primarily because the antenna feed in fabrication has certain instrumental uncertainties on one side. On the other, as aforementioned, the accuracy of numerical results is usually extremely sensitive to the feed model, the feed location, sampling rate around the feed point, and so on.

The proposed numerical feeds in this chapter resemble the practical systems as closely as possible, and with a thorough consideration of their numerical implementations, we realize that they can be used for mostly encountered antenna problems. As an addition to the group of feed models, we also developed a circuit modal feed which coincides with domain truncations. Since this model has to do with microwave
Figure 6.3: Illustration of a cavity-backed patch antenna with a coax cable feed.

Figure 6.4: (a) Side view of a cavity-backed antenna with a coax cable feed; (b) illustration of the FEM mesh at the cavity-cable junction (the field is set to zero at the center conductor surface).
Figure 6.5: Field distribution in a shorted coax cable as computed by the finite element method using the expansion (6.18). - : analytical; xxx: numerical. (a) Field coefficient $e_0$ along the length of the cable (leftmost point is the location of the short); (b) Field along the radial coordinate calculated at a distance $\lambda/4$ from the shorted termination.
Figure 6.6: Measured and calculated input impedance for a cavity-backed circular patch antenna having the following specifications: patch radius $r=13\text{mm}$; cavity radius $R=21.1\text{mm}$; substrate thickness $t=4.1\text{mm}$; $\epsilon_r=2.4$; and feed location $x_f=0.8$ cm distance from center. Results based on the simple probe model are also shown for comparison. Our modeling retains the vertical wire connection to the patch and uses the incoming coaxial mode field for excitation. (a) Real part; (b) Imaginary part.
Figure 6.7: Measured and calculated input impedance for a circular patch antenna having the following specifications: patch radius $r=2$cm; substrate thickness $d=0.2184$cm; feed location from center $x_f=0.7$cm; $\varepsilon_r=2.33$; $\tan\delta=0.0012$. [65]. — measurement; xxx: this method; o o o: probe model [65] (a) Real part; (b) Imaginary part.
circuit, we shall leave the topic to the next chapter in conjunction with other related subjects.
CHAPTER VII

Circuit Modeling

Many designs of microstrip antennas require certain feedlines to carry electromagnetic signals from the source. Finite element methods are also suited and applicable to these wave propagation problems. This chapter is devoted to circuit modeling. After an overview of recent mesh termination techniques, we discuss a numerical de-embedding process appropriate for the finite element analysis, and then turn to the topic of mesh truncations for circuit simulation.

7.1 Introduction

One of the most important aspects of finite element implementations is the truncation of the computational volume. An ideal truncation scheme must ensure that outgoing waves are not reflected backwards at the mesh termination surface, i.e. the mesh truncation scheme must simulate a surface which actually does not exist. To date, a variety of non-reflecting or absorbing boundary conditions (ABCs) have been employed for truncating the computational volume at some distance from the radiating or scattering surface, and applications to microwave circuits and devices have also been reported. The ABCs are typically second or higher order boundary conditions and are applied at the mesh termination surface to truncate the computational
volume as required by any PDE solution. Among them, a class of ABCs is based on the one-way wave equation method [66, 67] and another is derived starting with the Wilcox Expansion [68, 69]. Also, higher order ABCs using Higdon’s [69, 70] formulation and problem specific numerical ABCs have been successfully used, particularly for truncating meshes in guided structures [71]. There are several difficulties with traditional ABCs. Among them is accuracy control, conformality, ease of parallelization and implementation difficulties when dealing with higher order ABC’s. Also, the applications of ABC’s in microwave circuit modeling requires a priori knowledge of the propagation constants which are typically not available for high density packages.

An alternative to traditional ABCs is to employ an artificial absorber for mesh truncation. Basically, instead of an ABC, a thin layer of absorbing material is used to truncate the mesh, and the performance for a variety of such absorbers have been considered [72, 73]. Nevertheless, these lossy artificial absorbers (homogeneous or not) still exhibit a non-zero reflection at incidence angles away from normal. Recently, though, Berenger [74] introduced a new approach for modeling an artificial absorber that is reflectionless at its interface for all incidence angles. In two dimensions, his approach requires the splitting of the field components involving normal (to the boundary) derivatives and assigning to each component a different conductivity. In this manner an additional degree of freedom is introduced that is chosen to simulate a reflectionless medium at all incidence angles. Provided the medium is lossy, this property is maintained for a finite thickness layer. Berenger refers to the latter as a perfectly matched layer (PML) and generalization of his idea to three dimensions have already been considered [75, 76]. Also, implementations of the absorber for truncating finite difference-time domain (FDTD) solutions has so far been found highly successful. Nevertheless, it should be noted that Berenger’s PML does
not satisfy Maxwell equations and cannot be easily implemented in finite element (FEM) solution.

A new anisotropic (uniaxial) artificial absorber \[77\] was introduced recently for truncating FEM meshes. This artificial absorber is also reflectionless at all incidence angles. Basically, by making appropriate choices for the constitutive parameter tensors, the medium impedance can be made independent of frequency, polarization, and wave incidence angle. A PML layer can then be constructed by introducing sufficient loss in the material properties. The implementation of this artificial absorber for truncating finite element meshes is straightforward and, moreover, the absorber is Maxwellian.

### 7.2 Numerical De-embedding

De-embedding presented here is a numerical process used to extract certain circuit quantities. Specifically, we are interested in S-parameters for a uniform transmission line terminated with any loads denoting the possible discontinuities, which may arise from line-to-line or line-to-antenna couplings. The dominant transmission line mode is assumed at and near a reference plane \( S_{\text{ref}} \) in this discussion.

Consider a transmission line of certain length as shown in fig. 7.1. With an appropriate shielding scheme, the line is included in the computational domain. The full wave analysis provides the \( E \) field distribution anywhere including the region along the line. One is therefore able to represent \( E \) field along the transmission line with respect to the locations to get

\[
V(z) = V_i e^{-\gamma z} + V_r e^{\gamma z} \tag{7.1}
\]

where \( V \) is proportional to the magnitude of \( E \) with \( V_i \) being the incoming and \( V_r \) the reflected wave amplitude, \( z \) is measured from the reference plane \( S_{\text{ref}} \). \( \gamma \) is the
propagation constant to be determined and $R = V_r / V_i$ is the reflection coefficient, or $S_{11}$.

Since in (7.1) $\gamma$, $V_i$ and $V_r$ are three independent quantities that characterize the wave propagation and reflection, to determine them one needs to specify the field values for $V(z)$ at three points $z_-$, $z_0$ and $z_+$ of equal inter-distances

\[ V(z_+) = V(z_0) = V(z_-) \]
\[ z_+ - z_0 = z_0 - z_- \]  

along the line. To simplify the problem, we choose the reference plane right at the center point such that $z_0 = 0$ and $z_+ = -z_- = d$. Given the three field values from FEM computations, it follows

\[ V(d) = V_i e^{-\gamma d} + V_r e^{\gamma d} \]  
\[ V(0) = V_i + V_r \]  
\[ V(-d) = V_i e^{\gamma d} + V_r e^{-\gamma d} \]  

To solve for $\gamma$, we first add (7.3) to (7.5) to get

\[ (V_i + V_r) (e^{\gamma d} + e^{-\gamma d}) = V(d) + V(-d) \]
Then eliminating $V_i + V_r$ from (7.4) and (7.6), we obtain

$$\cosh(\gamma d') = \frac{V_1(d) - V_1(-d)}{2V(0)}$$

(7.7)

from which $\gamma$ can be determined. The effective guided wavelength $\lambda_g$ and effective dielectric constant $\varepsilon_{eff}$ may then be calculated by

$$\lambda_g = \frac{2\pi}{\beta}$$

$$\varepsilon_{eff} = \sqrt{\frac{\lambda_0}{\lambda_g}}$$

with $\beta = \text{Im}\{\gamma\}$ and $\lambda_0$ being the free space wavelength. From (7.3) and (7.4), $V_i$ and $V_r$ are expressed as

$$V_i = \frac{V(0)e^{\gamma d} - V(d)}{2\sinh(\gamma d)}$$

(7.8)

$$V_r = V(0) - V_i$$

(7.9)

Therefore, the reflection coefficient becomes

$$S_{11} = \frac{V_r}{V_i}$$

(7.10)

This de-embedding process is suited for one port network analysis. However, the technique may be readily extended to two-port networks. For instance, on the assumption of a perfect termination or match at port 2, once $V_i$ is determined, $S_{21}$ can be obtained by $V_o/V_i$, where $V_o$ is the outgoing wave at port 2 predicted by FEM.

As mentioned before, S-parameter evaluations depend on termination methods. Low quality terminations result in prediction errors and make the analysis less reliable. Therefore, high performance termination methods are always desirable and we next discuss this issue.
7.3 Truncation Using DMT

As already indicated, \( S \)-parameters from a possible discontinuity region along a transmission line may be extracted at a distant reference plane, where there exists only a dominant mode. For shielded microstrip lines at the input port (\#1) and output port (\#2), (similar to that in fig. 7.1), the modes underneath the lines are given by

\[
E_b(x) = \begin{cases} 
E_o(x)(e^{-\gamma_1 z} + Re^{\gamma_1 z}) & z \in S_{in} \\
TE_o(x)e^{\gamma_2 z} & z \in S_{out}
\end{cases}
\]  

(7.11)

where \( E_o(x) \) denotes the field distribution of incident wave at the incident plane (port 1) and \( R \) is the reflection coefficient at the same plane. \( T \) represents the transmission coefficient measured at the plane \( S_{out} \) (port 2), and \( \gamma_1, \gamma_2 \) are the effective propagation constants at port 1 and port 2, respectively.

For truncating the FEM mesh at a specific port, it is necessary to first determine the \( \mathbf{E} \) field pattern across the shielded structure. This can be accomplished by assuming a static model shown in fig. 7.2, where the static potential satisfies

\[
\nabla^2 \phi = 0 \\
\phi = V_0 \quad \text{on metallic line}
\]  

(7.12)

where \( \mathbf{E} = -\nabla \phi \). Solve this standard PDE model, and with a tedious mathematical derivation, it is finally found that

\[
\phi(x, y) = \begin{cases} 
\sum_{n=1, odd} A_n \cos \left( \frac{n\pi x}{a} \right) \sinh \left( \frac{n\pi y}{a} \right) & z \geq d \\
\sum_{n=1, odd} A_n \frac{\sinh \left( \frac{n\pi d}{a} \right)}{\sinh \left( \frac{n\pi}{a} (b - d) \right)} \cos \left( \frac{n\pi}{a} x \right) \sinh \left( \frac{n\pi}{a} (b - y) \right) & z \leq d
\end{cases}
\]  

(7.13)

where

\[
A_n = V_0 \frac{\sin \left( \frac{n\pi w}{2a} \right)}{n^2 f_n} \frac{1}{F}
\]
A complete FEM system may now be constructed by introducing the EM fields at \( S_{in} \) to truncate the computational domain. This truncation simultaneously introduces an excitation to the numerical system and the S-parameters may then be extracted by measuring the field distributions at the input and output ports as mentioned before.

7.4 Truncation Using PML

Below, we begin with a brief presentation of the artificial absorber, and this is followed by an examination of the absorber’s performance in terminating guided structures and volume meshes in scattering problems. Results are presented which show the absorber’s performance as a function of thickness/frequency and for different loss factors.
7.4.1 Theory

Consider the waveguide, shielded microstrip line and scatterer shown in fig. 7.3. Of interest is to model the wave propagation in these structures using the finite element method. For a general uniaxial medium, the functional to be minimized is

\[
\mathcal{F} = \int_V \nabla \times \mathbf{E} \cdot (\bar{\mu}_r^{-1} \cdot \nabla \times \mathbf{E}) - k_0^2 \bar{\varepsilon}_r \cdot \mathbf{E} \cdot \mathbf{E} \, dV
\]

\[
- \int_{S_{in} + S_{out}} \mathbf{E} \times (\bar{\mu}_r^{-1} \cdot \nabla \times \mathbf{E}) \cdot dS. \tag{7.14}
\]

in which \(\bar{\mu}_r\) and \(\bar{\varepsilon}_r\) denote the permeability and permittivity tensors whereas \(\mathbf{E}\) is the total electric field in the medium. The surface integrals over \(S_{in}\) and \(S_{out}\) must be evaluated by introducing an independent boundary condition and the ABC serves for this purpose but alternatively an absorbing layer may be used. An approach to evaluate the performance of an absorbing layer for terminating the FE mesh is to...
extract the reflection coefficient computed in the presence of the absorbing layer used to terminate the computational domain. In this study we consider the performance of a thin uniaxial layer for terminating the FE mesh in a rectangular waveguide and a microstrip line. Such a uniaxial layer was proposed by Sacks et al. [77] who considered the plane wave reflection from an anisotropic interface (see fig. 7.4). If

![Diagram](image)

**Figure 7.4:** Plane wave incidence on an interface between two diagonally anisotropic half-spaces.

\( \bar{\mu}_r \) and \( \bar{\varepsilon}_r \) are the relative constitutive parameter tensors of the form

\[
\bar{\mu}_r = \bar{\varepsilon}_r = \begin{pmatrix}
a_2 & 0 & 0 \\
0 & b_2 & 0 \\
0 & 0 & c_2
\end{pmatrix}
\]  

(7.15)

the TE and TM reflection coefficients at the interface (assuming free space as the background material) become

\[
R^{TE} = \frac{\cos \theta_i - \sqrt{\frac{b_2}{a_2}} \cos \theta_i}{\cos \theta_i + \sqrt{\frac{b_2}{a_2}} \cos \theta_i}
\]

\[
R^{TM} = \frac{\sqrt{\frac{b_2}{a_2}} \cos \theta_i - \cos \theta_i}{\cos \theta_i + \sqrt{\frac{b_2}{a_2}} \cos \theta_i}
\]  

(7.16)
and by choosing \( a_2 = b_2 \) and \( c_2 = \frac{1}{b_2} \) it follows that \( R^{II} = R^{IV} = 0 \) for all incidence angles, implying a perfectly matched material interface. If we set \( a_2 = \alpha - j \beta \), the reflected field for a metal-backed uniaxial layer is

\[
|R(\theta_i)| = e^{-2.4k \cos \theta_i}
\]

(7.17)

where \( t \) is the thickness of the layer and \( \theta_i \) is the plane wave incidence angle. The parameter \( \alpha k \) is simply the wavenumber in the absorber. Basically, the proposed metal backed uniaxial layer has a reflectivity of -30 dB if \( \beta \cos \theta_i = 0.275\lambda \) or -55 dB if \( \beta \cos \theta_i = 0.5\lambda \), where \( \lambda \) is the wavelength of the background material. The reflection coefficient (7.17) can be reduced further by backing the layer with an ABC rather than a PEC. However, the PEC backing is more attractive because it eliminates altogether the integrals over the surfaces. Clearly, although the interface is reflectionless, the finite thickness layer is not and this is also true for Barenger's PML absorber.

Below we present a number of results which show the performance of the proposed uniaxial absorbing layer as a function of the parameter \( \beta \), the layer thickness \( t \) and frequency for the guided structures shown in Figure 7.3. We remark that for the microstrip line it is necessary to let \( a_2 = \epsilon_{rb}(\alpha - j \beta) \) for the permittivity tensor and \( a_2 = \mu_{rb}(\alpha - j \beta) \) for the permeability tensor, where \( \epsilon_{rb} \) and \( \mu_{rb} \) are the relative constitutive parameters of the background material (i.e. the substrate).

7.4.2 Results

Rectangular Waveguide

Let us first consider the rectangular waveguide shown in fig. 7.3. The guide’s cross-section has dimensions 4.755 cm \( \times \) 2.215 cm and is chosen to propagate only the \( TE_{10} \) mode. It is excited by an electric probe at the left, and fig. 7.6 shows the mode field
strength inside the waveguide which has been terminated by a perfectly matched uniaxial layer. As expected, the field decay inside the absorber is exponential and for $\beta$ values less than unity the wave does not have sufficient decay to suppress reflections from the metal backing of this 5cm layer. Consequently, a VSWR of about 1.1 is observed for $\beta = 0.5$. However, as $\beta$ is increased to unity, the VSWR is nearly 1.0 and the wave decay is precisely given by $e^{-\beta \sqrt{e} \cos \theta} = e^{-\sqrt{e^2 - 1} \cos \theta \frac{t}{P}}$, where $t$ is the wave travel distance measured from the absorber interface, $P = 2\beta t/\lambda_g$ and here $\theta_i = 44.5^\circ$. It is noted that when $\beta$ is increased to larger values, the rapid decay is seen to cause unacceptable VSWR's. One is therefore prompted to look for an optimum decay factor for a given absorber thickness and fig. 7.7 provides a plot of the $TE_{10}$ mode reflection coefficient as a function of $2\beta t/\lambda_g$, where we chose to normalize with respect to the guided wavelength $\lambda_g$. Figure 7.7 is typical of the absorber performance and demonstrates its broadband nature and the existence of an optimum value of $\beta$ for minimizing the reflection coefficient. Basically, the results suggest that $\beta$ must be chosen for a given absorber thickness to provide the slowest decay without causing reflections from the absorber backing. That is, the lowest reflection may be achieved when the entire absorber width is used to reduce the wave amplitude before it reaches the absorber's backing. As expected, this optimum value of $\beta$ changes with frequency but the broadband properties of the absorber are still maintained since acceptable low reflections can still be achieved for unoptimized $\beta$ values. For example, in the case of $f = 4.5 GHz$ (dashed line) the optimum value of $\beta = 1$ gives a reflection coefficient of -45dB whereas the value of $\beta = 3$ (corresponding to $2\beta t/\lambda_g = 2.3$) gives a reflection coefficient of -37 dB which is still acceptable for many applications. It should be noted though that setting $\beta = 3$ allows use of an absorber which is about 2cm or 1/3 free space wavelengths. Also, as can be realized
the discretization rate plays a role in finding the optimum value of $\beta \lambda$, and thus the presented curves refer to a sampling rate of around $18 \lambda$ for the waveguide example.

Not surprisingly (see (6.6)), for this example, the value of $\alpha$ does not play an important role in the performance of the absorber and this is demonstrated in fig. 7.8. As seen, setting always $\alpha = 1$ gives the same performance as the case of $\alpha = 3$ shown in fig. 7.7. Our tests also show that other choices of $\alpha$ give the similar absorber performance. However, it is expected that $\alpha$ will play a role in the presence of attenuating modes and it is therefore recommended to choose $\alpha = 3$ to ensure that all modes are absorbed.

**Microstrip line**

The performance of the perfectly matched uniaxial layer in absorbing the shielded microstrip line mode is illustrated in fig. 7.9 where the reflection coefficient is plotted as a function of $2 \beta t/\lambda_g$, where $\lambda_g = \lambda_0/\sqrt{\varepsilon_{eff}}$ and $\varepsilon_{eff}$ is the effective dielectric constant. In this case, the microstrip line is terminated with a 1.87 cm thick, 5-layered absorber and the line is extended up to 4 layers inside the absorber to avoid an electric contact with the metallic wall. Similarly to the waveguide, we again observe that an optimum $\beta$ value exists and it was verified that in the absorber the wave exhibits the same attenuation behavior as shown in fig. 7.6. The reflection coefficient at the optimum $\beta = 1$ is now $-42 dB$ and if better performance is required, a thicker absorbing layer may be required. Again as in the case of the waveguide example, the value of $\alpha$ plays little role in the performance of the absorber and this is illustrated in fig. 7.10. However, of importance is the behavior of the reflection coefficient as a function of $2 \beta t/\lambda_g$. For the waveguide and microstrip examples, we observe that the absorption is maximized for approximately the same value of $2 \beta t/\lambda_g$. 
(about 0.8). Thus these curves can be used for other applications as well, although it should be noted that the discretization rate plays an equally important role and this needs further investigation.

The accuracy and validity of the PML applications for circuit parameter computations can also be seen from the result illustrated in fig. 7.11. It is seen that use of the optimized 4.5 cm PML layer, with $\alpha = 1$ and $\beta = 1$, yields very accurate input impedance values. The shown microstrip line impedances were computed by measuring the vertical field at the probe's location without a need to extract the VSWR which is often difficult with unstructured finite element meshes. Note that the shielded microstrip line dimensions for the data are given in fig. 7.11.

**Meanderline**

Another example is the meander line shown in fig. 7.12. For the FEM simulation, the structure was placed in a rectangular cavity of size $5.8\,mm \times 18.0\,mm \times 3.175\,mm$. The cavity was tessellated using $29 \times 150 \times 5$ edges and only 150 edges were used along the y-axis. The domain was terminated with a 10 layer PML, each layer being of thickness $t = 0.12\,mm$. The $S_{11}$ results are shown in fig 7.13 and are in good agreement with the measured data [78].
Figure 7.5: Typical field values of TE$_{10}$ mode inside a rectangular waveguide terminated by a perfectly matched uniaxial layer.

Figure 7.6: Field values of the TE$_{10}$ mode inside a waveguide terminated by a perfectly matched uniaxial layer. The absorber is 10 elements thick and each element was 0.5 cm which translates to about 13 samples per wavelength at 4.5 GHz.
Figure 7.7: Reflection coefficient vs $2\beta t/\lambda_g$ ($\alpha = 1$) for the perfectly matched uniaxial layer used to terminate the waveguide shown in fig. 7.6.

Figure 7.8: Reflection coefficient vs $2\beta t/\lambda_g$, with $\alpha = \beta$, for the perfectly matched uniaxial layer used to terminate the waveguide shown in fig. 7.6.
Figure 7.9: Reflection coefficient vs $2\beta t/\lambda_g$ with $\alpha=1$, for the shielded microstrip line terminated by the perfectly matched uniaxial layer.

Figure 7.10: Reflection coefficient vs $2\beta t/\lambda_g$ with $\alpha=3$, for the shielded microstrip line terminated by the perfectly matched uniaxial layer.
Figure 7.11: Input impedance calculations for the PML terminated microstrip as compared to the theoretical reference data.
Figure 7.12: Illustration of a meander line geometry used for comparison with measurement.

Figure 7.13: Comparison of calculated and measured results for the meander line shown in fig. 7.12.
CHAPTER VIII

AWE: Asymptotic Waveform Evaluation

8.1 Brief Overview of AWE

Although full wave electromagnetic systems are large and cumbersome to solve, typically only a few parameters are needed by the designer or analyst. A reduced order modeling of these parameters (input impedance, S parameters, far field pattern, etc) is therefore an important consideration in minimizing the CPU requirements needed for generating the frequency response of the parameter. The Asymptotic Waveform Evaluation (AWE) method is one approach to construct a reduced ordering model of the input impedance or other useful electromagnetic parameters. AWE relies on a Padè approximation of the given parameters to avoid the repeated solution of the system at each frequency value. It has already been applied to problems in circuit analysis and in this paper we demonstrate its application and validity when used in conjunction with the finite element method to simulate full wave electromagnetic problems.

The method of Asymptotic Waveform Evaluation (AWE) is a reduced-order modeling of a linear system and has already been successfully used in VLSI and circuit analysis to approximate the transfer function associated with a given set of ports/variables in circuit networks [79-82]. The basic idea of the method is to de-
develop an approximate transfer function of a given linear system from a limited set of spectral solutions. Typically, a Padé expansion of the transfer function is postulated whose coefficients are then determined by matching the Padé representation to the available spectral solutions of the complete system.

In this chapter we investigate the applicability of the AWE method for approximating the response of a given parameter in full wave simulation of radiation or scattering problems in electromagnetics. Of particular interest is to use AWE for evaluating the input impedance of the antenna over an entire bandwidth from a knowledge of the full wave solution at a few (even a single) frequency points. Also, the method can be used to fill-in a backscattering pattern with respect to frequency from a priori knowledge of the simulation system with a few data samples of that pattern. Given that practical partial differential equation (PDE) systems involve several thousand unknowns, AWE can indeed have a dramatic reduction of CPU requirements in generating a response for a given system parameter (state variable) without a need to resolve the system for the fields in the entire computational grid. Below we first describe the recasting of the FEM system for application of the AWE. We then proceed to describe the AWE method and demonstrate its application, accuracy and efficiency for computing the input impedance of a shielded microstrip stub.

8.2 Theory

8.2.1 FEM System Recast

The application of the finite element method to full wave electromagnetic solutions amounts to generating a linear system of equations by extremizing the functional [83]

$$\mathcal{F} = \nabla \times \mathbf{E} \cdot \overline{\mathbf{a}} \cdot \nabla \times \mathbf{E} - k^2 \mathbf{E} \cdot \overline{\mathbf{j}} \cdot \mathbf{E} + k b \cdot \mathbf{t}. \quad (8.1)$$
where $\langle,\rangle$ denotes an inner-product and b.t. is a possible boundary term whose specific form is not required for this discussion. Also, the dyadics $\bar{\alpha}$ and $\bar{\beta}$ are material related coefficients. $k = \frac{2\pi}{\lambda} = \frac{\omega}{c}$ is the wavenumber and $\omega$ is the corresponding operating frequency with $c$ being the speed of light. A discretized form of (8.1) incorporating the appropriate boundary conditions is [29]

$$\left( A_0 + kA_1 + k^2A_2 \right) \{X\} = \{f\} \quad (8.2)$$

where $A_i$ denote the usual square (sparse) matrices and $\{f\}$ is a column matrix describing the specific excitation.

Clearly (8.2) can be solved using direct or iterative methods for a given value of the wavenumber. Even though $A_i$ is sparse, the solution of the system (8.2) is computationally intensive and must be further repeated for each $k$ to obtain a frequency response. Also, certain analyses and designs may require both temporal and frequency responses placing additional computational burdens and a repeated solution of (8.2) is not an efficient approach in generating these responses. An application of AWE to achieve an approximation to these responses is an attractive alternative and below we formulate AWE in connection with the FEM system (8.2), whose implementation is considered in connection with antenna and microwave circuit problem. For these problems it turns out that the excitation column $\{f\}$ is a linear function of the wavenumber and can therefore be stated as

$$\{f\} = k \{f_1\} \quad (8.3)$$

with $\{f_1\}$ being independent of frequency. This observation will be specifically used in our subsequent presentation.
8.2.2 Asymptotic Waveform Evaluation

To describe the basic idea of AWE in conjunction with the FEM, we begin by first expanding the solution \( \{X\} \) in a Taylor series about \( k_0 \) as

\[
\{X\} = \{X_0\} + (k - k_0) \{X_1\} + (k - k_0)^2 \{X_2\} + \ldots
\]

\[+(k - k_0)^i \{X_i\} + \mathcal{O}\{(k - k_0)^{i+1}\}\]  \tag{8.4}

where \( \{X_0\} \) is the solution of (8.2) corresponding to the wavenumber \( k_0 \). By introducing this expansion into (8.2) and equating equal powers of \( k \) in conjunction with (8.3), after some manipulations we find that

\[
\{X_0\} = k_0 \mathbf{A}_0^{-1} \{f_1\}
\]

\[
\{X_1\} = \tilde{\mathbf{A}}_0^{-1} [\{f_1\} - \mathbf{A}_1 \{X_0\} - 2k_0 \mathbf{A}_2 \{X_0\}] 
\]

\[
\{X_2\} = -\tilde{\mathbf{A}}_0^{-1} [\mathbf{A}_1 \{X_1\} + \mathbf{A}_2 (\{X_0\} + 2k_0 \{X_1\})] \]  \tag{8.5}

\[
\ldots = \ldots.
\]

\[
\{X_i\} = -\tilde{\mathbf{A}}_0^{-1} [\mathbf{A}_1 \{X_{i-1}\} + \mathbf{A}_2 (\{X_{i-2}\} + 2k_0 \{X_{i-1}\})]
\]

with

\[
\tilde{\mathbf{A}}_0 = \mathbf{A}_0 + k_0 \mathbf{A}_1 + k_0^2 \mathbf{A}_2
\]  \tag{8.6}

Expressions (8.5) are referred to as the system moments whereas (8.6) is the system at the prescribed wavenumber \( k_0 \). Although an explicit inversion of \( \mathbf{A}_0^{-1} \) may be needed as indicated in (8.5), this inversion is used repeatedly and can thus be stored out-of-core for the implementation of AWE. Also, given that for input impedance computations we are typically interested in the field value at one location of the computational domain, only a single entry of \( \{X_i(k)\} \) needs be considered, say (the \( p \)th entry) \( X^p_i(k) \). The above moments can then be reduced to scalar form and
the expansions (8.5) become a scalar representation of $X_q(k)$ about the corresponding solution at $k_0$. To yield a more convergent expression, we can instead revert the moments to a Padé expansion, which is a conventional rational function in form. A special case of the $q$th order of such an expansion is given by

$$X_q^p(k) = \frac{a_0 + a_1(k - k_0) + a_2(k - k_0)^2 + \ldots + a_q(k - k_0)^q}{1 + b_1(k - k_0) + b_2(k - k_0)^2 + \ldots + b_q(k - k_0)^q}$$

where $a_i$ and $b_i$ ($i = 0, 1, \ldots, q$) are referred to as the Padé coefficients.

For transient analysis, it is observed that the Padé expansion can be reformulated by partial fraction decomposition \[82, 84\] as

$$X_q^p(k) = X_{q0}^p + \sum_{i=1}^{q} \frac{r_i}{k - k_0 - k_i}$$

where $X_{q0}$ is the limiting value when $k$ tends to infinity. Clearly, this is the representation suitable for time/frequency domain transformation. The residues and poles ($r_i$ and $k_0 + k_i$) in (8.7) or (8.8) correspond to those of the original physical system and play important roles in determining the accuracy of the approximation. In general, higher order expansion contains more system residues and poles and usually provides a better approximation. Since the accuracy of AWE relies on the dominant residues and poles located in a complex plane closest to the point on the real axis $k_0$ from the origin, in practice the number of poles (and residues) needed to obtain a sufficiently accurate expansion can be much smaller than that of the original numerical system, which is the beauty of AWE method. (Detailed analysis and theory of Padé expansion can be found for instance in \[85\].)

For hybrid finite element – boundary integral system, the implementation of AWE is more involved because the fully populated submatrix of the overall system may be associated with a more complex dependence on frequency. In this case it is attractive to instead generate the full submatrix by introducing a spectral expansion.
of the exponential boundary integral kernel to facilitate the extraction of the system moments. This approach does increase the complications for implementing AWE. It however remains far more efficient in terms of CPU requirements when compared to the conventional approach to continuously repeating the solution of the entire system.

8.3 Numerical Implementation

As an application of AWE to a full wave electromagnetic simulation, we consider the evaluation of the input impedance for microstrip stub shielded in a metallic rectangular cavity as shown in fig. 8.1. As expected, the stub's input impedance is a strong function of frequency from 1-3 GHz and this example is therefore a good demonstration of AWE's capability.

The shielded cavity is 2.38cm $\times$ 6.00cm $\times$ 1.06cm in size and the microstrip stub resides on a 0.35cm thick substrate having a dielectric constant of 3.2. The stub is 0.79cm wide and $\lambda/2$ long at about 1.8 GHz. We note that the cavity is terminated at the perfectly electric conductor (PEC) back wall by an artificial absorber having relative constants of $\varepsilon_r = (3.2, -3.2)$ and $\mu_r = (1.0, -1.0)$. In this study the artificial absorber was used for setting up an appropriate forced problem rather than to establish a perfectly matched interface. Nevertheless the numerical FEM system was already demonstrated valid and accurate for microwave circuit analysis [86].

The frequency response of the shielded stub was first computed using a full wave finite element code from 1 to 3 GHz at 40MHz intervals (50 points) to serve as the reference solution. We then chose the single input impedance solution at 1.78GHz in conjunction with the 4th order and 8th order AWE representation given in (8.8) to approximate the reference response. As seen in fig. 8.3, the 4th order AWE
representation is in agreement with the real and reactive parts of the reference input impedance solution over about 50% and 33% bandwidth, respectively. This clearly shows that the contributions of the system poles in the complex $k$ plane lead to an accuracy difference to the real and reactive components. Surprisingly, the 8th order AWE representation recovers the reference solution over the entire 1-3GHz band for both impedance components. We also observed that the CPU requirements for 4th and 8th order computations are nearly the same except for a few more times of matrix–vector products. The number of these product operations is in the order of the AWE approximation order $q$ and therefore much smaller than the size of the original numerical system.

It is also apparent that to demonstrate the AWE efficiency we only solved the system once at one frequency point. The save of CPU time can be easily estimated when compared to solve the system conventionally for each frequency over the entire band. Thus, the AWE representation is an extremely useful addition to electromagnetic simulation codes and packages when a wideband frequency response of the system is required. The development and utility of the method for more complex numerical systems and multiple parameter simulation can be readily extended and will be considered in the future.
Figure 8.1: Illustration of the shielded microstrip stub excited with a current probe.

Figure 8.2: Impedance calculations using traditional FEM frequency analysis for a shielded microstrip stub shown in figure 8.1. Solid line is the real part and the dashed line denotes the imaginary part of the solutions. These computations are used as reference for comparisons.
Figure 8.3: 4th order and 8th order AWE implementations using one point expansion at 1.78 GHz are shown to compare with the reference data. With the 4th order AWE solutions, 56% and 33% bandwidth agreement can be achieved for the real (a) and imaginary (b) parts of impedance computations, respectively. It is also shown that the 8th order solutions agree excellently with the reference data over the entire band. (a) Real Part (b) Imaginary Part computations
CHAPTER IX

Conclusions

9.1 Discussion on the Research Work

During the period of developing the hybrid finite element methods, many expected and unexpected issues were frequently encountered. Among them are the understanding of physical systems, development of mathematical models, interpretation of results, lack of measurement data for comparison, and increased computational demands, etc. We can comfortably state that significant progress has been made during the course of this work. Some of our accomplishments are summarized below.

• General purpose hybrid FE-BI method development

Once the FE and BI subsystems and the hybrid method were mathematically formulated, a major effort was then devoted to the integration of the two subsystems. The interface between the FE-BI program and a commercial (SDRC-IDEAS) mesh generator was developed with minimum but sufficient geometry and meshing data. The latter task was important in permitting the geometrical modeling and meshing of printed antenna configurations of arbitrary shape. It is this general version of the FE-BI code that can (in theory) be used to simulate any planar conformal antenna.
• Iterative System Solver

A memory saving algorithm ITPACK was intertwined with the hybrid FEM subsystem to register only the non-zero FEM entries. The BiCG iterative solver was independently developed for partially sparse and partially full matrices in conjunction with the ITPACK algorithm.

• Uniform Grid BI Subsystem — BiCG-FFT

To facilitate the efficient storage and evaluation of the BI sub-system, a uniform right triangular zoning scheme for discretization of the boundary integral equation was introduced by re-numbering the triangle edges as dictated by their geometrical locations. This approach leads to a BI sub-system which could be cast as a 2-D discrete convolution, thus allowing use of FFT for fast execution of the iterative solver. This truncation/termination the “exact” evaluation of rectangular and right-triangular patches.

• Non-uniform BI Subsystem — Overlay-BiCG-FFT

For non-rectangular patches, an interpolation scheme was proposed to make use of the efficient BiCG-FFT technique by overlaying a fictitious uniform grid with the original arbitrary mesh. The forward/backward transformation matrices to account for field interpolations using localized basis functions were derived and they were indeed highly sparse.

• Feed Modeling

Feed modeling is one of the most important and challenging tasks in the context of the general purpose FEM. To this end, a series of commonly used feed structures were modeled using the hybrid technique, especially in consideration of efficiency and accuracy. These include probes/generators, aperture coupled
slotline, microstrip line, coax cable, etc.

- **Prismatic FEM Elements Incorporation**

A major problem in any hybrid FEM analysis is the tedious pre-processing for mesh generation. Thin layer substrates in the presence of thick spacer(s) are often found in practical conformal antenna designs. However, this typical configuration leads to large numerical systems when tetrahedral elements are used. To alleviate these difficulties, the prismatic edge-based elements were developed and incorporated in the hybrid system. This formulation exhibits certain features/advantages that tetrahedral FEM does not. It can therefore be used to compensate the tetrahedral FEM as a subsystem module.

- **Mesh Truncations With DMT and PML**

The uniaxial or other anisotropic medium simulation may be readily accomplished using the proposed hybrid FEM technique due to the geometrical adaptability of the tetrahedral elements. Hence the PML was first introduced into the 3-D FEM. Various performance studies were carried out to optimize the application of the PML to microwave circuit simulations. In the meantime, an analytical approach, dominant mode truncation (DMT), was proposed and implemented as an alternative mesh truncation of the FEM domain for microstrip lines and similar structures.

- **Reduced Order Approximation—AWE**

AWE has been reported useful in RLC and VLSI applications. For wideband and highly varying frequency responses, this technique is particularly efficient. Given the promise of the method for broadband simulations of VLSI circuits, we consider its application to electromagnetic system. In particular, AWE
was incorporated into the finite element method. It was indeed observed that
the attractive features of AWE are maintained when used in electromagnetic
problems.

9.2 Suggestions for Future Tasks

The following is a list of suggested tasks for further development of the finite
element methods

• Higher order edge-based FEM development

• Adaptive elements

• Mixed Elements and Interface

• Anisotropy (with loss) FEM Investigations/Applications

• Incorporation of More Robust Truncations

• Modular Development and Integration (with user interface)

9.3 Modular Development

Hybrid finite element methods for the analysis of various electromagnetic prob-
lems encountered in practice are still on the way to reach its maturity. As well known,
any general purpose technique (such as the commercially available software in electromagnetics) either loses its efficiency or becomes incapable when simulating intricate
problems. It is anticipated that at the current stage of the FEM development with
the limited capacity of computing resources, more and more specialized techniques
will be desired, particularly when efficiency and speed become a key consideration
in large scale computations and in engineering design.
With a whole set of specially developed techniques and methodologies, one should then consider to create an integration environment. As shown in fig. 9.1, we propose this FEM modular environment for future computational electromagnetic applications. A well designed modular finite element methods will be the most capable and robust in the future!

Figure 9.1: Multi-modular FEM environment
APPENDIX A

Evaluation of Matrix Elements for Tetrahedrals

Referring to Fig. A.1 and the associated table, the fields in the $\ell$th tetrahedron

![Diagram of a tetrahedron with node/edge numbering]

**Table**

<table>
<thead>
<tr>
<th>Edge Numbering</th>
<th>Vertex Numbering</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\ell$</td>
<td>$i_1$  $i_2$</td>
</tr>
<tr>
<td>1</td>
<td>1     2</td>
</tr>
<tr>
<td>2</td>
<td>1     3</td>
</tr>
<tr>
<td>3</td>
<td>1     4</td>
</tr>
<tr>
<td>4</td>
<td>2     3</td>
</tr>
<tr>
<td>5</td>
<td>4     2</td>
</tr>
<tr>
<td>6</td>
<td>3     4</td>
</tr>
</tbody>
</table>

Figure A.1: (a) A tetrahedron. (b) its local node/edge numbering scheme
are expanded as

$$\mathbf{E} = \sum_{i=1}^{n} E_i \mathbf{W}_i$$

where the basis functions $\mathbf{W}_i$ are given by

$$\mathbf{W}_{i-1}(\mathbf{r}) = \begin{cases} f_{i-1} + g_{i-1} \times \mathbf{r} & \mathbf{r} \in V_i \\ 0 & \text{outside element} \end{cases}$$

$$f_{i-1} = \frac{b_{i-1}}{6V} \mathbf{r}_{i1} \times \mathbf{r}_{i2} \quad \mathbf{r}_{i1}, \mathbf{r}_{i2} \text{ : position vectors of vertices } i_1 \text{ and } i_2 \text{ (see Table)}$$

$$g_{i-1} = \frac{b_i b_{i-1}}{6V} \mathbf{e}_i$$

$$e_i = \frac{(\mathbf{r}_{i2} - \mathbf{r}_{i1})}{b_i}$$

$$b_i = |\mathbf{r}_{i2} - \mathbf{r}_{i1}| = \text{length of the } i\text{th edge (see Table)}$$

$$V_e = \text{element's volume}$$

We note that

$$\nabla \cdot \mathbf{W}_i = 0 \quad \nabla \times \mathbf{W}_i = 2g_i$$

indicating that $\mathbf{W}_i$ are divergenceless. Furthermore,

$$\mathbf{W}_i(\mathbf{r}^j) \cdot \hat{e}_j = \delta_{ij}; \quad \delta_{ij} = \begin{cases} 1 & i = j \\ 0 & i \neq j \end{cases}$$

where $\mathbf{r}^j$ has its tip on the $j\text{th edge of the tetrahedron}$. This last property ensures that the coefficients $E_i^e = \mathbf{E} \cdot \hat{e}_i$ represent the average field value at the $i\text{th edge of the tetrahedron}$.

Using the above basis functions, we now proceed with the derivation of the matrix elements $A_{ij}^e$. We have

$$\iiint_{V_e} \frac{1}{\mu_r} (\nabla \times \mathbf{W}_i^e) \cdot (\nabla \times \mathbf{W}_j^e) = \frac{4}{\mu_r} g_i \cdot g_j V_e$$
Also,

\[
\varepsilon_r \int_{V_e} \mathbf{W}_i \cdot \mathbf{W}_j \, dv = \varepsilon_r \iiint_{V_e} \left\{ (\mathbf{f}_i \cdot \mathbf{f}_j) + (\mathbf{r} \cdot \mathbf{D}) - (\mathbf{g}_j \cdot \mathbf{r}) \right\} \, dv
\]

\[
= \varepsilon_r (I_1 + I_2 + I_3)
\]

where

\[
\mathbf{D} = (\mathbf{f}_i \times \mathbf{g}_j) + (\mathbf{f}_j \times \mathbf{g}_i)
\]

and

\[
I_1 = \iiint_{V_e} \mathbf{f}_i \cdot \mathbf{f}_j \, dv
\]

\[
I_2 = \iiint_{V_e} \mathbf{r} \cdot \mathbf{D} \, dv
\]

\[
I_3 = \iiint_{V_e} (\mathbf{g}_i \times \mathbf{r}) \cdot (\mathbf{g}_j \times \mathbf{r}) \, dv
\]

Since \(\mathbf{f}\) is a constant vector, \(I_1\) reduces to

\[
I_1 = \mathbf{f}_i \cdot \mathbf{f}_j V_e
\]

To evaluate \(I_2\) we first set

\[
x = \sum_{i=1}^{4} L_i x_i; \quad y = \sum_{i=1}^{4} L_i y_i; \quad z = \sum_{i=1}^{4} L_i z_i
\]

where \(x_i, y_i, z_i (i = 1, \ldots, 4)\) denote the \((x, y, z)\) coordinates of the tetrahedron's vertices and \(L_i\) are the simplex coordinates or shape functions for the same element. That is, \(L_i\) is the normalized volume of the tetrahedron formed by its three corners other than the \(i\)th, and the point \((x, y, z)\) located within the tetrahedron. Using the standard formula for volume integration within a tetrahedral element and simplifying, we have

\[
I_2 = \frac{V_e}{4} \left[ D_x \sum_{i=1}^{4} x_i + D_y \sum_{i=1}^{4} y_i + D_z \sum_{i=1}^{4} z_i \right]
\]
where $D_m$ is the $m$th component of $\mathbf{D}$. The evaluation of $I_3$ can be simplified by the use of basic vector identities. We have

\[
I_3 = \mathbf{g}_i \cdot \mathbf{g}_j \int_{V_e} |\mathbf{r}|^2 \, dV - \int_{V_e} (\mathbf{g}_i \cdot \mathbf{r}) (\mathbf{g}_j \cdot \mathbf{r}) \, dV
\]

\[
= (g_{iy}g_{yy} + g_{iz}g_{yz}) \int_{V_e} x^2 \, dV + (g_{ix}g_{yx} + g_{iz}g_{yz}) \int_{V_e} y^2 \, dV + (g_{ix}g_{yx} + g_{iy}g_{yx}) \int_{V_e} z^2 \, dV
\]

\[
- (g_{ix}g_{yy} + g_{jy}g_{xy}) \int_{V_e} xy \, dV - (g_{ix}g_{z} + g_{jx}g_{yz}) \int_{V_e} z \, dV - (g_{iz}g_{yy} + g_{iy}g_{yz}) \int_{V_e} yz \, dV
\]

where $g_{im}$ represents the $m$th component of the vector $\mathbf{g}_i$. Each of the above integrals can be easily evaluated analytically and the result can be expressed in the general form

\[
\int_{V_e} a_l a_m \, dV = \frac{V_e}{20} \left[ \sum_{i=1}^{4} a_{li} a_{mi} + \sum_{i=1}^{4} a_{li} \sum_{i=1}^{4} a_{mi} \right]
\]

for $l, m = 1, \ldots, 3$. The parameters $a_l$ or $a_m$ can represent any of the rectilinear variables $x, y, z$. 
APPENDIX B

Evaluation of the Boundary Integral System Matrix

The explicit representation of the boundary integral subsystem matrix is given by (3.12) and can be rewritten as

\[ B_{pqij} = 2 \int_{T^p} \int_{T^q} (-k_0^2 \mathbf{S}_i \cdot \mathbf{S}_j + \nabla \times \mathbf{S}_i \cdot \nabla \times \mathbf{S}_j) G_0(\mathbf{r}, \mathbf{r}') dS' dS \]  

where \( G_0(\mathbf{r}, \mathbf{r}') \) is the free space Green's function, and \( T^p \) is the \( p \)th triangle of the triangle pair \( S_p \) as shown in fig. 3.3. Similar to the finite element assembly procedure, it should be recognized that the definition of (B.1) virtually involves an assembling over the triangles.

To proceed, (3.14) is used to discretize the field region and thus its curl is given by

\[ \nabla \times \mathbf{S}_i(\mathbf{r}) = \epsilon(\mathbf{r}) \frac{l_i}{A_p} \mathbf{\hat{z}} \]  

where \( \epsilon(\mathbf{r}) \) is defined by (3.15). Note that when deriving (B.2), the fact that \( \mathbf{r} \) is located inside the \( p \)th triangle in a planar surface is considered and therefore \( \nabla \cdot \mathbf{r} = 2 \).

Given the Green's function, it is straightforward to express the matrix entries as

\[ B_{pq}^{ij} = - \frac{k_0^2 l_i l_j}{8\pi A_p A_q} \int_{T^p} \int_{T^q} (\mathbf{r} - \mathbf{r}_i') \cdot (\mathbf{r} - \mathbf{r}_j') \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) \frac{e^{-jk_0 R}}{R} dS' dS \]

\[ + \frac{l_i l_j}{2\pi A_p A_q} \int_{T^p} \int_{T^q} \frac{e^{-jk_0 R}}{R} \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) dS' dS \]  

(B.3)
in which \( R = |r - r'| \). These integrals can be readily evaluated for non-self cell terms by numerical integrations. It is also observed that once \( T_i \) coincides with \( T_j \), the integrands become singular because of the Green's function. In this case, the singularity should be removed. For the second integral, this is accomplished by subtracting and adding an additional term. That is

\[
\int_{T_i} \int_{T_j} \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) \frac{e^{-jk_0 R}}{R} dS' dS = \int_{T_i} \int_{T_j} \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) \frac{e^{-jk_0 R}}{R} dS' dS + \int_{T_i} \int_{T_j} \frac{1}{R} \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) dS' dS \quad (B.4)
\]

The first integral in (B.4) is evaluated using numerical integrations and the second one is carried out analytically [55]. Similarly, the first integral in (B.3) is rearranged as

\[
\int_{T_i} \int_{T_j} (\mathbf{r} - \mathbf{r}_i) \cdot (\mathbf{r} - \mathbf{r}_j) \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) \frac{e^{-jk_0 R}}{R} dS' dS = \\
\int_{T_i} \int_{T_j} (\mathbf{r} - \mathbf{r}_i) \cdot (\mathbf{r} - \mathbf{r}_j) \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) \frac{e^{-jk_0 R}}{R} dS' dS + \int_{T_i} \int_{T_j} (\mathbf{r} - \mathbf{r}_i) \cdot (\mathbf{r} - \mathbf{r}_j) \epsilon_i(\mathbf{r}) \epsilon_j(\mathbf{r}) \frac{1}{R} dS' dS \quad (B.5)
\]

in which the first integral on the right hand side is numerically integratable with singularity removed and the second one again may be expressed in a simple analytical form [55].
APPENDIX C

Formulation for Right Angle Prisms

For FEM implementation, the following quantities are required

\[ P_{mn}^e = \int_{V^e} \nabla \times \mathbf{v}_m \cdot \nabla \times \mathbf{v}_n \, dV \]  \hspace{1cm} (C.1)

\[ Q_{mn}^e = \int_{V^e} \mathbf{v}_m \cdot \mathbf{v}_n \, dV \]  \hspace{1cm} (C.2)

where the curls are given by

\[ \nabla \times \mathbf{v}_i = -\frac{l_i}{2S^e \Delta z} [(x - x_i)\hat{x} + (y - y_i)\hat{y} - \hat{z}(z - z_c)] \quad i = 1, 2, 3 \]

\[ \nabla \times \mathbf{v}_j = \frac{l_i}{2S^e \Delta z} [(x - x_j)\hat{x} + (y - y_j)\hat{y} + \hat{z}(z_c + \Delta z - z)] \quad j = 4, 5, 6 \]  \hspace{1cm} (C.3)

\[ \nabla \times \mathbf{v}_k = \frac{1}{2S^e} [(x_{k2} - x_{k1})\hat{x} + (y_{k2} - y_{k1})\hat{y}] \quad k = 7, 8, 9 \]

To this end, we follow the notation defined in (4.13) and (4.14), where \(i, i'=1,2,3\) represent the top triangle edges, \(j, j'=4,5,6\) denote the bottom triangle edges and \(k, k'=7,8,9\) stand for the vertical three edges. It is found that (C.2) and (C.3) can be analytically evaluated and we tabulate the results as follows

\[ P_{ii'} = C_{ii'} \left[ D_{ii'} \Delta z + \frac{4}{3} S^e (\Delta z)^3 \right] \]  \hspace{1cm} (C.4)

\[ P_{jj'} = C_{jj'} \left[ D_{jj'} \Delta z + \frac{4}{3} S^e (\Delta z)^3 \right] \]  \hspace{1cm} (C.5)
\[ P_{kk'} = \frac{\Delta z}{4S'} j^k \cdot j^{k'} \]

\[ P_{ij} = P_{ji} = -C_{ij} \left[ D_{ij} \Delta z - \frac{4}{6} S'' (\Delta z)^3 \right] \tag{C.7} \]

\[ P_{ik} = P_{ki} = -\frac{l_i}{4(S')^2} \left[ \ddot{x} \cdot \ddot{t}^k (S X - x_i S') + \ddot{y} \cdot \ddot{t}^k (S Y - y_i S') \right] \tag{C.9} \]

\[ P_{jk} = P_{kj} = \frac{l_j}{4(S')^2} \left[ \ddot{x} \cdot \ddot{t}^k (S X - x_j S') + \ddot{y} \cdot \ddot{t}^k (S Y - y_j S') \right] \tag{C.10} \]

\[ Q_{ii'} = \frac{(\Delta z)^3}{3} C_{ii'} D_{ii'} \tag{C.12} \]

\[ Q_{jj'} = \frac{(\Delta z)^3}{3} C_{jj'} D_{jj'} \tag{C.13} \]

\[ Q_{kk'} = \Delta z S'' T_{kk'} \tag{C.15} \]

\[ Q_{ij} = Q_{ji} = \frac{(\Delta z)^3}{6} C_{ij} D_{ij} \tag{C.16} \]

\[ Q_{ik} = Q_{ki} = Q_{jk} = Q_{kj} = 0 \tag{C.17} \]

where

\[ T_{kk'} = \begin{cases} 1/6 & \text{for } k = k', \\ 1/12 & \text{for } k \neq k' \end{cases} \]

\[ C_{ij} = \frac{l_i l_j}{4(S' \Delta z)^2} \tag{C.18} \]

\[ D_{ij} = S X X - (x_i + x_j) S X + x_i x_j S' + S Y Y - (y_i + y_j) S Y + y_i y_j S' \]

The remaining quantities in the above list of the expressions are defined as

\[ S' = \int_{S'} dx dy \]

\[ S X = \int_{S'} x dx dy \]
These integrals can be expressed in terms of the global coordinates of the three nodes \((X_i, Y_i), (X_j, Y_j), (X_m, Y_m)\). Specifically, assuming that the three nodes \(i, j\) and \(m\) of a triangle are in counterclockwise rotation, we then have:

\[
S^e = \int_{S^e} dx\, dy = \frac{1}{2} \begin{vmatrix} 1 & x_i & y_i \\ 1 & x_j & y_j \\ 1 & x_m & y_m \end{vmatrix}
\]

\[
SX = \int_{S^e} x\, dx\, dy = \frac{S^e}{3} (X_i + X_j + X_m)
\]

\[
SY = \int_{S^e} y\, dx\, dy = \frac{S^e}{3} (Y_i + Y_j + Y_m)
\]

\[
SXX = \int_{S^e} x^2\, dx\, dy = \frac{S^e}{12} \left\{(X_i + X_j + X_m)^2 + (X_i^2 + X_j^2 + X_m^2)\right\}
\]

\[
SYY = \int_{S^e} y^2\, dx\, dy = \frac{S^e}{12} \left\{(Y_i + Y_j + Y_m)^2 + (Y_i^2 + Y_j^2 + Y_m^2)\right\}
\]

\[
SXY = \int_{S^e} xy\, dx\, dy = \frac{S^e}{12} \left\{(X_i + X_j + X_m)(Y_i + Y_j + Y_m)
+ (X_iY_i + X_jY_j + X_mY_m)\right\}
\]
APPENDIX D

System Derivation From A Functional

Referring to fig. 2.2, we begin with the functional

\[ \mathcal{F}(\mathbf{H}) = \frac{1}{2} \int_{\Omega_d+\Omega_f+\Omega_a} \left( \nabla \times \mathbf{H} \cdot \bar{\varepsilon}_f^{-1} \cdot \nabla \times \mathbf{H} - k_0^2 \mathbf{H} \cdot \bar{\mu}_f \cdot \mathbf{H} \right) \, d\Omega \]  

(D.1)

to derive the system in terms of the scattered field. On inserting the field decomposition \( \mathbf{H} = \mathbf{H}^{\text{scat}} + \mathbf{H}^{\text{inc}} \), the functional becomes

\[ \mathcal{F}(\mathbf{H}^{\text{scat}}, \mathbf{H}^{\text{inc}}) = (\mathbf{H}^{\text{scat}}, \mathbf{H}^{\text{scat}})_{\Omega_d+\Omega_f+\Omega_a} + (\mathbf{H}^{\text{scat}}, \mathbf{H}^{\text{inc}})_{\Omega_d} + (\mathbf{H}^{\text{inc}}, \mathbf{H}^{\text{scat}})_{\Omega_d} \]
\[ + (\mathbf{H}^{\text{scat}}, \mathbf{H}^{\text{inc}})_{\Omega_f} + (\mathbf{H}^{\text{inc}}, \mathbf{H}^{\text{scat}})_{\Omega_f} \]  

(D.2)

where the fact that \( \mathbf{H}^{\text{inc}} \) does not exist in \( \Omega_a \) has been considered, and \((,\) represents the integral of the same form as in (D.1). Once a self-adjoint system operator is assumed, it then follows that

\[ (\mathbf{H}^{\text{inc}}, \mathbf{H}^{\text{scat}})_{\Omega_d} = (\mathbf{H}^{\text{scat}}, \mathbf{H}^{\text{inc}})_{\Omega_d} \]  

(D.3)

Also, in free space \( \Omega_f \),

\[ (\mathbf{H}^{\text{inc}}, \mathbf{H}^{\text{scat}})_{\Omega_f} = (\mathbf{H}^{\text{scat}}, \mathbf{H}^{\text{inc}})_{\Omega_f} \]  

(D.4)

Upon invoking the divergence theory, we have

\[ 2 (\mathbf{H}^{\text{scat}}, \mathbf{H}^{\text{inc}})_{\Omega_f} = \int_{\Gamma_d} \mathbf{H}^{\text{scat}} \cdot \left( \hat{n}_1 \times \bar{\varepsilon}_f^{-1} \cdot \nabla \times \mathbf{H}^{\text{inc}} \right) \, dS \]
\[ - \int_{\Gamma_f} \mathbf{H}^{\text{scat}} \cdot \left( \hat{n}_2 \times \bar{\varepsilon}_f^{-1} \cdot \nabla \times \mathbf{H}^{\text{inc}} \right) \, dS \]  

(D.5)
Evidently, for a self-adjoint operator, one readily recovers the system (2.42) obtained via Galerkin's method. It should be noted that besides the boundary transition conditions, the self-adjoint property of a system operator simply requires

$$\bar{\bar{z}}^{-1}_r = (\bar{\bar{z}}^{-1}_r)^T, \quad \bar{\bar{\mu}}_r = (\bar{\bar{\mu}}_r)^T$$

(D.6)

In the case of a non-self-adjoint operator, it is generally not possible to recover the system given by (2.42) in the same manner. This is because the functional (D.2) in terms of the scattered field is of the form

$$\mathcal{F}(\mathbf{H}) = \frac{1}{2} \int_{\Omega_d+\Omega_I+\Omega_a} \left( \nabla \times \mathbf{H}_{\text{scat}} \cdot \bar{\bar{z}}^{-1}_r \cdot \nabla \times \mathbf{H}_{\text{scat}} - k_0^2 \mathbf{H}_{\text{scat}} \cdot \bar{\bar{\mu}}_r \cdot \mathbf{H}_{\text{scat}} \right) d\Omega$$

$$+ \frac{1}{2} \int_{\Omega_d} \left( \nabla \times \mathbf{H}_{\text{scat}} \cdot \bar{\bar{z}}^{-1}_d \cdot \nabla \times \mathbf{H}_{\text{inc}} - k_0^2 \mathbf{H}_{\text{scat}} \cdot \bar{\bar{\mu}}_d \cdot \mathbf{H}_{\text{inc}} \right) d\Omega$$

$$+ \frac{1}{2} \int_{\Omega_d} \left( \nabla \times \mathbf{H}_{\text{inc}} \cdot \bar{\bar{z}}^{-1}_d \cdot \nabla \times \mathbf{H}_{\text{inc}} - k_0^2 \mathbf{H}_{\text{inc}} \cdot \bar{\bar{\mu}}_d \cdot \mathbf{H}_{\text{inc}} \right) d\Omega$$

$$+ \int_{\Gamma_d} \mathbf{H}_{\text{scat}} \cdot \left( \mathbf{n}_1 \times \bar{\bar{z}}^{-1}_d \cdot \nabla \times \mathbf{H}_{\text{inc}} \right) dS$$

$$- \int_{\Gamma_f} \mathbf{H}_{\text{scat}} \cdot \left( \mathbf{n}_2 \times \bar{\bar{z}}^{-1}_d \cdot \nabla \times \mathbf{H}_{\text{inc}} \right) dS$$

(D.7)

It is observed that the first integral shows the same form of the FEM system as that in (2.42). All other integrals in (D.7) contribute to the system excitation. Apparently, the two integrals over domain $\Omega_d$ are not identical, leading to a different FEM system than (2.42).
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