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ABSTRACT

Pneumatic active control of asymmetric vortical flows around slender pointed forebody is investigated using the three-dimensional solution of the compressible thin-layer Navier-Stokes equations. The computational applications cover the normal and tangential injection control of asymmetric flows around a 5°-semi-apex angle cone at 40° angle of attack, 1.4 freestream Mach number and 6x10^6 freestream Reynolds number (based on the cone length). The effective tangential-range of injection of 67.5° to −67.5° is used for both normal and tangential ports of injection. The effective axial length of injection is varied from 0.1 to 0.26 and the maximum mass-flow rate is varied from 0.03 to 0.05. The computational solver uses the implicit, upwind, flux-difference splitting scheme and the grid consists of 161x55x65 points in the wrap-around, normal and axial directions, respectively. The results show that tangential injection is more effective than normal injection.

INTRODUCTION

The problem of asymmetric flow around slender bodies and wings in the high angle-of-attack range is of vital importance to the dynamic stability and controllability of missiles and fighter aircraft. The onset of flow asymmetry occurs when the relative incidence (ratio of the angle of attack to nose semi-apex angle) of pointed forebodies exceeds certain critical values. In addition to the relative incidence as one of the influential parameters for the onset of flow asymmetry, the freestream Mach number, Reynolds number and the shape of the body cross sectional area are also influential parameters. The flow asymmetry develops due to absolute or convected disturbances. Passive control of flow asymmetry can be achieved by using vertical fins along the leeward plane of geometric symmetry, side-strikes near the body nose, rotatable forebody tips which have variable cross sections and boundary-layer trips on the windward side of the forebody surface. However, passive-control methods have limited effectiveness at very high angles of attack and are incapable of providing adaptive control capability.

Various active-control methods have been used either to eliminate forebody vortex asymmetry and the corresponding side force and yawing moment, or to provide additional controlled forces and moments to rapidly maneuver modern fighter aircraft. The focus of the present paper is on active-control methods that eliminate or alleviate forebody vortex asymmetry and the corresponding adverse aerodynamic loads. Active-Control methods include blowing and suction, spinning and rotary oscillation and surface heating; among others. The effectiveness of normal blowing was investigated by Peake et al., Almosnino and Rom, and Kandil et al. The effectiveness of tangential blowing was investigated by Wood et al. and Kandil et al. Active control of asymmetric flows around slender pointed bodies using spinning and rotary oscillations of the body, body nose tip or a band of the body has been investigated by Kruse, Fidler, Contanceau and Ménard, Taneda and Kandil et al.

Research work on using normal and tangential blowing to produce side forces and yawing moments to rapidly maneuver modern fighter aircraft was recently conducted by Tavella and Schiff, Murman et al., Kramer et al. and Celik. An extensive review of the literature of active-control methods can be found in the Ph.D. dissertation of Sharaf El-Din.

In the present paper, Computational research work is focussed on the injection active control of three-dimensional asymmetric flow around a pointed-nose cone representing a forebody. By using the effective tangential range of injection of 67.5° to −67.5° of Ref. 19, by the present authors, the effective axial length of injection (measured from the body nose) and the maximum mass-flow rate of injection are considered. Both normal and tangential injection are investigated.

FORMULATION AND COMPUTATIONAL SCHEME

Thin-layer Navier-Stokes Equations

The conservative form of the dimensionless, unsteady, compressible, thin-layer Navier-Stokes equations in terms of time-independent, body-conformed coordinates $\xi^1, \xi^2$, and $\xi^3$ is given by

$$\frac{\partial Q}{\partial t} + \frac{\partial E_m}{\partial \xi^m} - \frac{\partial (\vec{E}_s)}{\partial \xi^2} = 0; m = 1 - 3$$ (1)
\[ \xi^m = \xi^m(x_1, x_2, x_3) \quad (2) \]

\[ \tilde{Q} = \frac{\dot{q}}{J} = \frac{1}{J}[\rho, \rho u_1, \rho u_2, \rho u_3, \rho e]^T \quad (3) \]

\[ \tilde{E}_m = \text{inviscid flux} \\
= \frac{1}{J} \left[ \partial_1 \xi^m \tilde{E}_k \right]^T \\
= \frac{1}{J} \left[ \rho U_m, \rho u_1 U_m + \partial_1 \xi^m p, \rho u_2 U_m + \partial_2 \xi^m p, \rho u_3 U_m + \partial_3 \xi^m p, \rho e p U_m \right]^T \quad (4) \]

\[(\tilde{E}_m)_2 \equiv \text{viscous and heat-conduction flux in } \xi^2 \text{ direction} \]
\[ = \frac{1}{J} \left[ 0, \partial_1 \xi^2 \tau_{12}, \partial_2 \xi^2 \tau_{22}, \partial_3 \xi^2 \tau_{32}, \partial_1 \xi^2 (u_m \tau_{2m} - q_k) \right]^T \quad (5) \]

\[ U_m = \partial_1 \xi^m u_k \quad (6) \]

The first element of the three momentum elements of Eq. (5) is given by
\[ \partial_1 \xi^2 \tau_{12} = \frac{M_{\infty} \mu}{Re} \left( \psi \partial_1 \xi^2 + \frac{\partial u_1}{\partial \xi^2} \right) \quad (7) \]

where
\[ \phi = \partial_2 \xi^2 \partial_2 \xi^2, \quad \psi = \frac{1}{3} \partial_4 \xi^2 \frac{\partial u_4}{\partial \xi^2} \quad (8) \]

The second and third elements of the momentum elements are obtained by replacing the subscript 1, everywhere in Eq. (7), with 2 and 3, respectively. The last element of Eq. (5) is given by
\[ \partial_1 \xi^2 (u_m \tau_{2m} - q_k) \equiv \frac{M_{\infty} \mu}{Re} \left\{ \psi W + \phi \left[ \frac{1}{2} \frac{\partial}{\partial \xi^2} u_m u_k + \frac{1}{(\gamma - 1) Pr} \frac{\partial (a^2)}{\partial \xi^2} \right] \right\} \quad (9) \]

where
\[ W = \partial_2 \xi^2 u_m \quad (10) \]

The reference parameters for the dimensionless form of the equations are \( L, a_\infty, L/a_\infty, \rho_\infty \) and \( \mu_\infty \) for the length, velocity, time, density and molecular viscosity, respectively. The Reynolds number is defined as \( Re = \frac{\rho_\infty V_\infty L}{\mu_\infty} \), and the pressure, \( p \), is related to the total energy per unit mass, \( e \), and density, \( \rho \), by the gas equation
\[ p = (\gamma - 1) \rho \left( e - \frac{1}{2} u_m u_n \right). \quad (11) \]

The viscosity, \( \mu \), is calculated from the Sutherland law
\[ \mu = T^{\gamma/2} \left( \frac{1 + C}{T + C} \right), \quad C = 0.4317, \quad (12) \]

and the Prandtl number \( Pr = 0.72 \).

In equations (1)-(11), the indicial notation is used for convenience. The subscripts \( k \) and \( n \) are summation indices, the superscript or subscript \( s \) is a summation index and the superscript or subscript \( m \) is a free index. The range of \( k, n, s \) and \( m \) is \( 1-3 \), and \( \delta_k \equiv \partial / \partial x_k \). In equations (1)-(12), \( u_m \) is the Cartesian velocity component, \( U_m \) the contravariant velocity component, \( \tau_m \) the Cartesian component of the shear stress tensor, \( a \) the local speed of sound and \( M_\infty \) the freestream Mach number.

**Boundary and Initial Conditions**

The boundary conditions are explicitly satisfied. In general, they include inflow-outflow conditions and solid-boundary conditions. For problems of flow asymmetry, where the flow is solved throughout the whole computational domain, periodic boundary conditions are used at the plane of geometric symmetry of the body.

For the asymmetric flow problems around slender bodies and for supersonic inflow-outflow boundary, the Riemann-invariant boundary conditions are used. They require that the inflow variables be at the freestream conditions, and the conical shock enclosing the body be captured as part of the solution. For supersonic outflow boundary, the Riemann-invariant boundary conditions require that all flow variables be extrapolated from the interior cells. On the solid boundary, without injection, the no-slip and no-penetration conditions are enforced. Moreover, the zero normal-pressure gradient and adiabatic boundary condition are enforced. For the present active control problems, the mass-flow rate is specified at the body surface for the normal injection control. For the tangential injection control, the mass-flow rate and tangential velocity are specified.

The initial conditions correspond to the uniform flow conditions with \( u_1 = u_2 = u_3 = 0 \) on the solid boundary. These conditions are used to obtain the asymmetric flow solution. Next, the flow control conditions are enforced and the previously obtained asymmetric solution is used for the initial conditions of the active control problem.

**Computational Scheme**

The implicit, upwind, flux-difference splitting, finite-volume scheme is used to solve the unsteady, compressible, thin-layer Navier-Stokes equations. The scheme uses the flux-difference splitting scheme of Roe which is based on the solution of the approximate Riemann problem. In the Roe scheme, the inviscid flux difference at the interface of computational cells is split into two parts: left and right flux differences. The splitting is accomplished according to the signs of the eigenvalues of the Roe averaged-Jacobian matrix of the inviscid fluxes at the cell interface. The min-mod flux limiter is used to eliminate oscillations at locations of large flow gradients. The viscous terms are differenced using a second-order accurate central differencing. The resulting difference equation is approximately factored and is solved in three sweeps in...
the $\xi^1$, $\xi^2$, and $\xi^3$ directions. The computational scheme is coded in the computer program "FTNS3D" which is a modified version of the "CFL3D" Code.

**COMPUTATIONAL STUDY AND DISCUSSION**

**Flow Conditions and Grid:**

For all the computational studies in this paper, a 5° semi-apex angle circular cone, representing the forebody, at 1.4 freestream Mach number and 6x10^6 freestream Reynolds number (based on body length) is considered. The grid consists 161x55x65 points in the normal direction and another geometric series is used for grid clustering in the normal direction and another geometric series is used for grid clustering in the axial direction in the nose region. Figure 1 shows a typical grid.

Asymmetric Flow Solution (No Control):

While the numerical disturbances (Machine round-off error) were sufficient to simulate wind tunnel or real flight disturbances in producing the asymmetry in the flowfield for conical flow solutions, such disturbances are insufficient for the three-dimensional solution of thin-layer Navier-Stokes equations since the three-dimensional solution never reached to machine zero during the iterative solution. The disturbance in the present case is applied physically, such as a transient short-time side-slip disturbance. For the case under consideration, a side-slip disturbance of $10^\circ$ is applied for 300 iteration steps. Next, the disturbance is removed and the asymmetry was persistent.

In Fig. 2, the surface-pressure coefficient is shown at several different axial stations along the cone length, and Fig. 3 shows the total-pressure-loss contours at the same axial stations. From these figures as well as Fig. 4, which is a three-dimensional view of stagnation-pressure contours at different axial stations, one can observe that the flowfield is highly asymmetric. Also, it is observed that the vortex asymmetric structure is changing sides with the axial direction, and hence the corresponding side forces are changing directions along the cone axis. Examining the figures at different axial stations, one concludes that the asymmetry grows spatially in the axial direction. This is in agreement with both experimental and computational results which relate the onset of asymmetry with small disturbances starting at the body nose and growing in the downstream direction. Since the solution is steady, the vortex shedding is a spatial one.

The fact that the flow asymmetry is not one-side biased restricts the choice of the active control method. Uniform mass injection would be of limited effectiveness since either it will be applied in a symmetric or antisymmetric way and either of the two methods will not be effective along the cone length. Hence, a variable injection mass-flow rate per unit area approach, similar to the one used in the conical flow applications, is chosen. The variable injection idea is based on sensing the pressure difference between the corresponding points on the right and left sides of the cone and applying a mass-flow rate that is proportional to this difference. The maximum mass-flow rate, $\dot{m}_{max}$, corresponds to the maximum of all pressure differences between the corresponding points on the right and left sides.

Normal Injection:

The reference case solution is used as initial condition for the normal injection control under consideration, in which $l_{eff}$ is chosen to be 0.1. The effective angle of the injection; $\theta_{eff}$ extends from $-67.5^\circ$ to $67.5^\circ$, where $\theta_{eff}$ is measured from the leeward side of the geometric plane of symmetry. The maximum mass-flow rate is 0.05.

Figures 5-7 show the surface-pressure coefficient at different axial stations, the total-pressure-loss contours at different axial stations and the stagnation-pressure contours at different axial stations, respectively. Comparing these figures with the corresponding figures of the reference case, it is observed that the asymmetry has been eliminated on about 70% of the cone length, and significantly reduced on the remaining 30% of the cone length. It is also observed that both the surface-pressure coefficient and the total-pressure loss-contours show small regions of asymmetry that grow along the cone length. These observations show that the level or area of injection used is insufficient to eliminate the asymmetry over the entire cone length.

Next, the effective length of injection is increased to $l_{eff} = 0.15$ while $\dot{m}_{max}$ is kept at 0.05. The results (not shown) indicated that the flowfield became symmetric up to 80% of the cone length only. Slight asymmetry was observed on the remaining 20% of the cone length.

Increasing the effective length of injection to $l_{eff} = 0.26$ eliminates the flow asymmetry over the entire cone length. The results of this case are shown in Figs. 8-10. No asymmetry in the flowfield or the surface pressure can be observed. To study the effect of the mass flow rate, the previous case is repeated with $\dot{m}_{max} = 0.03$ keeping $l_{eff} = 0.26$. The results of this case were identical to the previous case.

Tangential Injection:

The direction of the injection in this case is tangent to the body surface towards the leeward plane of geometric symmetry. The initial conditions for this case is the solution of the reference case of Figs. 2-4. The effective angle of injection is chosen to extend from $-67.5^\circ$ to $67.5^\circ$, and the maximum mass-flow rate per unit area is taken to be 0.05, while the effective length of injection
The results of this case are shown in Figs. 11-13. The results show that the flow has recovered its symmetry and there is no sign of any significant asymmetry. Comparing these results with the corresponding results for the normal-injection case; Figs. 5-7, we conclude that tangential injection control is more effective than normal-injection control in eliminating the flow asymmetry and the corresponding side force for the same flow conditions.

CONCLUDING REMARKS

The compressible thin-layer Navier-Stokes equations have been solved to investigate the effectiveness of the active control using flow injection on a slender pointed cone. First, flow asymmetry has been obtained around the cone by inducing a short-time side-slip of $10^\circ$ as a transient flow disturbance. The disturbance is induced for 300 iteration steps and then removed. Flow asymmetry was not possible using disturbances in the form of machine round-off error (as in the case of conical flows) since the residual error never reached machine zero during the iterative solution. Once the asymmetric flow is obtained, the injection control is applied using normal or tangential flow injection. The effective injection angle, length and maximum mass-flow rate are specified and the boundary conditions are modified according to the type of injection control; normal or tangential. The maximum mass-flow rate is used for the maximum pressure difference between the right and left sides of the cone. For the pressure difference between other corresponding points on the right and left, a mass-flow rate which is proportional to this difference is used. It has been shown that the tangential injection control is more effective than the normal injection control for the same flow conditions. In the present study, the cone angle of attack is kept fixed at $40^\circ$ and no additional flow cases have been investigated due to the limitation on the computational resources.
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Fig. 1. A typical three-dimensional grid around the cone, 161x55x65.

Fig. 2. Surface-pressure coefficient at different axial stations for a circular cone at 
\( \alpha = 40^\circ \), \( M_\infty = 1.4 \), \( R_e = 6 \times 10^6 \).
Fig. 3. Total pressure loss contours at different axial stations for a circular cone at \( \alpha = 40^\circ \), \( M_\infty = 1.4 \), \( Re = 6 \times 10^6 \).

Stagnation Pressure Contours
Semi-apex angle cone
\( M = 1.4 \)
\( Re = 6,000,000 \)
\( \alpha = 40 \)
No control

Fig. 4. Stagnation pressure contours at different axial
Fig. 5. Surface pressure coefficient at different axial stations for a circular cone with normal injection, \( \alpha = 40^\circ \), \( M_\infty = 1.4 \), \( Re = 6 \times 10^6 \), \( l_{eff} = 0.01 \), \( \theta_{eff} = \pm 67.5^\circ \rightarrow -67.5^\circ \), \( \dot{m}_{max} = 0.05 \).

Fig. 6. Total pressure loss contours at different axial stations for a circular cone with normal injection at \( \alpha = 40^\circ \), \( M_\infty = 1.4 \), \( Re = 6 \times 10^6 \), \( l_{eff} = 0.1 \), \( \theta_{eff} = \pm 67.5^\circ \rightarrow -67.5^\circ \), \( \dot{m}_{max} = 0.05 \).
Stagnation Pressure Contours
5 Semi-apex angle cone
M = 1.4
Re = 6,000,000
\( \alpha = 40 \)
Active control using normal injection
Effective injection length = 0.10
Effective injection angle = -67.5° to 67.5°
\( m_{max} = 0.05 \)

Fig. 7. Stagnation pressure at different axial stations.

Fig. 8. Surface pressure coefficient at different axial stations for a circular cone at \( \alpha = 40° \),
\( M_\infty = 1.4, \quad R_e = 6 \times 10^6, \quad l_{eff} = 0.26, \quad \theta_{eff} = +67.5° \rightarrow -67.5°, \quad m_{max} = 0.05 \).
Fig. 9. Total pressure loss contours at different axial stations for a circular cone at $\alpha = 0^\circ$, $M_\infty = 1.4$, $Re = 6 \times 10^6$, $l_{eff} = 0.26$, $\theta_{eff} = +67.5^\circ \rightarrow -67.5^\circ$, $m_{max} = 0.05$.

Stagnation Pressure Contours
5 Semi-apex angle cone
$M = 1.4$
$Re=6,000,000$
$\alpha = 40$
Active control using normal injection
Effective Injection length=0.26
Effective injection angle=−67.5 to 67.5
$m_{max}^* = 0.05$

Fig. 10. Stagnation pressure at different axial stations.
Fig. 11. Surface pressure coefficient at different axial stations for a circular cone with tangential injection at $\alpha = 40^\circ$, $M_\infty = 1.4$, $Re = 6 \times 10^6$, $\dot{m}_{eff} = 0.1$, $\theta_{eff} = +67.5^\circ \rightarrow -67.5^\circ$, $\dot{m}_{max} = 0.05$.

Fig. 12. Total pressure loss contours at different axial stations for a circular cone with tangential injection at $\alpha = 40^\circ$, $M_\infty = 1.4$, $Re = 6 \times 10^6$, $\dot{m}_{eff} = 0.1$, $\theta_{eff} = +67.5^\circ \rightarrow -67.5^\circ$, $\dot{m}_{max} = 0.05$. 
Stagnation Pressure Contours
5 Semi-apex angle cone
M = 1.4
Re = 6,000,000
\( \alpha = 40 \)
Active control using tangential injection
Effective injection length = 0.10
Effective injection angle = -67.5 to 67.5
\( m_{\text{max}} = 0.05 \)

Fig. 13. Stagnation pressure at different axial stations.
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ABSTRACT

The multidisciplinary interaction of the aerodynamics and rigid-body dynamics between a single tip vortex (representing a 747 generator wing) and a trailing wing (representing a 747 follower wing) is computationally investigated. The three-dimensional computational model consists of a tip vortex with prescribed location and flow profiles at the inlet boundary of the computational domain, and a 747 follower wing with prescribed location relative to the generator tip vortex and prescribed mass-moment of inertia around the wing axis of symmetry. Keeping the follower wing stationary, the problem is solved for the flowfield using the Reynolds-averaged, Navier-Stokes (NS) equations. With this solution serving as initial conditions, the follower wing is released to roll under the effect of the rolling moment induced by the generator tip vortex. At each time step, the NS equations and the dynamics equation for rolling motion are solved sequentially for the flowfield, the rolling moment and the follower-wing rolling motion. The computational grid is allowed to roll according to the wing rolling motion. The problem is solved for laminar and turbulent flows using coarse and fine grids.

INTRODUCTION

Since the introduction of wide-body and jumbo jets for civil air transport in the early 70's, the problem of hazardous effect of wake vortices trailing behind these aircraft on follower aircraft has received significant research efforts. The vortex trails are characterized with high intensity and turbulence, and may produce high rolling moments on follower aircraft which could exceed its available roll control. Moreover, the follower aircraft, depending on its location with respect to these vortex trails, could suffer a loss of altitude or climb rate in addition to structural damages. These vortex trails may persist up to several miles and for long periods of time before their decay, and therefore they play a major role in sequencing landing and take-off operations at busy airports. For example, a minimum safe-separation distance between aircraft need to be specified which depends on the vortex intensity, wind shear, atmospheric turbulence and temperature gradient; among others.

The literature shows a few experimental and computational investigations that attempt to study and analyze vortex-wake flow interaction, merging, decay and its hazardous effects on follower aircraft. Hallock and Eberle1 presented a review of the state of the art of aircraft wake vortices covering the research efforts in the United States until the mid-seventies. Experimental wind tunnel and airport measurements of the vortex-wake flow were conducted by Dee and Nicholas2, Harvey and Perry3, El-Ramly4, Wood and McWilliams5, Gardoz6, Cliffone and Lonzo7, and Olwi and Ghasi8.

Mathematical models and computational schemes were developed using inviscid analysis by Chorin and Bernard9, Hacket and Evans10, Yates11, Iversen and Bernstein12, and Rossow13. Although an inviscid model cannot describe the wake aging including its diffusion, it is still capable of producing the wake shape and its dynamics. The mathematical models used in the above references were based on the use of the point vortex method to compute the motion of a finite number of point vortices which model the vorticity behind a wing. The first three-dimensional inviscid model was introduced by Kandil, et. al14, where the nonlinear vortex-lattice method, which was also developed by Kandil, et. al15, was used to compute the interference flow between wings and the vortex-wake flows and the resulting hazardous effects.

Viscous modeling of trailing vortices was first introduced by McCormick, et. al16. Viscous interactions of vortex wakes and the effects of background turbulence, wind shear and ground on two-dimensional vortex pairs were presented by Bilanin, et. al17,18. Liu and his co-workers19-21 studied the interaction, merging and decay of vortices in two-dimensional space and of three-dimensional vortex filaments. For the two-dimensional flow simulation, the incompressible Navier-Stokes equations, expressed in terms of vorticity-stream function formulation, were used. For the three-dimensional flow simulation, the incompressible Navier-Stokes equations, expressed in terms of the vorticity-velocity vector potential formulation, were used. An extensive review of this work
FORMULATION

Fluid Flow Equations:

The vector form of the governing equations is developed in terms of an inertial frame of reference, and hence there are no source terms on the right-hand side of the equations. Hence, the components of the flow-field vector \([\rho, \rho \vec{V}, \rho e]\) are absolute quantities. This is unlike the earlier development of the governing equations by the principal author of this paper (Ref. 27), where the equations are developed in terms of a non-inertial frame of reference (translating and rotation frame of reference) and source terms appear on the right-hand side of the equations.

The conservative form of the dimensionless, unsteady, compressible, full NS equations in terms of time-dependent, body-conformed coordinates \(\xi^1, \xi^2\) and \(\xi^3\) is given by

\[
\frac{\partial \tilde{Q}}{\partial t} + \frac{\partial \tilde{E}_m}{\partial \xi^m} - \frac{\partial (\tilde{E}_s)}{\partial \xi^s} = 0; \quad m = 1 - 3, \quad s = 1 - 3 \quad (1)
\]

where

\[
\xi^m = \xi^m(x_1, x_2, x_3, t) \quad (2)
\]

\[
\tilde{Q} = \frac{\dot{q}}{J} = \frac{1}{J} [\rho, \rho u_1, \rho u_2, \rho u_3, \rho e] \quad (3)
\]

\[
\tilde{E}_m \equiv \text{inviscid flux in } \xi^m \text{ direction}
\]

\[
= \frac{1}{J} \left[ \partial_k \xi^m \dot{E}_k + \frac{\partial \xi^m}{\partial t} \dot{q} \right] \quad (4)
\]

\[
(E_v)_s \equiv \text{viscous and heat-conduction flux in } \xi^s \text{ direction}
\]

\[
= \frac{1}{J} \left[ 0, \partial_k \xi^s \tau_{k1}, \partial_k \xi^s \tau_{k2}, \partial_k \xi^s \tau_{k3} \right]; \quad k = 1 - 3, \quad n = 1 - 3 \quad (5)
\]

\[
U_m = \partial_k \xi^m u_k + \frac{\partial \xi^m}{\partial t} \quad (6)
\]

and \(\frac{\partial \xi^m}{\partial t}\) is the grid speed. The three momentum elements of Eq. (5) are given by

\[
\partial_k \xi^s \tau_{kj} = \frac{M_{\infty} \mu}{Re} \left[ \left( \partial_k \xi^s \partial_j \xi^s - \frac{2}{3} \partial_k \xi^s \partial_k \xi^s \right) \frac{\partial u_k}{\partial \xi^s} + \partial_k \xi^s \partial_k \xi^s \frac{\partial u_j}{\partial \xi^s} \right]; \quad j = 1 - 3 \quad (7)
\]
The last element of Eq. (5) is given by

\[ \partial_t \xi^i (u_p \tau_{ep} - q_k) \equiv \frac{M_\infty \mu}{Re} \left( \partial \xi^i \partial \xi^n \right) \]

\[ - \frac{2}{3} \partial \xi^i \partial \xi^n u_p \frac{\partial u_k}{\partial \xi^n} + \partial \xi^i \partial \xi^n u_k \frac{\partial u_p}{\partial \xi^n} \]

\[ + \frac{1}{(\gamma - 1)P_r} \partial \xi^i \partial \theta(a^2) \]

; \quad p = 1 - 3 \quad (8)

The reference parameters for the dimensionless form of the equations are \( L, a_\infty, L/a_\infty, \rho_\infty \) and \( \mu_\infty \) for the length, velocity, time, density and molecular viscosity, respectively. The Reynolds number is defined as \( Re = \rho_\infty V_\infty L/\mu_\infty \), where \( L \) is the wing root-chord length. The pressure, \( p \), is related to the total energy per unit mass, \( e \), and density, \( \rho \), by the gas equation

\[ p = (\gamma - 1) \rho \left( e - \frac{1}{2} u_n u_n \right). \quad (9) \]

The viscosity, \( \mu \), is calculated from the Sutherland law

\[ \mu = T^{1/2} \left( \frac{1 + C_k}{T + C_k} \right), \quad C = 0.4317, \quad (10) \]

and the Prandtl number \( Pr = 0.72 \).

In Eqs. (1)-(10), the indicial notation is used for convenience. The subscripts \( j, k, n \) and \( s \) are summation indices, the superscript or subscript \( s \) is a summation index and the superscript or subscript \( m \) is a free index. The range of \( j, k, n, s \) and \( m \) is 1-3, and \( \partial_k \equiv \partial/\partial x_k \). In Eqs. (1)-(10), \( u_n \) is the Cartesian velocity component, \( u_m \) the contravariant velocity component, \( \tau_m \) the Cartesian component of the shear stress tensor, \( q_k \) the Cartesian component of heat flux vector, \( a \) the local speed of sound and \( M_\infty \) the free-stream Mach number.

Turbulent Flow:

For the turbulent flow, the Navier-Stokes equations are transformed to the Reynolds-averaged equations by replacing the coefficient of thermal conductivity, \( \mu \), and the coefficient of molecular viscosity, \( \mu_\infty \), with the effective thermal conductivity, \( \mu_\infty \), and the turbulent viscosity, \( P_r \), the laminar Prandtl number, \( P_r \), the turbulent Prandtl number and \( C_p \) the specific heat under constant pressure. The turbulent viscosity \( \mu_\infty \) is obtained by using the two-layer algebraic eddy viscosity model which was first developed by Cebeci 

\[ \mu_\infty = \mu + \mu_t = \mu(1 + \mu_t/\mu) \quad (11) \]

\[ k_s = k_t = \mu C_s \frac{P_r}{\mu C_p} \left( 1 + \mu_t \frac{P_r}{\mu C_p} \right) \]

where \( \mu_\infty \) is the effective viscosity, \( k_t \) the effective thermal conductivity, \( \mu \) the turbulent viscosity, \( P_r \) the laminar Prandtl number, \( P_t \) the turbulent Prandtl number and \( C_p \) the specific heat under constant pressure. The turbulent viscosity \( \mu_\infty \) is obtained by using the two-layer algebraic eddy viscosity model which was first developed by Cebeci 

Dynamics Equation of Rolling Motion:

The Euler equation of rigid-body dynamics for rolling motion of the follower wing is given by

\[ I_{zz} \ddot{\theta} = M_z \quad (13) \]

where \( I_{zz} \) is the mass-moment of inertia of the follower wing around its axis, \( \theta \) the roll angle (positive when measured in the counter-clockwise direction looking in the upstream direction), and \( M_z \) the net aerodynamic rolling moment which includes the moment induced by the generator tip vortex and the aerodynamic damping-in-roll moment.

Boundary and Initial Conditions and Grid Motion:

Boundary conditions are explicitly implemented. They include inflow-outflow conditions and solid-boundary conditions. At the inflow boundaries, the tip vortex profiles are prescribed and the Riemann-invariant boundary-type conditions are enforced. At the outflow boundaries, the Riemann-invariant boundary type conditions are also used.

Since the wing is undergoing a rolling motion, the grid is moved with the same angular motion as that of the wing. The grid speed, \( \frac{\partial x}{\partial t} \), and the metric coefficient, \( \frac{\partial x}{\partial x'} \), are computed at each time step of the computational scheme. Consequently, the kinematical boundary conditions at the inflow-outflow boundaries and at the wing surface are expressed in terms of the relative velocities. For the dynamical boundary condition, \( \frac{\partial p}{\partial n} \) at the wing surface is no longer equal to zero. This condition for the present rolling wing is modified as

\[ \frac{\partial p}{\partial n} |_{\text{wing}} = - \rho \hat{a}_w \cdot \hat{n} = - \rho (\omega \times \hat{r} + \hat{\omega} \times \hat{r}) \cdot \hat{n} \quad (14) \]

where \( \hat{a}_w \) is the acceleration of a point on the wing surface, \( \hat{n} \) the unit normal to the wing surface, \( \hat{r} \) the position vector from the point to the roll axis and \( \hat{\omega} \) (the roll angular velocity) and \( \hat{\omega} \) (the roll angular acceleration) are the angular velocity and acceleration of rolling motion. Finally, the boundary condition for the temperature is obtained from the adiabatic boundary condition, \( \frac{\partial T}{\partial n} |_{\text{wing}} = 0 \).

The initial conditions correspond to the flow solution around the stationary follower wing.

COMPUTATIONAL SCHEME

The implicit, upwind, flux-difference splitting, finite-volume scheme is used to solve the unsteady, compressible, Reynolds-averaged Navier-Stokes equations. The scheme uses the flux-difference splitting of Roe. The viscous- and heat-flux terms are linearized in time and the cross-derivative terms are eliminated in the implicit operator and retained in the explicit terms. The viscous
terms are differenced using second-order accurate central differencing. The resulting difference equation is approximately factored and is solved in three sweeps in the $\xi_1$, $\xi_2$ and $\xi_3$ directions. The computational scheme is coded in the computer program "FTNS3D". For the dynamics equation of rolling motion, a four-stage Runge-Kutta scheme is used to integrate the equation to obtain $\theta$ and $\dot{\theta}$.

The method of solution consists of two steps. In the first step, the problem is solved while the wing is kept stationary. The NS equations are used to obtain the flowfield and the rolling moment induced by the generator tip vortex on the follower wing. Using this solution as initial conditions for the second step, the follower wing is released from rest and both the dynamics equation of rolling motion and the NS equations are integrated sequentially at each time step thereafter. At each time step, the wing and the grid are rotated according to the computed roll angle, and the metric coefficients of the coordinates and the grid speed are computed.

**COMPUTATIONAL RESULTS**

**Computational Model:**

For the follower wing, a 747-Boeing wing (without a dihedral angle) of aspect ratio of 6.3 is considered. The wing angle of attack is zero and the freestream Mach number is 0.3. For the laminar flow, the Reynolds number is $0.1 \times 10^6$ and for the turbulent flow, the Reynolds number is $1 \times 10^6$. Two C-O grids are used; a coarse grid of $97 \times 33 \times 65$ (Fig. 1) and a fine grid of $149 \times 49 \times 97$ in the wrap-around axial, normal and wrap-around spanwise directions, respectively. The inflow boundary is located at two wing root-chord lengths from the follower wing vertex. The center of the generator tip vortex is located at 1/4 chord length above the follower wing on its plane of geometric symmetry. The other boundaries of the computational domain are located at a distance of 10 chord length. At the inflow boundary, the generator tip vortex has a tangential velocity profile given by

$$V_\phi = \frac{M_\infty k_r}{r} \left[1 - \exp \left(-\frac{r^2}{r_m^2}\right)\right] \quad (15)$$

where $M_\infty$ is the freestream Mach number, $V_\phi$ is the tangential velocity at some radial distance, $r$. The constants $k_r$ and $r_m$ define the swirl ratio, $\beta$, which is the ratio between the maximum tangential velocity and the axial velocity at the inflow boundary, and its radial position (e.g. for $r_m = 0.2$ and $k_r = 0.1, \beta = 0.32$ is at $r = 0.224$). Looking in the upstream direction, the sense of rotation of the generator tip vortex is in the counter-clockwise direction. The radial velocity is set to zero. The corresponding pressure profile is obtained by integrating the inviscid radial momentum equation, and the density, $\rho$, is then found from the definition of the speed of sound. The resulting profiles represent a compatible set for the generator tip vortex. Figure 2 shows the compatible profiles of the generator tip vortex.

**Laminar Flow-Coarse Grid:**

Figures 3–5 show the results for the laminar-flow solution for a Reynolds number of $0.1 \times 10^6$ on a coarse grid at $t = 0$ (initial conditions). In Fig. 3, the total-pressure-coefficient (CPT) contours are shown at cross-flow planes passing through the follower wing and the generator tip vortex. Looking in the downstream direction, the sense of rotation of the generator tip vortex is in the clockwise direction. The boundary-layer flow in the spanwise direction on the upper left side of the follower wing experiences separation, and that on the lower right side of the follower wing experiences separation also. The tip vortex on the left side of the follower wing is much smaller than its tip vortex on the right side. Figure 4 shows the upper and lower surface pressure-coefficient (CP) contours of the follower wing. The adverse pressure gradients in the spanwise directions on the upper left side and the lower right side are clearly noticed. Figure 5 shows the CPT contours in cross-flow planes looking in the upstream direction (sense of the generator tip vortex is in the counter-clockwise direction). The separated boundary-layer flows on the upper and lower surfaces are clearly noticed. The core of the generator tip vortex moves to the left (looking downstream) and closer to the wing upper surface, as it advances in the downstream direction. Moreover, it becomes tighter downstream than its size upstream. These results clearly show the aerodynamic interference effects on the generator tip vortex and the boundary-layer flow of the follower wing. Table 1 gives the values of lift, drag and rolling-moment coefficient for $t = 0$.

Next, the follower wing is released from rest with $\theta_s = \dot{\theta}_s = 0$ and is allowed to roll under the initially induced rolling moment of the generator tip vortex. Figures 6–8 show a snapshot of the results at $t = 10$. Figure 6 shows that the separated boundary-layer flow on the upper left side is larger than at $t = 0$, and the separated boundary-layer flow on the lower right side is smaller than at $t = 0$. The tip vortex on the left side is on the lower surface and the tip vortex on the right side decreases in size in comparison with its size at $t = 0$. Figure 7 shows the upper and lower CP contours which show the locations of the separated flow on the upper and lower left side of the follower wing. Figure 8 shows the CPT contours in cross-flow planes looking in the upstream direction. It is clearly noticed that the vortex core of the generator tip vortex becomes tighter as it advances in the downstream direction. It also moves to the left side of the follower wing and closer to its upper surface. The separated boundary-layer flow on the upper left side and the tip vortex on the lower left side are clearly seen at $x = 1.9$. At this time level, $t = 10$, the follower wing rolled $5.7^\circ$ in the clockwise direction looking in the downstream direction. During the course of the accurate time stepping, it was noticed that the follower-wing flow is strongly time dependent with frequent vortex shedding at the right tip of the wing. Figure 9 shows the variations of the rolling.
moment, \( M_z \), the roll angle, \( \theta \), the roll rate, \( \dot{\theta} \), and the roll acceleration, \( \ddot{\theta} \). The \( M_z \) and \( \dot{\theta} \) decreases oscillatory with time and \( \theta \) and \( \ddot{\theta} \) increases with time. Eventually, \( M_z \) and \( \dot{\theta} \) reach to zero and \( \theta \) reaches a constant value while \( \ddot{\theta} \) continues to grow. Table 1 shows that the lift and rolling-moment coefficients decrease substantially and the drag coefficient decreases slightly.

The rolling moment \( M_r \) has been fitted using analytic functions representing the restoring moment (\( M_r \)) and the damping-in-roll moment (\( M_d \)). It is represented as

\[
M_z = M_r + M_d
\]

where

\[
M_r = a_1 \theta + a_3 \dot{\theta}^3 + a_5 \theta \dot{\theta}^2
\]

\[
M_d = a_3 \dot{\theta} + a_6 \ddot{\theta}^2 + a_8 \dot{\theta}^3
\]

Figure 10 shows the variation of the \( M_z \) and its fitted function with time and the variations of the restoring and damping-in-roll moments with time. It is seen that \( M_r \) is positive and \( M_d \) is negative with \( M_r > |M_d| \). The difference between \( M_r \) and \( M_d \) vanishes as \( t \) increases until \( M_r \) becomes 0. Thereafter, the wing rotates with a constant rate.

Turbulent Flow-Coarse Grid:

Figures 11-12 and 13-17 show the results for the turbulent-flow solution for a Reynolds number of \( 1 \times 10^6 \) (using the Baldwin and Lomax model) with a coarse grid for \( t = 0 \) and \( t = 10 \), respectively. At \( t = 0 \), it is noticed that the boundary-layer separations on the follower wing vanished in comparison with those of the laminar-flow solution. Figure 11 shows higher suction pressures on the upper surface of the follower wing than those of the laminar-flow solution. At \( x = 1.1 \) and 1.9, Fig. 12 shows that the boundary-layer separations vanished due to the large flow momentum of the turbulent flow. At \( t = 10 \), Fig. 13 shows that the boundary-layer separation on the upper left side of the follower wing occurs. It is not as strong as that of the laminar-flow solution. The tip vortex on the right side of the follower wing disappeared and the one on the left side is smaller in comparison with that of the laminar flow. The locations and sizes of the core of the generator tip vortex (Fig. 15) are similar to those of the laminar flow. Figure 16 shows \( M_z \), \( \theta \), \( \dot{\theta} \) and \( \ddot{\theta} \) variations with time up to \( t = 10 \). It is noticed that \( M_z \) and \( \dot{\theta} \) decrease aperiodically and both \( \theta \) and \( \ddot{\theta} \) increase. The rolling moment and acceleration reach close to zero, while \( \ddot{\theta} \) reaches a constant value of 0.95 and \( \dot{\theta} \) reaches a value of 6.7°. This roll angle is larger than the one obtained for the laminar-flow solution. Figure 17 shows the variations of \( M_z \) and its fitted function, \( M_r \) and \( M_d \) with time. Both \( M_r \) and \( M_d \) of the turbulent flow are higher than those of the laminar flow. Table 1 shows the lift, drag and rolling-moment coefficients for the follower wing with and without a generator tip vortex.

The generator tip vortex decreases the lift and drag coefficients. The rolling of the follower wing slightly reduces the lift coefficient and substantially increases the drag coefficient. The lift coefficient is substantially higher than that of the laminar flow while the drag coefficient is substantially lower than that of the laminar flow, particularly as the wing is rolling.

Turbulent Flow-Fine Grid:

The grid is refined in the three directions, and the problem is solved for the turbulent flow with a Reynolds number of \( 1 \times 10^6 \). Figures 18-20 show the results at the time level \( t = 10 \). The fine-grid results show more resolution in the boundary-layer flow on the follower wing and more resolution in the core of the generator tip vortex, than those of the turbulent flow solution with a coarse grid. At \( t = 10 \), Fig. 21 shows slightly higher roll rate, \( \dot{\theta} \), and slightly higher roll angle, \( \theta \), than those of the turbulent-flow solution with a coarse grid. It also shows slightly lower rolling moment and roll acceleration than those of the coarse-grid solution. Table 1 shows slightly lower lift coefficients at \( t = 0 \) and \( t = 10 \) than those of the coarse-grid solution. It also shows substantially lower drag coefficients at \( t = 0 \) and \( t = 10 \) than those of the coarse-grid solution.

CONCLUDING REMARKS

The multidisciplinary interaction which includes the aerodynamics and rigid-body dynamics of a 747-Boeing follower wing and a generator tip vortex is investigated in the present paper. The problem is solved using two sets of equations which include the unsteady, compressible, Reynolds-averaged NS equations and the dynamics equation of rolling motion. The problem is solved for laminar and turbulent flows using coarse and fine grids. The turbulence model is the modified Baldwin and Lomax model. The NS equations are solved using the implicit, upwind, flux-difference splitting, finite-volume scheme and the dynamic equation is solved using a four-stage Runge-Kutta scheme. The initial conditions for the rolling-wing problem are obtained by solving for the flowfield with the wing kept stationary. The profiles of the generator tip vortex are prescribed at the inflow boundary of the computational domain. Having obtained the initial conditions, the follower wing is released from rest to roll under the effect of the induced rolling moment of the generator vortex. At each time step of the solution, the NS equations are used to obtain the flowfield and the rolling moment on the follower wing, the dynamics equation of rolling motion is used to obtain the motion (\( \theta \), \( \dot{\theta} \) and \( \ddot{\theta} \), the computational grid is allowed to roll according to the wing roll angle, and the metric coefficients of the coordinates and the grid speed are calculated.

The laminar flow solution showed initial flow separations on the upper and lower surfaces of the follower wing. As the wing rolls, the flow separation on the upper
surface increased and vortex shedding from the wing tip develops. The flow is substantially unsteady with oscillatory decaying lift and rolling-moment coefficients. The turbulent flow solution shows substantially smaller initial flow separation, in comparison with the laminar solution, on the follower wing. As the wing rolls, the flow separation increases on the upper surface of the wing. The lift coefficients at the initial time and during the wing rolling motion are substantially higher than those of the laminar solution. The decay of the lift coefficient is not as substantial as that of the laminar case. The decay of the rolling-moment coefficient and the wing acceleration are aperiodic and approach zero while the roll rate reaches a constant value and the roll angle increases. For the same time level, the turbulent-flow solution shows higher roll angle than that of the laminar-flow solution. The turbulent-flow solution with a fine grid shows more resolutions of the boundary-layer flow and the generator tip vortex. It shows slightly higher roll angle and roll rate than those of the coarse-grid solution. It also shows slightly lower lift coefficient and substantially lower drag coefficient than those of the coarse-grid solution. It is also concluded from the results of the laminar- and turbulent-flow solutions for the generator tip vortex that the Baldwin and Lomax turbulent model is inadequate for the generator tip vortex.

<table>
<thead>
<tr>
<th>Laminar Flow-Coarse Grid</th>
<th>Re = 1.e5 (97x33x65)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>t = 0</td>
<td>C1 0.048004</td>
<td>Cd 0.014941</td>
</tr>
<tr>
<td>t = 10</td>
<td>0.017775</td>
<td>0.014775</td>
</tr>
<tr>
<td>t = 20</td>
<td>-0.007207</td>
<td>0.015429</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Turbulent Flow-Coarse Grid</th>
<th>Re = 1.e6 (97x33x65)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>No Vortex</td>
<td>C1 0.14338</td>
<td>Cd 0.013</td>
</tr>
<tr>
<td>t = 0</td>
<td>0.12961</td>
<td>0.0049181</td>
</tr>
<tr>
<td>t = 10</td>
<td>0.12579</td>
<td>0.0077610</td>
</tr>
<tr>
<td>t = 20</td>
<td>0.11984</td>
<td>0.0076206</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Turbulent Flow-Fine Grid</th>
<th>Re=1.e6 (149x49x97)</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>t = 0</td>
<td>C1 0.12141</td>
<td>Cd 0.0021379</td>
</tr>
<tr>
<td>t = 10</td>
<td>0.11838</td>
<td>0.0055305</td>
</tr>
</tbody>
</table>
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Fig. 1 A typical coarse grid for the follower wing.

Fig. 2 Flow profiles of the generator tip vortex at the inflow boundary.
Fig. 3 CPT-contours at cross-flow planes of the follower wing and generator tip vortex, laminar flow, coarse grid, \( t = 0 \).

Fig. 4 Upper and lower surface CP-contours on the follower wing, laminar flow, coarse grid, \( t = 0 \).

Fig. 5 CPT-contours in cross-flow planes of the follower wing and generator tip vortex, laminar flow, coarse grid, \( t = 0 \).
Fig. 6  CPT-contours at cross-flow planes of the follower wing and generator tip vortex, laminar flow, coarse grid, \( t = 10 \).

Fig. 7  Upper and lower surface CP-contours on the follower wing, laminar flow, coarse grid, \( t = 10 \).
Fig. 8 CPT-contours in cross-flow planes of the follower wing and generator tip vortex, laminar flow, coarse grid, $t = 10$.

Fig. 9 Variations of $M_x$, $\theta$, $\dot{\theta}$ and $\ddot{\theta}$ with time, laminar flow, coarse grid.

Fig. 10 Variations of $M_z$, $M_d$ and $M_r$ with time, laminar flow, coarse grid.
Fig. 11 Upper and lower surface CP-contours on the follower wing, turbulent flow, coarse grid, $t = 0$.

Fig. 12 CPT-contours in cross-flow planes of the follower wing and generator tip vortex, turbulent flow, coarse grid, $t = 0$. 
Fig. 13 CPT-contours at cross-flow planes of the follower wing and generator tip vortex, turbulent flow, coarse grid, t = 10.

Fig. 14 Upper and lower surface CP-contours on the follower wing, turbulent flow, coarse grid, t = 10.
Fig. 15 CPT-contours in cross-flow planes of the follower wing and generator tip vortex, turbulent flow, coarse grid, \( t = 10 \).

Fig. 16 Variations of \( M_z \), \( \theta \), \( \dot{\theta} \) and \( \ddot{\theta} \) with time, turbulent flow, coarse grid.

Fig. 17 Variations of \( M_z \), \( M_d \) and \( M_r \) with time, turbulent flow, coarse grid.
Fig. 18 CPT-contours at cross-flow planes of the follower wing and generator tip vortex, turbulent flow, fine grid (149×49×97), t = 10.

Fig. 19 Upper and lower surface CP-contours on the follower wing, turbulent flow, fine grid, t = 10.
Fig. 20 CPT-contours in cross-flow planes of the follower wing and generator tip vortex, turbulent flow, fine grid, $t = 10$.

Fig. 21 Variation of $M_x$, $\theta$, $\tilde{\theta}$ and $\tilde{\tilde{\theta}}$ with time, turbulent flow, fine grid.

Fig. 22 Variations of $M_x$, $M_d$ and $M_r$ with time, turbulent flow, fine grid.
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ABSTRACT

Prediction of both the near- and far-field vortex-wake turbulent flows are presented. The Reynolds-averaged Navier-Stokes (NS) equations are solved using the implicit, upwind Roe-flux-differencing scheme. The turbulence models of Baldwin and Lomax, one-equation model of Spalart and Allmaras and two-equation shear stress transport model of Menter are implemented with the NS solver for turbulent-flow calculation. For the near-field study, computations are carried out on a fine grid for a rectangular wing with a NACA-0012 airfoil section and a rounded tip. The wing has an aspect ratio of 1.5 and is mounted inside a wind tunnel at an angle of attack of 10°. The focus of study is the tip-vortex development, the near vortex wake roll-up, and validating the results with the available experimental data. For the far-field study, the computations of vortex-wake interaction with the exhaust plume of a single engine are carried out using overlapping zonal method for a long distance downstream of a Boeing 727 wing in a holding condition. The results are compared with those of an incompressible parabolized NS solver known as the UNIWAKE code.

INTRODUCTION

Recently, the volume of civil air transport using subsonic aircraft has increased at an alarming rate. With this increase in air traffic, several hazardous effects have recently become of primary concern. First, the landing and take-off operations safety at busy airports of small and medium size aircrafts when they encounter high-intensity turbulent vortices emanating from large aircraft. The trailing aircraft, under the influence of those vortex trails, could suffer high rolling moments, loss of climb and structural damages. The vortices persist up to a few miles and several minutes before they decay.

Second, the adverse effects of the engine exhaust on the stratosphere and troposphere during cruise and holding conditions. A complex flow regime develop behind those aircraft which include the exhaust jet plume and the wake vortices that entrain the exhaust plumes and eventually break-up producing exhaust-atmosphere mixing region. Substantial adverse effects on the stratosphere and troposphere are expected when the new fleet of High Speed Civil Transport (HSCT) is introduced in the early years of the next century. Recent research efforts are currently directed at understanding the adverse atmospheric effects of exhaust products from subsonic and supersonic civil transport aircrafts. These efforts include predicting the effects of exhaust plume on the dynamical, chemical and radiative stratospheric processes. A recent NASA report on these issues is published under the Atmospheric Effects of Aviation Project (AEAP), Ref. 1.

The origins of these hazardous effects are the vortex-wake flows and the engine jet exhaust plume and its interaction with the vortex-wake flows. The vortex-wake flows include the tip-vortex development and roll-up formation while

¹Professor, Eminent Scholar and Chairman of the Dept. Associate Fellow AIAA.
²Research Associate, Aerospace Engineering Department.
³Research Assistant, Member AIAA
⁴Senior Research Scientist, Associate Fellow AIAA.
copyright ©1995 by Osama A. Kandil. Published by the American Institute of Aeronautics and Astronautics, Inc. with permission.
the jet exhaust plume include exhaust products, temperature field, and their fluid mechanics. At some distance downstream, the vortex-wake flows entrain the exhaust plume and later on the vortex-wake breaks up and dilutes the exhaust plume in the stratosphere.

The literature shows some experimental and computational investigations that model and analyze the roll-up of a tip vortex, the wake-vortex interaction, and the merging and decay, as well as the hazardous effects of these phenomena on trailing aircraft. Hallock and Eberle\textsuperscript{2} gave a comprehensive review of the research on aircraft wake vortices in the United States through the mid-1970's.

Mathematical models and computational methods were developed with inviscid analysis\textsuperscript{3–6}. Although an inviscid model cannot describe the aging of the wake including its diffusion, it is still capable of representing the wake shape and its dynamics. The mathematical models used in the above references were based on the use of the point-vortex method to compute the motion of a finite number of point vortices. The three-dimensional inviscid model which is based on the nonlinear vortex-lattice method, was used to compute the interference flow between the wings and the vortex-wake flows and to examine the hazardous effects.\textsuperscript{7}

Viscous modeling of trailing vortices was studied in Ref. 8. Viscous interactions of vortex wakes and the effects of background turbulence, wind shear, and the ground on two-dimensional vortex pairs with the Navier-Stokes equations were presented in Refs. 9 and 10, and the computer program is known as UNIWAKE. The interaction, merging, and decay of vortices in two- and three-dimensional spaces were studied in Refs. 11 and 12. A comprehensive review on the subject of viscous vortical flows can be found in a book by Ting and Klein.\textsuperscript{13} To estimate the effects of density stratification, turbulence, and Reynolds number on vortex wakes, an approximate model was recently developed by Greene.\textsuperscript{14} Later, Greene and his coworkers\textsuperscript{15} presented selected results for different aircraft vortices, including a juncture vortex, a lifting-wing vortex, and a wake vortex.

In recent papers by the present authors\textsuperscript{16,17}, the compressible Reynolds-averaged NS equations were used to compute and analyze vortex-wake flows of isolated and interacting wings. The emphasis of the paper was to study the effects of the near-wake vortex flow on a small follower wing for two flow-interference cases. The flux limiter in the flow solver was turned on and off to study it numerical diffusive effect. The solution obtained with the full NS equations without a flux limiter gave the least numerically diffused tip-vortex core in comparison with those solutions for which a flux limiter was used.

The multidisciplinary interaction of the aerodynamics and rigid-body dynamics between a single tip vortex and a trailing wing was computationally investigated by present authors\textsuperscript{18}. The time-accurate solutions of the unsteady Reynolds-averaged NS and Euler equations for rigid wing rolling motion provided the growth rate of the vortex-core size and the rolling-motion response of the wing. The Baldwin and Lomax turbulence model was used for this case.

Very recently, research interest has also been focused on the near-field and far-field vortex-wake interaction with the engine exhaust plume including vortex-wake breaks up for both subsonic and high speed civil transport (HSCT) aircraft. Computational fluid dynamics plays a significant role in the prediction of the near-field and far-field vortex-wake flows. Once this is accomplished, the next step is to include the exhaust plume products and chemical reactions, and its interaction with the vortex-wake flows including vortex wake break-up.

Recently, more advanced turbulence models became readily available for use with NS solvers. In this paper, the algebraic Baldwin and Lomax (BL) turbulence model\textsuperscript{19}, the one-equation Spalart and Allmaras (SA) model\textsuperscript{20}, and the two-equation $k\omega$ (KW) model developed by Menter\textsuperscript{21} are used to study the tip-vortex and wake flows and the interaction of a tip vortex with the temperature field of an exhaust plume of a Boeing 727. Three key ingredients are considered for achieving accurate prediction of these flows. These are the grid fineness, turbulence model and computational efficiency. The results using different models are validated with the available experimental data or the results of the UNIWAKE solver.

**FORMULATIONS**

Two sets of the NS equations are used for this paper; a compressible set and an incom-
pressible set. The compressible set is solved using a computer program known as FTNS3D which is used in reference 18. This is the modified version of the well known CFL3D code. The incompressible set is solved using a computer program known as UNIWAKE which is used in references 9 and 22.

The FTNS3D solver, described in detail in reference 18, uses an upwind, flux-difference splitting, finite-volume scheme solving the unsteady, compressible, Reynolds-averaged NS equations. For the exhaust plume/tip vortex interaction case, the buoyancy body force caused by temperature difference is added as a source term without any approximation in the NS equations. For all results in this paper, upwind-biased spatial differencing is used for the inviscid terms, and flux limiter is not used. The viscous terms are differenced using second-order accurate central differencing. The resulting difference equations are solved implicitly in time with the use of the three-factor approximate factorization scheme. The one- and two- equation turbulence models are decoupled from the NS equations and partial differential equation(s) for turbulence model are solved sequentially at each time step thereafter.

The UNIWAKE solver consists of four computational modules: (1) Vortex Lattice: A program to compute the lift circulation distribution on an aircraft wing based on the given aerodynamic parameters and wing planform shape. (2) Betz: A program to generate the initial position and strength of rolled-up trailing edge vortices, given the lift circulation distribution. (3) Wake: A program to merge and decay these vortices downstream, interacting with engine jet exhaust temperature and chemical products, by solving the incompressible parabolized NS equations with fourth-order compact scheme in uniformly Cartesian system. The second derivatives in the streamwise direction is neglected in the governing equations. The effects of the turbulence are included through the algebraic Reynolds stress turbulence model. (4) Pinch: A program to follow the inviscid line vortex filament interaction of these vortices to instability and pinching, utilizing curved vortex elements. Recently, some aspects of the compressibility and density variation are taken into account in the latest version of UNIWAKE. It should be noted that the buoyancy body caused by temperature difference is based on the Boussinesq approximations which are not valid for high temperature differences. The detail of the governing equations and recent enhancements can be found in Ref. 22.

BOUNDARY AND INITIAL CONDITIONS

Boundary conditions are explicitly implemented. They include inflow-outflow conditions and solid boundary conditions. At the inflow boundaries, the velocity profiles are either prescribed or interpolated from the experimental data, while the Riemann-invariant boundary-type conditions are used. Temperature distribution is specified for the engine exhaust plume problem. At the outflow boundaries, pressure profile either interpolated from the experimental data or extrapolated from interior domain, while the other variables are determined as part of the solution. At the geometric plane of symmetry, periodic conditions is set. For tip-vortex and near-wake flow case, the tunnel walls are treated as inviscid surface, except for the root wall.

The initial conditions correspond to the uniform flow with no-slip and no-penetration conditions are used.

RESULTS AND DISCUSSION

Near-Field Computation of the Tip-Vortex

A rectangular wing with a NACA-0012 airfoil section and a rounded wingtip is considered. The wing has an aspect ratio of 1.5 and is mounted inside a wind tunnel at an angle of attack of 10°. The experimental work23 was done at the Fluid Mechanics Laboratory at NASA Ames research center. The flow is turbulent with a Reynolds number of $4.6 \times 10^6$, based on the root-chord length of the wing (c), and the flow Mach number is 0.3.

A C-O grid is used with $197 \times 53 \times 97$ grid points in the streamwise wraparound, normal, and spanwise directions, respectively. A typical grid used in this study is shown in Fig. 1. The computational domain of the grid is generated based on the dimension of the test section and is nondimensionalized by the root-chord length. The origin of the axis is located at the quarter chord of the wing, the upper and lower walls are $x/c=0.3333$ above and below the wing,
and the far-side wall is \( z/c = 1.0 \) from the mounting wall. The inflow \( (z/c = -0.4) \) and outflow \( (z/c = 1.42) \) conditions from the experimental data are imposed as the boundary conditions. The grid is clustered in the normal direction with the spacing of \( 5 \times 10^{-5} \) near the body and is also clustered at the leading and trailing edges of the wing. The mounting side and tip region of the wing are also clustered to have better flowfield resolution.

The steady-state solutions of the near-field have been obtained using two-level of multi-grid with BL, SA and KW turbulence models. The typical convergent histories of the residual error and lift coefficient for the SA model is shown in Fig. 2. The residual error drops about two order of magnitude and lift coefficient gets to within 0.5\% of its final values in 1800 cycles. The final lift coefficient is 0.52 at 2400 cycles. On the Cray-YMP computer, a typical case takes about 13 hours.

Comparison of surface-pressure coefficients \( (C_p) \) with the experimental data at three constant spanwise stations (left column) and rounded tip regions (right column) with BL, SA and KW models is shown in Fig. 4. The definition of the \( \theta \) (theta) at the wing-tip region is shown in Fig. 3. The results with BL and SA model are better than those with KW model on the wing surface. Obviously, there is massively separated region between \( x/c = 0.4 \) and \( x/c = 0.7 \) at the wing-tip region. The KW model poorly predicts the \( C_p \) particularly at the trailing edge of the wing.

The side-by-side comparison of the cross-flow total-pressure contours \( (C_p) \) at two chord-wise stations at \( x/c = 0.63 \) (on the wing) and \( x/c = 1.19 \) (near wake) are shown in Figures 5 and 6. One can see the roll-up of the vortex around the tip from the low surface to the upper surface, which corresponds to the large pressure gradient at the wing-tip region. Then, the vortex moves upward and outboard as moving in the downstream direction. The development of the wing tip-vortex shows evidence of a good qualitative agreement with experimental data. The location of the tip-vortex using BL and SA models is in fair agreement with that of the experimental data while the results of the KW model show the vortex is located more outboard and closer to the surface. However, the results predicted by the KW model show better comparison with experimental data in the wake region at the chord station \( x/c = 1.19 \). The vortex-wake structure of the KW model show less diffusion than that of BL and SA models. The close-up of the crossflow velocity magnitude contours \( (V_c) \), shown in Fig. 7, confirms that results from the two-equation model predict tighter vortex core than those of the BL and SA models in the near wake. However, the tip-vortex core still shows diffusion in comparison with the experimental data due to the lack of grid resolution in the core region.

**Far-Field Computation of Tip-Vortex/Plume Interaction**

For this case, a tip-vortex/plume interaction of a Boeing 727 wing is considered. The study addresses the computation and analysis of the vortex-wake interaction with the exhaust plume for a long distance downstream of the wing. The tip-vortex of the Boeing 727 wing is assumed to be fully rolled-up and the generation region is not included in the computation. The initial velocity and pressure profiles are generated using the vortex-lattice and Betz modules of the UNIWAKE.

The tip-vortex flow is assumed fully turbulent with a Reynolds number of \( 1 \times 10^6 \), based on the half semi-span of the wing \( (s) \), and the flow Mach number is 0.3. The tip-vortex and exhaust plume are located at \( y/s = 0.76 \), \( z/s = 0.0 \), and \( y/s = 0.4 \), \( z/s = -0.1 \), respectively. The peak temperature at the center of the engine is two times the ambient temperature. The inflow crossflow velocity \( (V_c) \), and temperature distributions \( (T) \) at \( x/s = 0.0 \) are shown in Fig. 8.

The NS equations are used to compute the development of this vortex and its interaction with the plume for a long distance up to \( z/s = 110 \). The computations of FTNS3D solver are carried out using an overlapping zonal method and the schematic sketch is shown in Fig. 9. For each stage of computation, a fine grid zone is used. The downstream distance \( (a) \) and the overlapping or buffer zone \( (b) \) should be chosen such that the downstream effects can be minimized. In this study, the following values are chosen; \( a/s = 8.0 \), \( b/s = 2.0 \), and \( X_{max}/s = 110.0 \) (equivalent to one mile behind the inflow plane). A rectangular grid of \( 201 \times 41 \times 51 \) grid points in \( x \), \( y \), and \( z \) directions, respectively, are used.

The computations are carried out start-
ing from the inflow station of \( z/s = 0.0 \) up to \( z/s = 110.0 \) using the FTNS3D using KW model and UNIWAKE solvers on the same grid resolution in the crossflow plane. The results of the crossflow T and Vc contours at selected chordwise stations with FTNS3D (left column) and UNIWAKE (right column) solvers are shown in Figures 10-12. All the results are plotted in reference to the origin and the corresponding axes at the inflow section. The results show the evolution of the tip-vortex interaction with the plume as it is advanced in the downstream. The velocity field of the tip vortex induces the exhaust plume movement upward and wrapping around the tip-vortex while cooling it down.

The results of the FTNS3D code show that tip-vortex center first moves upward and inward, and then descends as it advances in the downstream direction. On the other hand, the UNIWAKE results show the tip-vortex center continuously descends and stays almost at the same lateral location of \( y/s = 0.76 \). Since the UNIWAKE code is a space-marching NS solver, the step size in the streamwise direction is determined based on extrapolated changes in the flow variables at each station. The code also has a dynamic upwash adjustment that seeks to retain the perceived vortical mean location at the position of \( z/s = 0.0 \). The upwash overcomes the inherent downwash of the typical vortical wake structure. The discrepancies between the two solvers are due to the dynamic upwash adjustment of the UNIWAKE code and the fully three-dimensional computations of the FTNS3D code. The results with the UNIWAKE solver show more diffusion as compared with the FTNS3D results. One of the numerical parameters known as the turbulent macroscale (\( A \)) in the UNIWAKE code has to be adjusted from the default values of 0.2 to 0.04 in order to obtain adequate less-diffused results. The larger values of \( A \) (results are not shown here) show even more diffusive effect as compared with the FTNS3D results.

CONCLUDING REMARKS

The computational solution of the unsteady, compressible, Reynolds-averaged Navier-Stokes equations is used to predict the near- and far-field vortex-wake turbulent flows. Three different turbulent models have been used with the NS equations which include the Baldwin and Lomax model, Spalart and Allmaras model and KW model of Menter. For the near-field vortex-wake application, the focus is directed on the development and roll-up of the tip vortex for a subsonic wing while for the far-field vortex-wake application, the focus is directed on the interaction of a tip-vortex of a typical 727 Boeing wing with the temperature field of an engine exhaust plume. The results of the first application have been compared with the available experimental data. The comparison shows that the computed results with the BL and SA models are in good agreement with the experimental data than those results with the KW model. The results of the second application are compared with those of the UNIWAKE code. The UNIWAKE results show different motion of the vortex center along with the exhaust plume as it advances downstream, than that of the full Navier-Stokes code. The difference is attributed to the approximations associated with the UNIWAKE code.

ACKNOWLEDGEMENT

For the first three authors, this work is supported by the NASA Langley Research Center under Grant No. NAG-1-994. The computational resources provided by the NAS Center at Ames and the NASA Langley Research Center are appreciated and recognized.

REFERENCES


Figure 1: Typical C-O mesh of AR = 1.5 rectangular wing.

Figure 2: Typical convergent histories of Log(residual) and lift coefficient; SA turbulence model.

Figure 3: Definition of \( \theta \) at the wing-tip region.
Figure 4: Comparison of surface-pressure coefficients with the experiment.
Figure 5: Comparison of crossflow Cpt contours at two chordwise stations; top-experiment, second-BL, third-SA and bottom-KW.
Figure 6: Close-up of crossflow Cpt contours at two chordwise stations; top-experiment, second-BL, third-SA and bottom-KW.
Figure 7: Close-up of crossflow velocity contours at two chordwise stations; top-experiment, second-BL, third-SA and bottom-KW.
Figure 8: Crossflow velocity and temperature contours at the inflow section.

Figure 9: Schematic sketch of the overlapping zonal method.

Figure 10: Comparison of crossflow T and Vc contours at one downstream station; left-FTNS3D and right-UNIWAKE.
Figure 11: Comparison of crossflow $T$ and $V_c$ contours at four downstream stations; left-FTNS3D, and right-UNIWAKE.
Figure 12: Comparison of crossflow T and Vc contours at three downstream stations; left-FTNS3D, and right-UNIWAKE.
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ABSTRACT

The tail buffet problem is a multi-disciplinary problem which is solved using three sets of equations. The first set is the unsteady, compressible, full Navier-Stokes equations which are used for obtaining the flow-field vector and the aerodynamic loads. The second set is the aeroelastic equations which are used for obtaining the bending and torsional deflections of the tail. The third set is the grid-displacement equations which are used for updating the grid coordinates due to the tail deflections. For the computational applications a sharp-edged cropped delta wing of aspect ratio 1.5 and a swept back vertical tail of aspect ratio 1.4 placed in the plane of geometric symmetry behind the wing are considered. The configuration is pitched at angles of attack of 20° and 28° which produce vortex breakdown flow of the delta wing primary vortices for the transonic regime at a Mach number of 0.85. The results show the effects of the angle of attack and vortex breakdown on the uncoupled bending-torsional responses.

INTRODUCTION

The ability of modern fighter aircraft to fly and maneuver at high angles of attack and at high loading conditions is of prime importance. This capability is achieved, for example in the F/A-18 fighter, through the combination of the leading-edge extension (LEX) with a delta wing and the use of vertical tails. The LEX maintains lift at high angles of attack by generating a pair of vortices that trail aft over the top of the aircraft. The vortex entrains air over the vertical tails to maintain stability of the aircraft. This combination of LEX, delta wing and vertical tails leads to the aircraft excellent high angle of attack performance. However, at some flight conditions, the vortices emanating from the highly-swept LEX of the delta wing breakdown before reaching the vertical tails which get bathed in a wake of unsteady highly-turbulent, swirling flow. The vortex-breakdown flow produces unsteady, unbalanced loads on the vertical tails which in turn produce severe buffet on the tails and has led to their premature fatigue failure.

Experimental investigation of the vertical tail buffet of the F/A-18 models have been conducted by several investigators such as Sellers at al1, Erickson at al2, Wentz3 and Lee and Brown4. These experiments showed that the vortex produced by the LEX of the wing breaks down ahead of the vertical tails at angles of attack of 25° and higher and the breakdown flow produced unsteady loads on the vertical tails. Rao, Puram and Shah5 proposed two aerodynamic concepts for alleviating high-alpha tail buffet characteristics of the twin tail fighter configurations. Cole, Moss and Doggett6 tested a rigid, 1/6 scale, full-span model of an F-18 airplane that was fitted with flexible vertical tails of two different stiffness. Vertical-tail buffet response results were obtained over the range of angle of attack from −10° to +40°, and over the range of Mach numbers from 0.3 to 0.95. Their results indicated that the buffet response occurs in the first bending mode, increases with increasing dynamic pressure and is larger at M = 0.3 than that at a higher Mach number.

An extensive experimental investigation has been conducted to study vortex-fin interaction
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on a 76° sharp-edged delta wing with vertical
twin-fin configuration by Washburn, Jenkins and
Ferman\textsuperscript{7}. The vertical tails were placed at nine
locations behind the wing. The experimental data
showed that the aerodynamic loads are more sen-
sitive to the chordwise tail location than its span-
wise location. As the tails were moved toward the
vortex core, the buffeting response and excitation
were reduced. Although the tail location did not
affect the vortex core trajectories, it affected the
location of vortex-core breakdown. Moreover, the
investigation showed that the presence of a flexible
tail can affect the unsteady pressures on the rigid
tail on the opposite side of the model. In a recent
study by Bean and Lee\textsuperscript{8} tests were performed on
a rigid 6% scale F/A-18 in a trisonic blowdown
wind tunnel over a range of angle of attack and
Mach number. The flight data was reduced to a
non-dimensional buffet excitation parameter, for
each primary mode. It was found that buffeting
in the torsional mode occurred at a lower angle
of attack and at larger levels compared to the
fundamental bending mode.

Kandil, Kandil and Massey\textsuperscript{9} presented the
first successful computational simulation of the
vertical tail buffet using a delta wing-vertical tail
configuration. A 76° sharp-edged delta wing has
been used along with a single rectangular vertical
tail which was placed aft the wing along the
plane of geometric symmetry. The tail was al-
lowed to oscillate in bending modes. The flow
conditions and wing angle of attack have been se-
lected to produce an unsteady vortex-breakdown
flow. Unsteady vortex breakdown of leading-edge
vortex cores was captured, and unsteady pressure
forces were obtained on the tail. These computa-
tional results are in full qualitative agreement with
the experimental data of Washburn, Jenkins and
Ferman\textsuperscript{7}. An alternative simple model for simu-
lation of the buffet problem was used by Kandil
and Flanagan\textsuperscript{10} and Flanagan\textsuperscript{11}. In this model,
a configured circular duct was used to produce
vortex-breakdown flow through the interaction of
a supersonic swirling flow and a shock at the inlet
of the duct. Downstream of the vortex-breakdown
flow a cantilevered plate was placed. The problem
was solved for the quasi-axisymmetric case.

Kandil, Kandil and Massey\textsuperscript{12} extended the
technique used in Ref. 9 to allow the vertical tail
to oscillate in both bending and torsional modes.

The total deflections and the frequencies of de-
flections and loads of the coupled bending-torsion
case were found to be one order of magnitude
higher than those of the bending case only. Also,
it has been shown that the tail oscillations change
the vortex breakdown locations and the unsteady
aerodynamic loads on the wing and tail.

Kandil, Massey and Sheta\textsuperscript{13} studied the effects
of coupling and uncoupling the bending and tor-
sional modes for a long computational time, and
the flow Reynolds number on the buffet response.

In this paper, we consider the vortex break-
down flow in the transonic regime, $M_\infty = 0.85,$
and a delta wing-swept back tail configuration.
Next, we address the effect of the angle of attack
(20° and 28°) on the deflection response of the
vertical tail and the vortex breakdown flow.

**FORMULATION**

The formulation of the problem consists of three
sets of governing equations along with certain ini-
tial and boundary conditions. The first set is the
unsteady, compressible, full Navier-Stokes equa-
tions. The second set consists of the aeroelastic
equations for bending and torsional modes. The
third set consists of equations for deforming the
grid according to the tail deflections. The litera-
ture shows various methods to move the grid. The
simplest method uses simple interpolation func-
tions such that the grid points adjacent to the
aeroelastic surface move with the surface while the
grid points at the computational-region boundary
do not move\textsuperscript{14}. The unsteady, linearized, Navier-
displacement equations have also been used suc-
cessfully by Kandil at al. to move the grid dynam-
ically\textsuperscript{15–16}. In the present paper, we use
simple grid interpolation to move the grid. Next,
the governing equations for each set are given

**Fluid-Flow Equations:**

The conservative form of the dimensionless, un-
steady, compressible, full Navier-Stokes equations
in terms of time-dependent, body-conformed co-
ordinates $\xi^1, \xi^2$ and $\xi^3$ is given by

$$\frac{\partial \tilde{Q}}{\partial t} + \frac{\partial \tilde{E}_m}{\partial \xi^m} - \frac{\partial (\tilde{E}_v)}{\partial \xi^s} = 0; m = 1-3, s = 1-3 \quad (1)$$
\[ \xi^m = \xi^m(x_1, x_2, x_3, t) \]  \hspace{1cm} (2)
\[ \bar{Q} = \frac{1}{I} [\rho, \rho u_1, \rho u_2, \rho u_3, \rho \bar{e}] , \]  \hspace{1cm} (3)

\( \bar{E}_m \) and \( \bar{(E_v)}_m \) are the \( \xi^m \)-inviscid flux and \( \xi^* \)-viscous and heat conduction flux, respectively. Details of these fluxes are given in Ref. 9.

**Aeroelastic Equations:**

The dimensionless, linearized governing equations for the coupled bending and torsional vibrations of a vertical tail that is treated as a cantilevered beam are considered. The tail bending and torsional deflections occur about an elastic axis that is displaced from the inertial axis. These equations for the bending deflection, \( w \), and the twist angle, \( \theta \), are given by

\[ \frac{\partial^2}{\partial z^2} \left[ EI(z) \frac{\partial^2 w}{\partial z^2}(z, t) \right] + m(z) \frac{\partial^2 w}{\partial t^2}(z, t) + m(z) \frac{\partial^2 \theta}{\partial t^2}(z, t) = N(z, t) \]  \hspace{1cm} (4)

\[ \frac{\partial}{\partial z} \left[ GJ(z) \frac{\partial \theta}{\partial z} \right] - m(z) \frac{\partial^2 w}{\partial t^2}(z, t) - I_\theta(z) \frac{\partial^2 \theta}{\partial t^2}(z, t) = -M_\theta(z, t) \]  \hspace{1cm} (5)

where \( z \) is the vertical distance from the fixed support along the tail length, \( l_t \), \( EI \) and \( GJ \) the bending and torsional stiffness of the tail section, \( m \) the mass per unit length, \( I_\theta \) the mass-moment of inertia per unit length about the elastic axis, \( x_\theta \) the distance between the elastic axis and inertial axis, \( N \) the normal force per unit length and \( M_\theta \) the twisting moment per unit length. The characteristic parameters for the dimensionless equations are \( c^*, a^*_\infty, \rho^*_\infty \) and \( c^*/a^*_\infty \) for the length, speed, density and time; where \( c^* \) is the delta wing root-chord length, \( a^*_\infty \) the freestream speed of sound and \( \rho^*_\infty \) the freestream air density. The geometrical and natural boundary conditions on \( w \) and \( \theta \) are given by

\[ w(0, t) = \frac{\partial w}{\partial z}(0, t) = \frac{\partial^2 w}{\partial z^2}(l_t, t) \]
\[ \theta(0, t) = \frac{\partial \theta}{\partial z}(l_t, t) = 0 \]  \hspace{1cm} (6)

The solution of Eqs. (4) and (5) are given by

\[ w(z, t) = \sum_{i=1}^{I} \phi_i(z) q_i(t) \]  \hspace{1cm} (8)

\[ \theta(z, t) = \sum_{j=1}^{M} \phi_j(z) q_j(t) \]  \hspace{1cm} (9)

where \( \phi_i \) and \( \phi_j \) are comparison functions satisfying the free-vibration modes of bending and torsion, respectively, and \( q_i \) and \( q_j \) are generalized coordinates for bending and torsion, respectively. In this paper, the number of bending modes, \( I \), is six and the number of torsion modes, \( M \), is also six. Substituting Eqs. (8) and (9) into Eqs. (4) and (5) and using the Galerkin method along with integration by parts and the boundary conditions, Eqs (6) and (7), we get the following equation for the generalized coordinates \( q_i \), and \( q_j \) in matrix form:

\[ \begin{bmatrix} M_{11} & M_{12} \\ M_{21} & M_{22} \end{bmatrix} \begin{bmatrix} \dot{q}_i \\ \dot{q}_j \end{bmatrix} + \begin{bmatrix} K_{11} & 0 \\ 0 & K_{22} \end{bmatrix} \begin{bmatrix} q_i \\ q_j \end{bmatrix} = \begin{bmatrix} \dot{N}_1 \\ \dot{N}_2 \end{bmatrix} ; i = 1, 2, ..., I ; j = 1, 2, ..., M \]  \hspace{1cm} (10)

where

\[ M_{11} = \int_0^{l_t} m dx \phi_i \phi_j \]  \hspace{1cm} (11)
\[ M_{12} = \int_0^{l_t} m x_\theta dx \phi_i \phi_j \]  \hspace{1cm} (12)
\[ M_{21} = \int_0^{l_t} l_\theta dx \phi_i \phi_j \]  \hspace{1cm} (13)

\[ K_{11} = \int_0^{l_t} EI dx \frac{d^2 \phi_i}{dx^2} \frac{d^2 \phi_i}{dx^2} \]  \hspace{1cm} (14)
\[ K_{22} = \int_0^{l_t} GJ dx \frac{d^2 \phi_j}{dx^2} \frac{d^2 \phi_j}{dx^2} \]  \hspace{1cm} (15)

\[ \dot{N}_1 = \int_0^{l_t} \phi_i N dx \]  \hspace{1cm} (16)
\[ \dot{N}_2 = \int_0^{l_t} \phi_j M dx \]  \hspace{1cm} (17)

Similar aeroelastic equations were developed for sonic analysis of wing flutter by Strganac and Strganac, Mook and Mitchum. The numerical integration of Eqs. (11-13) is obtained using the trapezoidal method with 125 points to improve the accuracy of integrations. The solution of Eq. (10), for \( q_i, i = 1, 2, ..., I \) and \( q_j, j = 1, 2, ..., M \), is obtained using the Runge-Kutta scheme. Next, \( w \), and \( \theta \) are obtained from Eqs. (8) and (9).
Grid Displacement Equations:

Once \( w \) and \( \theta \) are obtained at the \( n + 1 \) time step, the new grid coordinates are obtained using simple interpolation equations. In these equations, the tail bending displacement, \( w_{i,j,k}^{n+1} \), and the tail displacement through the torsion angle, \( \theta_{i,j,k}^{n+1} \) are interpolated through a cosine function. These equations for the \( y \) and \( z \) coordinates to the right side of the tail and a head of its elastic axis are given by

\[
\begin{align*}
y_{i,j,k}^{n+1} &= y_{i,j,k}^{n} + [w_{i,j,k}^{n+1} + (X - z_{i,j,k}^{n}) \tan \theta_{i,j,k}^{n+1}] \\
&\quad \times \cos \left( \frac{y_{i,j,k}^{n+1} \pi}{Y \ 2} \right) \\
z_{i,j,k}^{n+1} &= z_{i,j,k}^{n} - \frac{\Delta z^o - \sqrt{\left(\Delta z^o\right)^2 - (\Delta w^{n+1})^2}}{Y} \\
&\quad \times \cos \left( \frac{z_{i,j,k}^{n+1} \pi}{Z \ 2} \right)
\end{align*}
\]

where \( y_{i,j,k}^{n+1} \) and \( y_{i,j,k}^{n+1} \) are the \( y \) and \( y \) coordinates of a grid point at the \( n + 1 \) time step, \( z_{i,j,k}^{n+1} \) is the original \( z \) coordinate of a tail grid point and \( \Delta z_{i,j,k}^{n+1} = \Delta z^{n+1} = \Delta z_{i,j,k}^{n+1} - \Delta z_{i,j,k}^{n-1} \), \( Y \) is the maximum \( y \) coordinate from the tail-surface grid point to the corresponding point at the right boundary of the computational domain, \( Z \) is the maximum \( z \) coordinate from the tail root to the upper boundary of the computational domain and \( X \) is the \( x \) coordinate of the tail elastic axis. These equations result in displacing a grid point on the tail by the total deflection due to bending and torsion and keeping a grid point at the boundary fixed. Similar equations are used for the other part of the computational domain.

Boundary and Initial Conditions:

Boundary conditions consist of conditions for the fluid flow and conditions for the aeroelastic bending and torsional deflections of the tail. For the fluid flow, the Riemann-invariant boundary conditions are enforced at the inflow and outflow boundaries of the computational domain. At the plane of geometric symmetry, periodic boundary conditions are specified with the exception of grid points on the tail. On the wing surface, the no-slip and no-penetration conditions are enforced and \( \frac{\partial \theta}{\partial n} = 0 \). On the tail surface, the no-slip and no-penetration conditions for the relative velocity components are enforced (points on the tail surface are moving). The normal pressure gradient is no longer equal to zero due to the acceleration of the grid points on the tail surface. This equation becomes \( \frac{\partial p}{\partial n} = -\rho \dot{a}_t \cdot \hat{n} \), where \( \dot{a}_t \) is the acceleration of a point on the tail and \( \hat{n} \) is the unit normal.

Initial conditions consist of conditions for the fluid flow and conditions for the aeroelastic deflections of the tail. For the fluid flow, the initial conditions correspond to the freestream conditions with no-slip and no-penetration conditions on the wing and tail. For the aeroelastic deflections of the tail, the initial conditions for any point on the tail are that the displacement and velocity are zero, \( w(z,0) = 0, \frac{\partial w}{\partial t}(z,0) = 0, \theta(z,0) = 0 \) and \( \frac{\partial \theta}{\partial t}(z,0) = 0 \).

METHOD OF SOLUTION

The first step is to solve for the fluid flow problem using the vortex-breakdown conditions and keeping the tail as a rigid beam. Navier-Stokes equations are solved using the implicit, flux-difference splitting finite-volume scheme. The grid speed \( \frac{\partial u}{\partial t} \) is set equal to zero in this step. This step provides the flow field solution along with the pressure difference across the tail. The pressure difference is used to generate the normal force and twisting moment per unit length of the tail. Next, the aeroelastic equations are used to obtain the tail deflections, \( w_{i,j,k} \) and \( \theta_{i,j,k} \). The grid displacement equations are then used to compute the new grid coordinates. The metric coefficient of the coordinate Jacobian matrix are updated as well as the grid speed, \( \frac{\partial y}{\partial t} \). This computational cycle is repeated every time step.

COMPUTATIONAL APPLICATIONS

Delta Wing-Vertical Tail Configuration:

The delta wing-swept back vertical tail configuration consists of a 65° swept back, sharp-edged, cropped delta wing of aspect ratio 1.5 and cropping ratio (tip length/root-chord length) 0.15, and a 53.5° swept-back vertical tail of aspect ratio 1.4, which is placed in the plane of geometric symmetry. The tail has a span of 0.222 and a root chord of \( c_t = 0.2527 \) with taper ratio of 0.23. The leading edge of the tail root is located at .06 downstream the wing trailing edge. The lower edge of the tail is along the wing axis and the tail is...
clamped at that edge. The freestream Mach number is 0.85 and the Reynolds number is 3.23 million. The wing angle of attack has been chosen as 20° and 28°. An O-H grid of 65X43X95 grid points in the wake region has been modified to accommodate the tail topology. Figure 1 shows a typical grid and a blow-up of the wing-tail configuration.

Initial Conditions (Fluid-Flow Problem), α = 20°:

Keeping the tail rigid, the unsteady, compressible, full Navier-Stokes equations are integrated time accurately using the implicit, flux-difference splitting scheme of Roe to a dimensionless time, t = 10. Figure 2 shows a three-dimensional view and top view for the wing-rigid tail configuration. The vortex breakdown of the leading-edge vortex core and the stagnation pressure distribution are shown in the figure. The cross flow beneath the primary vortex reaches supersonic speeds and a ray shock develops beneath the primary vortex. The leading-edge vortex core passes through another transverse shock known as a terminating shock at x = 0.83 which causes the vortex core to breakdown at $x = 0.85$.

Figure 3 shows the static pressure contours on the wing surface and symmetry plane. A substantial supersonic pocket which is bounded by the terminating shock and the ray shocks (shocks beneath the primary vortex cores) is observed on the wing plane. Figure 4 shows the Mach contours and streamlines on a vertical ray plane (ray D) which passes through the vortex breakdown. The streamlines conclusively show a two-bubble cell vortex breakdown. The Mach contours show that the front surface of the vortex breakdown bubbles is enclosed by a hemispherical shape-like shock surface. Figure 5 shows the static-pressure variation along ray lines from the wing vertex. These curves show the spanwise locations of several points on the foot-print line of the terminating shock. The terminating shock is clearly seen to run in the spanwise direction from the plane of symmetry to the wing leading edge.

The solution at the present time step is taken as the initial conditions for the next case of the aeroelastic tail response.

Uncoupled Bending-Torsion Tail Response, $\alpha = 20°$:

The tail is treated as a swept back beam with thickness $d = 0.005$. The tail material dimensionless moduli of elasticity and rigidity, $E$ and $G$ are 1.8X10^6 and 0.692X10^5, respectively. The mass per unit length of the tail varies linearly from the tail root, $m_r = 0.033$, to the tail tip, $m_t = 0.0076$ and the mass-moment of inertia per unit length varies linearly from the tail root, $I_{tr} = 1.75X10^{-4}$, to the tail tip, $I_{tt} = 2.1X10^{-6}$. For the coupled bending-torsion case, the elastic axis is assumed to exist upstream the inertia axis with a distance of $z_{\theta} = -0.02$. For the uncoupled bending-torsion case, $z_{\theta} = 0.0$.

Figures 6-8 show the results of the uncoupled bending-torsion responses of the tail. Figure 6 shows four pairs of responses. The first pair is for the variation of the bending deflection, $w$, and torsional deflection, $\theta$, along the tail height $z$ every 2000 time steps. The bending and torsion responses are mainly of the first-mode shape type. The second pair of responses show the variation of the normal force and twisting moment along the tail height $z$ every 2000 time steps. The third and fourth pairs show the bending deflection, normal force, torsional deflection and twisting moment variation at the tail tip and its midpoint versus the number of time steps (if $t = 20,000$ or $t = 20$ starting from the initial condition). It is observed that the frequency of the normal force and the twisting moment are almost the same as that of the bending deflection and the torsional deflection, respectively. Figure 7 shows the combined response, $W_{net}$, of the bending and torsional deflections along the tail height every 2000 time steps. Figure 8 shows a three-dimensional view and a top view of the wing-deformed tail configuration at $t = 20,000$. Comparing this figure with Fig. 2 (Initial condition with rigid tail), the terminating shock moves upstream to $x = 0.5$ and becomes weaker and smeared. The vortex breakdown occurs immediately after the terminating shock. Another shock is observed downstream of the original terminating shock and is accompanied by another breakdown. The breakdown flow is slightly asymmetric. This conclusively shows the substantial upstream aerodynamic effects of the tail bending and torsional deflections.
The wing vertex exists.

Inside having a subsonic flow the wing surface show strong asymmetry with one on the plane of symmetry. The vortex breakdown near the wing vertex are those of Fig. 12.

It is observed that the vortex breakdown of the leading-edge vortex cores and the stagnation pressure contours. The vortex breakdown flow moves upstream covering almost all of the wing planform. Figure 10 shows the Mach contours on a constant K plane near the wing surface and on the plane of symmetry. The supersonic pocket on the upper wing surface expanded in the spanwise direction to cover all of the wing planform, and part of the transverse terminating shock moved downstream ahead of the vertical tail location. Figure 11 shows the variation of static pressures along ray planes originating from the wing planform vertex. It is observed that several transverse shocks exist; one near the wing vertex at z/c = 0.2, a second one at z/c = 0.9 and a third one ahead of the tail location at z/c = 1.06.

Uncoupled Bending-Torsion Tail Response, $\alpha = 28^\circ$:

Figures 12-15 show the results of this case. Figure 12 shows the same sequence of results as those of Fig. 6. Comparing the results of Fig. 12 with those of Fig. 6, it is observed that the bending and torsional deflections of Fig. 12 are 4-5 times as those of Fig. 6. Moreover, the frequencies of the bending and torsional deflections and loads of Fig. 12 are lower than those of Fig. 6. The aerodynamic damping of the case of Fig. 6 is higher than that of the case of Fig. 12. The net deflection of Fig. 13 is 4 times higher than that of Fig. 7. Figure 14 shows a three-dimensional view of the vortex breakdown of the leading-edge vortex cores and the stagnation pressure at t = 20,000. It is observed that the leading critical points of the vortex breakdown near the wing vertex are asymmetric. Figure 15 shows the Mach contours on a constant K plane near the wing surface and on the plane of symmetry. The Mach contours on the wing surface show strong asymmetry with one side having a subsonic flow and the other side having a supersonic flow. It is observed that a shock near the plane of symmetry and originating from the wing vertex exists.

CONCLUDING REMARKS

The tail buffet problem due to the unsteady aerodynamic loads induced by the vortex-breakdown flow of the wing leading-edge vortices has been simulated computationally and efficiently using a delta wing-swept back vertical tail configuration. The wing aspect ratio and flow conditions (transonic regime) have been carefully selected in order to produce unsteady vortex-breakdown flow. The solution has demonstrated the development of the tail buffet due to the unsteady loads produced by the transonic vortex-breakdown flow. The problem is a multidisciplinary problem which requires three sets of equations to obtain its solution.

In the present paper, the CFD solver is the implicit, upwind, Roe flux-difference splitting scheme.

The focus of this paper is to study the buffet response in transonic flow at different angles of attack. It is conclusively found that the tail oscillations have a substantial upstream effect on the vortex breakdown of the leading-edge vortex cores, although a supersonic pocket exists on the wing upper surface. By increasing the angle of attack from 20° to 28°, the vortex breakdown flow becomes stronger and the corresponding unsteady normal forces and torsional moments on the tail become larger resulting into substantially higher deflections with lower frequencies. Unlike the results obtained in Ref. 13 for subsonic vortex breakdown flows and a delta wing-rectangular vertical tail configuration, the aerodynamic loads and the deflections in the present case never reached periodic response and their loads were one order of magnitude lower than those of Ref. 13. These results are in a qualitative agreement with the conclusion reached by Cole, Moss and Doggett of Ref. 6; That the buffet deflections become larger as the Mach number is decreased.
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Fig. 1  An O-H grid of 65X43X95 grid points in the wrap-around, normal and axial directions and a blow-up of the wing-tail configuration.
Fig. 2  Three-dimensional view and a top view of the wing-tail configuration for the initial conditions, $\alpha = 20^\circ$, $\Delta t = 0.001$, $it = 10,000$. 
Pressure contours on the wing surface and plane of symmetry for the initial conditions, $\alpha = 20^\circ$, $\Delta t = 0.001$, $it = 10,000$.

Total Mach number contours and streamlines on a ray plane passing through the vortex-breakdown, $\alpha = 20^\circ$, $\Delta t = 0.001$, $it = 10,000$.

Ray planes on the wing planform and surface pressure variation along these planes, $\alpha = 20^\circ$, $\Delta t = 0.001$, $it = 10,000$. 
Fig. 6  Deflection and load responses for an uncoupled bending-torsion case, 
\( \alpha = 20^\circ, \Delta t = 0.001, nt = 10,000 - 30,000. \)
Fig. 7  Net deflection of the tail leading edge for the uncoupled bending-torsion case, $\alpha = 20^\circ$, $\Delta t = 0.001$, $it = 10,000 - 30,000$.

Fig. 8  Three-dimensional view and a top view of the wing-tail configuration for the uncoupled bending-torsion case, $\alpha = 20^\circ$, $\Delta t = 0.001$, $it = 20,000$.  

Uncoupled Bending and Torsion Case  
Stagnation Pressure Isosurface 0.57  
M=0.85 Re=3.23E6 $\alpha_{\infty}$=20

Wing Contour Increment 0.02  
Tail Contour Increment 0.02
Fig. 9 Three-dimensional view and a top view of the wing-tail configuration for the initial conditions, \( \alpha = 28^\circ, \Delta t = 0.001, \; it = 10,000 \).
Fig. 10  Mach contours on a constant K plane near the wing surface and on the plane of symmetry, $\alpha = 28^\circ$, $\Delta t = 0.001$, $it = 10,000$.

Fig. 11  Ray planes on the wing planform and surface pressure variation along these planes, $\alpha = 28^\circ$, $\Delta t = 0.001$, $it = 10,000$. 
Fig. 12  Deflection and load responses for an uncoupled bending-torsion case, 
\[ \alpha = 28^\circ, \Delta t = 0.001, \; it = 10,000 - 30,000. \]
Fig. 13  Net deflection of the tail leading edge for the uncoupled bending-torsion case, $\alpha = 28^\circ$, $\Delta t = 0.001$, $it = 10,000 - 30,000$.

Fig. 14  Three-dimensional view and a top view of the wing-tail configuration for the uncoupled bending-torsion case, $\alpha = 28^\circ$, $\Delta t = 0.001$, $it = 20,000$.

Fig. 15  Mach contours on a constant K plane near the wing surface and on the plane of symmetry, $\alpha = 28^\circ$, $\Delta t = 0.001$, $it = 20,000$. 