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Abstract

In this paper we analyze inviscid aerodynamic shape optimization problems governed by the full potential and the Euler equations in two and three dimensions. The analysis indicates that minimization of pressure dependent cost functions results in Hessians whose eigenvalue distributions are identical for the full potential and the Euler equations. However, the optimization problems in two and three dimensions are inherently different. While the two dimensional optimization problems are well-posed, the three dimensional ones are ill-posed. Oscillations in the shape up to the smallest scale allowed by the design space can develop in the direction perpendicular to the flow, implying that a regularization is required. A natural choice of such a regularization is derived. The analysis also gives an estimate of the Hessian's condition number which implies that the problems at hand are ill-conditioned. Infinite dimensional approximations for the Hessians are constructed and preconditioners for gradient based methods are derived from these approximate Hessians.
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1 Introduction

In recent years there has been a growing interest in solving optimization problems governed by the Euler and the Navier Stokes equations [1-9]. The new interest in this classical field [10, 11] is due to the increase in computer's speed and improvements in algorithms for the numerical solution of the flow equations.

The problem of designing a three-dimensional wing requires solving an optimization problem with many design parameters. Such a problem may be computationally difficult depending on the cost function's level curves in the vicinity of the minimum. A measure for the level of difficulty is the condition number of the Hessian. The eigenvalues of the Hessian (which is a symmetric operator) are the curvatures of the cost function in the principal directions. A large deviation in the eigenvalues means that the cost function has level curves which are thin ellipses. This is well known in the optimization literature to cause slowness of convergence toward the minimum for gradient-based methods [12].

Aerodynamic optimization problems are ill-conditioned as noted in [6, 9], and as will be shown in this paper. Therefore gradient descent methods will be extremely inefficient especially when the number of design variables is large. A standard method to overcome this difficulty is the Newton method where the Hessian is computed explicitly [12]. The Newton search direction is the gradient multiplied by the Hessian's inverse, a computation which is impractical in aerodynamic optimization problems since it involves numerous solutions of the flow PDEs. On the other hand using low rank quasi-Newton methods, such as BFGS [3, 4], will result in a deterioration of convergence as the number of design variables increases. Thus, a new method is required.

Another difficulty in inviscid aerodynamics optimization problems is the ill-posedness of three dimensional problems which shows up as small scale oscillations in the shape in the direction perpendicular to the flow. Such oscillations were observed in applications as reported in [9]. One way to avoid these oscillations is to apply smooth finite dimensional representation of the shape in the spanwise direction. Another approach is regularization by introduction of a penalty to the cost function for oscillations in that direction. The need for penalizing the cost function in order to remove oscillations was observed by [3]. However, in that case the oscillations were a result of the discretization and had no differential counterpart. Penalization was used also in two dimensions where the differential optimization problem is well-posed.

In this paper we develop a new approach to approximate the Hessian and its inverse for optimization problems governed by PDEs. Hessian symbols were previously computed for smoothing predictions in the development of multigrid one-shot methods [13]-[16]. Here, a similar analysis is applied to inviscid flow problems including the full potential and Euler equations in two and in three space dimensions. In Sec. 2 the optimization problem is defined together with its small disturbance approximation. The necessary conditions for a minimum and their relation with the Hessian are discussed also in the finite dimensional design space. In Sec. 3 local mode analysis is presented to approximate the Hessian's symbol. The analysis is local and involves freezing the coefficients to obtain a problem in half space with constant coefficients, where Fourier techniques are employed. In Sec. 4 the analysis is applied to an optimal shape design problem governed by the full potential equation. In Sec. 5 the analysis is applied to the Euler equations. and a symbol is obtained identical to the full potential
case. In Sec. 6 the Hessian's symbol is analyzed and conclusions are made concerning the ill-conditioning and ill-posedness of the problems at hand. In Sec. 7 regularization is discussed to avoid the ill-posedness which exists in three dimensions in the spanwise direction. In Sec. 8 preconditioners are developed for the small disturbance and the optimal shape problems in subsonic and supersonic flow. Finally in Sec. 9 discussion and concluding remarks are made.

2 The Optimization Problem

A typical inviscid aerodynamic optimal shape design problem aims at finding the shape of a surface, e.g., airfoil or wing, such that the resulting pressure distribution on that surface will minimize the least squares distance from a prescribed pressure distribution. Let \( \Omega \) be a domain in \( \mathbb{R}^d \) and \( \Gamma(x) \) a parametric representation of the part of the boundary \( \partial \Omega \) to be designed. The optimal shape problem is to compute the boundary position, \( \Gamma \), that minimizes a cost function defined on \( \Gamma \), e.g.,

\[
\min_{\Gamma} \int f(U) d\sigma
\]

where \( f \) is a prescribed function and \( U \) is the solution of a PDE defined on \( \Omega \),

\[
\mathcal{L}(\Gamma, U) = 0.
\]

2.1 The Small Disturbance Approximation

For the analysis of the Hessian it is enough to consider small perturbations of the boundary \( \Gamma \). In order to further simplify the derivation we consider a localization of the problem in a vicinity of a boundary point and study the resulting half space problem. Let us introduce the following notation

\[
\begin{align*}
\mathcal{R}^+_{n+1} &\equiv \{(\bar{x}, x_n) : \bar{x} \in \mathbb{R}^{n-1}, 0 < x_n\} \\
\partial \mathcal{R}^+_{n+1} &\equiv \{(\bar{x}, x_n) : \bar{x} \in \mathbb{R}^{n-1}, x_n = 0\}.
\end{align*}
\]

We consider perturbations of the form

\[
\begin{align*}
\Gamma &= \Gamma^* + \epsilon \hat{\alpha} \hat{n} \\
U &= U^* + \epsilon \hat{U}^* + O(\epsilon^2)
\end{align*}
\]

where \( \Gamma^* \) and \( U^* \) are the optimal boundary shape and state solution respectively; \( \hat{n} \) is the outward normal and \( \epsilon \) is a sufficiently small positive number. The resulting optimal control problem is obtained using a Taylor expansion in \( \epsilon \) and is discussed in more details in the next sections. The new control problem, for the control variable \( \hat{\alpha} \), is defined in half space and is referred as the "small disturbance minimization problem", namely,

\[
\min_{\hat{\alpha}} F(\hat{\alpha}, \hat{U})
\]

subject to the following state equation:

\[
\begin{align*}
L\hat{U} &= 0 & \text{on } \mathcal{R}^+_{n+1} \\
B\hat{U} &= C\hat{\alpha} & \text{on } \partial \mathcal{R}^+_{n+1}
\end{align*}
\]
and additional homogeneous conditions on the solution at infinity. For this control problem the minimum is attained for \( \hat{\alpha} = 0 \).

The necessary conditions for a minimum of the small disturbance problem are given by the state equation Eq.(2.6-2.7) and two additional equations: design and costate. The design equation is a PDE defined on the boundary \( \partial \mathcal{R}_+ \) and is denoted by,

\[
\mathcal{A}(\tilde{U}, \Lambda, \hat{\alpha}) = 0 \quad \text{on} \quad \partial \mathcal{R}_+^3, \tag{2.8}
\]

where \( \tilde{U} \) is the solution of the state equation (2.6-2.7) and \( \Lambda \) is the solution of the costate equation, i.e.,

\[
\begin{align*}
\tilde{L}\Lambda & = 0 \quad \text{on} \quad \mathcal{R}_+^3 \tag{2.9} \\
\tilde{L}\Lambda & = \tilde{C}\tilde{U} \quad \text{on} \quad \partial \mathcal{R}_+^3 \tag{2.10}
\end{align*}
\]

and additional homogeneous conditions at infinity.

We assume that the perturbation \( \hat{\alpha} \) is composed of high frequencies and compute the resulting solutions, \( \tilde{U} \) and \( \Lambda \), in the vicinity of some arbitrary point on the boundary \( \partial \mathcal{R}_+^3 \). The solution there is approximated by a constant coefficient problem defined in half space where Fourier analysis can be applied.

It can be shown that for feasible solutions of the state and costate equations, \( \tilde{U} = \tilde{U}(\hat{\alpha}) \) and \( \Lambda = \Lambda(\tilde{U}(\hat{\alpha})) \), the design equation residuals are equal to the gradient of the cost function with respect to the design variables:

\[
g(\hat{\alpha}, \tilde{U}(\hat{\alpha})) = \mathcal{A}(\tilde{U}(\hat{\alpha}), \Lambda(\tilde{U}(\hat{\alpha})), \hat{\alpha}). \tag{2.11}
\]

In the vicinity the minimum the following relation holds

\[
g(\hat{\alpha}, \tilde{U}(\hat{\alpha})) = g(0,0) + H\hat{\alpha} + \text{h.o.t.} \tag{2.12}
\]

where we denote by \( H \) the Hessian, i.e.,

\[
H = \nabla_{\hat{\alpha}} g(0,0).
\]

A Taylor expansion of the right hand side in (2.11) and comparison with (2.12) results in

\[
H = A_\hat{\alpha} \tilde{U}_\hat{\alpha} + A_\lambda \Lambda \tilde{C} \tilde{U}_\hat{\alpha} + A_b. \tag{2.13}
\]

The dimension of the Hessian, \( H \), is determined by the dimension of the design variable, \( \hat{\alpha} \).

If \( \hat{\alpha} \) belong to a finite dimensional space of dimension \( N \) then the gradient is a vector of size \( N \) and the Hessian is a \( N \times N \) matrix. If \( \hat{\alpha} \) belongs to an infinite dimensional space (e.g., some function space) then the gradient is an element in an infinite dimensional space and the Hessian is an infinite dimensional operator. The Newton step, \( \hat{\alpha} \), satisfies

\[
H\hat{\alpha} = -g \tag{2.14}
\]

where \( g \) is the gradient at the given iteration.
2.2 Finite Dimensional Design Space

In applications it is a common practice to restrict the design space to a finite dimensional subspace where the shape \( \Gamma \) or in the small disturbance model \( \tilde{\alpha} \), is given as

\[
\tilde{\alpha}(s) = \sum_{j=1}^{N} \tilde{\alpha}_j f_j(s). \tag{2.15}
\]

where \( N \) is the dimension of the design space, \( \alpha_j \) are the design variables and \( f_j \) are fixed basis functions. The gradient for the finite dimensional case, \( \tilde{g} = (g_1, \cdots, g_N) \), is obtained by a projection of the infinite dimensional one onto the finite dimensional space, i.e.,

\[
J\tilde{g} = \bar{b} \tag{2.16}
\]

where \( J \) is a matrix defined by

\[
J_{ij} = (f_i(s), f_j(s))_{L^2} \quad i, j = 1, \cdots, N. \tag{2.17}
\]

and the right hand side, \( \bar{b} \), is a vector whose elements are given by

\[
b_k(s) = (g(s), f_k(s))_{L^2} \quad k = 1, \cdots, N.
\]

Let \( h_{jk} \) be an element in the matrix representing the Hessian using the basis functions \( f_j \):

\[
h_{jk} = (Hf_j, f_k)_{L^2}. \tag{2.18}
\]

A Newton step for minimizing the cost function consists of moving in the direction \( \tilde{\alpha} = (\tilde{\alpha}_1, \cdots, \tilde{\alpha}_N) \) given by:

\[
h\tilde{\alpha} = -\bar{b}. \tag{2.19}
\]

Note that this equation is obtained by projecting the general equation (2.14) onto a finite dimensional space spanned by \( \{f_j\}_{j=1}^{N} \).

3 Local Mode Analysis

A local analysis of the operator \( H \) is done next. The Fourier analysis consists of analyzing the solution of the following system of equations in half space:

\[
L\tilde{U} = 0 \quad \text{on } \mathbb{R}_+^n \tag{3.1}
\]

\[
B\tilde{U} = C\tilde{\alpha} \quad \text{on } \partial\mathbb{R}_+^n \tag{3.2}
\]

\[
L\tilde{\alpha} = 0 \quad \text{on } \mathbb{R}_+^n \tag{3.3}
\]

\[
B\tilde{\alpha} = C\tilde{U} \quad \text{on } \partial\mathbb{R}_+^n \tag{3.4}
\]

\[
A(\tilde{U}, \tilde{\alpha}, \tilde{\alpha}) = 0 \quad \text{on } \partial\mathbb{R}_+^n. \tag{3.5}
\]
where we replaced $\hat{U}$ by $\hat{\bar{U}}$ to account for cases in which $\mathbf{L}$ stands for a system of PDEs.

The computation of the symbol of the Hessian, (2.13), near the minimum is done by considering a perturbation in the design variable of the form

$$\hat{a}(\bar{x}) = \hat{a}(\bar{k})e^{ikx}$$

(3.6)

and calculating the corresponding term $H\hat{a}$. The small disturbance solution $\hat{\bar{U}}$ can be represented as

$$\hat{\bar{U}}(\bar{x}, x_n) = \sum_{j=1}^{q} \beta_j(\bar{k})\hat{V}_j(\bar{k})e^{ikx}e^{ik_nx_n},$$

(3.7)

where $q$ equals the number of boundary conditions in (3.2). Each of the terms in the expression for $\hat{\bar{U}}$ satisfies the equation

$$\mathbf{L}\hat{V}_j(\bar{k})e^{ikx}e^{ik_nx_n} = 0.$$  

(3.8)

which implies

$$\hat{\mathbf{L}}(\bar{k}, k_n)\hat{V}_j(\bar{k}) = 0,$$

(3.9)

where $\hat{\mathbf{L}}(\bar{k}, k_n)$ is the symbol of $\mathbf{L}$. Moreover, Eq.(3.9) implies that for $j = 1 \cdots q,$

$$\det \hat{\mathbf{L}}(\bar{k}, k_n) = 0$$

(3.10)

and that $\hat{V}_j(\bar{k})$ is an eigenvector of $\hat{\mathbf{L}}(\bar{k}, k_n)$ with a zero eigenvalue. Substituting the expression for $\hat{\bar{U}}$ into the boundary condition (3.2) results in the following equation,

$$\sum_{j=1}^{q} \beta_j(\bar{k})\hat{B}(\bar{k}, k_n)\hat{V}_j(\bar{k}) = \hat{\mathbf{C}}(\bar{k})\hat{a}(\bar{k}),$$

(3.11)

where $\hat{\mathbf{B}}(\bar{k}, k_n)$ is the symbol of $\mathbf{B}$ and $\hat{\mathbf{C}}(\bar{k})$ is the symbol of $\mathbf{C}$. Introducing the matrix

$$\hat{\mathbf{W}}(\bar{k}) = (\hat{\mathbf{B}}(\bar{k}, k_n^1)\hat{V}_1(\bar{k}), \ldots, \hat{\mathbf{B}}(\bar{k}, k_n^n)\hat{V}_q(\bar{k}))$$

and the vector

$$\hat{\mathbf{b}}(\bar{k}) = (\beta_1(\bar{k}), \ldots, \beta_q(\bar{k})).$$

Eq.(3.11) can be written as

$$\hat{\mathbf{W}}(\bar{k})\hat{\mathbf{b}}(\bar{k}) = \hat{\mathbf{C}}(\bar{k})\hat{a}(\bar{k}),$$

(3.12)

or, equivalently, as

$$\hat{\mathbf{U}}(\bar{k}) = \hat{\mathbf{V}}(\bar{k})\hat{\mathbf{W}}^{-1}(\bar{k})\hat{\mathbf{C}}(\bar{k})\hat{a}(\bar{k}),$$

(3.13)

where $\hat{\mathbf{U}}(\bar{k})$ is defined by

$$\hat{\mathbf{U}}(\bar{x}, 0) = \hat{\mathbf{V}}(\bar{k})\hat{\mathbf{b}}(\bar{k})e^{ikx} \equiv \hat{\mathbf{U}}(\bar{k})e^{ikx}.$$
and where $\hat{V}(\vec{k})$ is the matrix $\hat{V} = (\hat{V}_1(\vec{k}), \ldots, \hat{V}_q(\vec{k}))$.

The adjoint equations are treated in a similar way. The solution $\Lambda$ is represented by

$$\Lambda(x, x_n) = \sum_{j=1}^{\tilde{q}} \beta_j(\vec{k}) \xi_j(\vec{k}) e^{ik_\lambda x_n}$$

(3.14)

where $q + \tilde{q} = N$ and $N$ is the degree of the polynomial in (3.10). Let $\vec{k}_n^j$ be the roots of

$$\det \hat{L}(\vec{k}, \vec{k}_n^j) = 0$$

(3.15)

and $\xi_j$ the eigenvectors of $\hat{L}(\vec{k}, \vec{k}_n^j)$ corresponding to a zero eigenvalue. The costate boundary condition (3.4) implies

$$\sum_{j=1}^{\tilde{q}} \beta_j(\vec{k}) \hat{B}(\vec{k}, \vec{k}_n^j) \xi_j(\vec{k}) = \hat{C}(\vec{k}) \hat{U}(\vec{k})$$

(3.16)

Introducing the matrix

$$\hat{W}(\vec{k}) = (\hat{B}(\vec{k}, \vec{k}_n^1) \hat{\xi}_1(\vec{k}), \ldots, \hat{B}(\vec{k}, \vec{k}_n^\tilde{q}) \hat{\xi}_\tilde{q}(\vec{k}))$$

and the vector

$$\vec{\beta}(\vec{k}) = (\beta_1(\vec{k}), \ldots, \beta_{\tilde{q}}(\vec{k}))$$

Eq.(3.16) can be written as

$$\hat{W}(\vec{k}) \vec{\beta}(\vec{k}) = \hat{C}(\vec{k}) \hat{U}(\vec{k})$$

(3.17)

or. equivalently as

$$\hat{A}(\vec{k}) = \hat{\xi}(\vec{k}) \hat{W}^{-1}(\vec{k}) \hat{C}(\vec{k}) \hat{U}(\vec{k})$$

(3.18)

where $\hat{\xi}(\vec{k})$ is the matrix $\hat{\xi}(\vec{k}) = (\hat{\xi}_1(\vec{k}), \ldots, \hat{\xi}_\tilde{q}(\vec{k}))$.

Substitution of (3.13) and (3.18) in the symbol of the Hessian's expression (2.13) results in the following formula for the Hessian's symbol:

$$\hat{H}(\vec{k}) = \hat{A}_0 \hat{V} \hat{W}^{-1} \hat{C} + \hat{A}_\Lambda \hat{W}^{-1} \hat{C} \hat{V} \hat{W}^{-1} \hat{C} + \hat{A}_5$$

(3.19)

4 The Full Potential Equation

In this section we apply the ideas discussed above to minimization problems governed by the full potential equation. We consider the problem of optimizing the shape of an aerodynamics
configuration so that the shape minimizes the deviation of the pressure from a target pressure distribution, namely.

$$\min_{\Gamma} F(\Gamma, p) = \int_{\Gamma} (p - p^*)^2 d\sigma$$  \hspace{1cm} (4.1)$$

subject to

$$\mathcal{L}(\Gamma, \phi) \equiv \text{div}(\rho \nabla \phi) = 0 \quad \text{on } \Omega$$  \hspace{1cm} (4.2)
$$\phi_n = 0 \quad \text{on } \Gamma$$  \hspace{1cm} (4.3)$$

and an additional boundary condition at the far-field (the notation $\phi_n$ stands for the outer normal derivative of $\phi$ on the boundary).

The density, $\rho$, is given by the isentropic density law [17]:

$$\frac{\rho}{\rho_\infty} = \left[1 - \frac{(\nabla \phi)^2}{2H_\infty}\right]^\gamma$$  \hspace{1cm} (4.4)$$

with $\gamma$ the specific heat ratio and $\rho_\infty$ and $H_\infty$ the values of the density and total enthalpy at infinity.

The pressure, $p$, is related to the density $\rho$ and the speed of sound, $c$, by

$$p = \frac{\rho c^2}{\gamma},$$  \hspace{1cm} (4.5)$$

where for perfect gases the speed of sound is related to the potential through the relation

$$c^2 = (\gamma - 1) \frac{H_\infty}{\gamma} - \frac{(\nabla \phi)^2}{2}.$$  \hspace{1cm} (4.6)$$

The Mach number $M$ is given by

$$M^2 = \frac{|\nabla \phi|^2}{c^2}.$$  \hspace{1cm}

4.1 The Small Disturbance Minimization Problem

The derivation of the small disturbance minimization problem follows the argument and notation of Sec.2.1. We perform localization and set the local coordinate system on the boundary such that the flow is in the $x$-direction ($\nabla \phi = (\phi_x, 0, 0)$). On the perturbed boundary a Taylor expansion gives [1]

$$p^{\text{perturbed}} = p + \hat{p} + \tilde{\alpha} \rho_n + h.o.t.$$  \hspace{1cm}

and

$$d\sigma^{\text{perturbed}} = (1 - \frac{\tilde{\alpha}}{R}) d\sigma + h.o.t.$$  \hspace{1cm}

where $\frac{1}{R} = \frac{1}{R_1} + \frac{1}{R_2}$ and $R_1, R_2$ are the principal curvatures.

The small disturbance minimization problem is given by

$$\min_{\hat{\alpha}} F(\hat{\alpha}, \hat{U}) \equiv \int_{\partial \Omega_2} ((p - p^*) + \hat{p}(\hat{\phi}) + \hat{\alpha} \rho_n)^2 d\sigma dy - \int_{\partial \Omega_2} \frac{\tilde{\alpha}}{R} (p - p^*)^2 d\sigma dy.$$  \hspace{1cm} (4.7)$$
subject to

\[(1 - M^2)\ddot{\phi}_{zz} - \ddot{\phi}_{vv} + \ddot{\phi}_{zz} = 0 \quad \text{on} \ \mathbb{R}^2.\] 

(4.8)

The small disturbance boundary condition is given by

\[-\dot{\phi}_z - \dot{\phi}_x \dot{\alpha}_x + \phi_z \ddot{\alpha} = 0\] 

(4.9)

where the unperturbed flow is in the x-direction. Since we are analyzing the Hessian for the high frequencies it is enough to consider

\[-\dot{\phi}_z = \phi_x \ddot{\alpha}_x.\] 

(4.10)

The relation between \(\dot{\rho}\) and \(\ddot{\phi}\) in the cost function (4.7) is obtained from the relations (4.4-4.6). We obtain that the relevant cost function in terms of \(\ddot{\phi}\) to be minimized is

\[F(\dot{\alpha}, \ddot{\phi}) = \int_{\partial R^3_+} \left[ (p - p^*) - \rho \ddot{\phi}_x \dot{\alpha}_x \right]^2 dx dy - \int_{\partial R^3_+} \frac{1}{\rho} \left( p - p^* \right)^2 - 2 \rho \left( p - p^* \right) \] 

(4.11)

### 4.2 The Adjoint Equations

By standard variational calculus it can be shown that the gradient of the cost function is given by

\[g = \ddot{\phi}_x \lambda_x - \frac{(p - p^*)^2}{\rho} + 2 \rho \left( p - p^* \right)\] 

(4.12)

where \(\lambda\) is the solution of

\[(1 - M^2)\lambda_{xx} + \lambda_{yy} + \lambda_{zz} = 0 \quad \text{on} \ \mathbb{R}^3\] 

(4.13)

with the wall boundary condition

\[-\lambda_z - 2 \left[ \rho \ddot{\phi}_x ((p - p^*) - \rho \dot{\phi}_x \dot{\alpha}_x) \right] = 0 \quad \text{on} \ \partial R^3_+\] 

(4.14)

and \(\ddot{\alpha}\) is the solution of (4.8) with the boundary condition (4.10). We also require that the solution is bounded for the subsonic case \((M < 1)\) and that in the supersonic case \((M > 1)\) no waves propagate in the direction of \(-\nabla \phi(x_0)\), i.e., not propagating in the negative x-direction. This requirement is done so that the solution of the small disturbance problem will be consistent with the far-field boundary conditions of the unperturbed problem.

### 4.3 Local Mode Analysis

We now go through the analysis in Sec.3 in order to compute the symbol \(\hat{H}(\kappa)\) (see Eq.3.19) using the full potential state equations. Following a perturbation \(\dot{\alpha}\)

\[\dot{\alpha}(\vec{x}) = \dot{\alpha}(\kappa) e^{i \vec{k} \cdot \vec{x}}\]

the small disturbance solution, \(\ddot{\phi}\), can be represented as

\[\ddot{\phi}(\vec{x}) = \ddot{\phi}(\kappa) e^{i \vec{k} \cdot \vec{x}} e^{i \kappa z},\] 

(4.15)
and similarly, the adjoint variable,

$$\lambda(\vec{x}) = \tilde{\lambda}(\vec{k}) e^{i\vec{k} \cdot \vec{x}}.$$  \hspace{1cm} (4.16)

Substitution of (4.15) in (4.8) and of (4.16) in (4.13) results in the following relations for \(k_3\) and for \(\tilde{k}_3\):

\[
(1 - M^2)k_3^2 + k_2^2 + k_3^2 = 0 \hspace{1cm} (4.17)
\]

\[
(1 - M^2)\tilde{k}_3^2 + \tilde{k}_2^2 + \tilde{k}_3^2 = 0. \hspace{1cm} (4.18)
\]

These are the analogs of equations (3.10) and (3.15) respectively.

![Figure 1: The supersonic flow can be decomposed into two waves: incoming and outgoing the plane \(\partial \mathbb{R}^3_+\).](image)

The choice of sign for \(k_3\) and \(\tilde{k}_3\) is done as follows. Since the half space problem is related to localization of the original problem around some point \(x_0 \in \Gamma\), the solutions that we construct in half space should be compatible with the far field boundary conditions of the original problem. In the supersonic regime the solution can be decomposed into two waves: incoming and outgoing of the plane \(\partial \mathbb{R}^3_+\) (see Fig. 1). In terms of the local coordinate system, the incoming characteristic has a component in the negative y-direction while the outgoing has a component in the positive y-direction (both propagate in the positive x-direction). Since perturbations of the shape \(\Gamma\) can not change the far field inflow data, the change in the incoming characteristic should vanish. Thus, the part of \(\hat{\phi}\) which propagates to the negative x-direction is set to zero. This implies that \(k_3\) is of opposite sign to that of \(k_1\) when \(k_3\) is real valued (i.e. supersonic flow). The adjoint variable has characteristics in the opposite direction and therefore we require that the part of the solution for \(\lambda\) which propagates to the positive x-direction should be set to zero. As a result the sign of \(\tilde{k}_3\) is the opposite of that of \(k_3\) if they are real valued. In the subsonic regime \(k_3\) and \(\tilde{k}_3\) are imaginary therefore the proper sign is positive for both so that exponentially decaying solutions are obtained. Therefore \(k_3\tilde{k}_3 = -|k_3|^2\) for both subsonic and supersonic flow.

From the boundary condition (4.10) we obtain a relation between \(\hat{\phi}(\vec{k})\) and \(\hat{\phi}(\vec{k})\), (as in (3.13))

$$\hat{\phi}(\vec{k}) = -\phi_x k_3 \hat{\phi}(\vec{k}).$$  \hspace{1cm} (4.19)
and from the boundary condition (4.14) (as in (3.18))

$$\dot{\lambda}(k) = 2i\rho^2 \phi^2_2 \frac{k_2^2}{k_3} \phi(k).$$

(4.20)

Hence, the gradient (4.12) in Fourier space is

$$\dot{g}(k) = \phi z k_1 \dot{\lambda}(k) + l.o.t.$$  

(4.21)

Substitution of (4.19) in (4.20) and of (4.20) in (4.21) results in the relation

$$\dot{g}(k) = 2\rho^2 \phi^2_2 \frac{k_1^2}{k_3} \dot{\lambda} = -2\rho^2 \phi^2_1 \frac{k_1^2}{k_3^2} \dot{\lambda}$$

(4.22)

and thus by relation (4.17) we obtain the following formula for the symbol of the Hessian:

$$\dot{H}(k) = 2\rho^2 \phi^2_1 \frac{k_1^4}{(1 - M^2)k_3^2 + k_3^2}.$$ 

(4.23)

5 The Euler Equations

As in the full potential case we consider the problem of optimizing the shape of an aerodynamic configuration, subject to the Euler equations, such that the optimal shape minimizes the deviation of the pressure from a target pressure distribution (4.1). We perform the analysis away from shocks so that it can be done using a non-conservative formulation. The Euler equations in quasi-linear non-conservative form are given by

$$\mathcal{L}(\Gamma, \vec{U}) \equiv \begin{pmatrix} Q & \rho \partial_x & \rho \partial_y & \rho \partial_z & 0 \\
0 & Q & 0 & 0 & \frac{1}{\rho} \partial_x \\
0 & 0 & Q & 0 & \frac{1}{\rho} \partial_y \\
0 & 0 & 0 & Q & \frac{1}{\rho} \partial_z \\
0 & \rho c^2 \partial_x & \rho c^2 \partial_y & \rho c^2 \partial_z & Q \end{pmatrix} \begin{pmatrix} \rho \\
u \\
w \end{pmatrix} = 0$$

(5.1)

where $Q = \vec{u} \cdot \vec{v}$ ($\vec{u} \equiv (u, v, w)$ denotes the velocity vector), with the solid wall boundary condition

$$\vec{u} \cdot \vec{n} = 0.$$ 

(5.2)

Additional conditions that are given at the inflow and outflow boundaries in terms of characteristic variables are not used explicitly in the derivation of the approximate Hessian.

5.1 The Small Disturbance Minimization Problem

Following the same argument given in Sec.4, the small disturbance cost function is given in Eq.(4.7). The state equations (5.1) are perturbed in the vicinity of the minimum and the perturbation variables solve the linearized Euler equations which up to low order terms are given by the same matrix operator as above. Following the localization and half space
approximation we set the local coordinate system on the boundary such that the flow is in the x-direction (\(\vec{u} = (u,0,0)\)). The small disturbance wall boundary condition is given by (the perturbation variables are denoted by \(\tilde{\rho}, \tilde{u}, \text{and} \tilde{p}\))

\[-\vec{u} = u\hat{\alpha}_x\]  \hspace{1cm} (5.3)

where we have omitted as before the zero order terms in \(\tilde{\alpha}\).

5.2 The Adjoint Equations

By standard variational calculus the gradient of the cost function is given by

\[g = -u\rho(\lambda_1 + c^2\lambda_5)_x - \frac{(p - p^\ast)^2}{R} + 2p_n(p - p^\ast)\]  \hspace{1cm} (5.4)

where \((\lambda_1, \tilde{\lambda}, \lambda_5)\) is the solution of the following system of equations in \(\mathbb{R}^3_+\).

\[
\begin{align*}
\text{div}(\lambda_1 \tilde{u}) & = 0 \\
\text{grad}(\rho\lambda_1) - \text{grad}(\tilde{u} \cdot \tilde{\lambda}) + c^2\text{grad}(\rho\lambda_5) & = 0 \\
\frac{1}{\rho}\text{div}(\tilde{\lambda}) + \text{div}(\lambda_5 \tilde{u}) & = 0.
\end{align*}
\]  \hspace{1cm} (5.5, 5.6, 5.7)

The boundary condition on \(\partial\mathbb{R}_+^3\) is given by

\[-\frac{1}{\rho}\lambda_4 + 2\tilde{p}(p - p^\ast) = 0.\]  \hspace{1cm} (5.8)

An additional requirement is consistency with the far-field boundary conditions of the unperturbed problem; i.e., the solution is bounded for the subsonic case \((M < 1)\) and that no waves propagate in the direction of \(-\vec{u}(x_0)\) in the supersonic case \((M > 1)\).

Neglecting zero order terms in Eqs.(5.5-5.7) we arrive at the following quasi-linear form:

\[
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3 \\
\lambda_4 \\
\lambda_5
\end{pmatrix} = -
\begin{pmatrix}
Q & 0 & 0 & 0 & 0 \\
\rho \partial_x & Q & 0 & 0 & \rho c^2 \partial_x \\
\rho \partial_y & 0 & Q & 0 & \rho c^2 \partial_y \\
0 & \frac{1}{\rho} \partial_x & \frac{1}{\rho} \partial_y & Q & 0 \\
0 & \frac{1}{\rho} \partial_x & \frac{1}{\rho} \partial_y & Q & 0
\end{pmatrix}
\begin{pmatrix}
\lambda_1 \\
\lambda_2 \\
\lambda_3 \\
\lambda_4 \\
\lambda_5
\end{pmatrix} = 0.
\]  \hspace{1cm} (5.9)

5.3 Local Mode Analysis

Following the same procedure as in the full potential case we consider a perturbation in the design variable of the form

\[\hat{\alpha}(\vec{x}) = \hat{\alpha}(\vec{k}) e^{ik \cdot \vec{x}}\]  \hspace{1cm} (5.10)

with \(\vec{k} = (k_1, k_2)\) and \(\vec{x} = (x,y)\). As a result the states and costates are perturbed by

\[\hat{\vec{U}}(\vec{x}) = \hat{\vec{U}}(\vec{k}) e^{i\vec{k} \cdot \vec{x}} e^{ik_x z} \] \hspace{1cm} (5.11)

\[\hat{\vec{\lambda}}(\vec{x}) = \hat{\vec{\lambda}}(\vec{k}) e^{i\vec{k} \cdot \vec{x}} e^{ik_y s} \]

\hspace{1cm} (5.12)
with \( \hat{\mathbf{K}} = (\hat{\mathbf{u}}, \hat{\mathbf{u}}^\top, \hat{\rho}) \) and \( \bar{\Lambda} = (\lambda_1, \bar{\lambda}, \lambda_3) \). Introducing the notation

\[
\hat{Q}(\bar{k}) = \bar{u} \cdot \bar{k} = i k_1
\]

and

\[
\hat{L}(\bar{k}, k_3) = i \begin{pmatrix}
\hat{Q} & \rho k_1 & \rho k_2 & \rho k_3 & 0 \\
0 & \hat{Q} & 0 & 0 & k_2^2 \\
0 & 0 & \hat{Q} & 0 & k_3^2 \\
0 & 0 & 0 & \hat{Q} & k_3^2 \\
0 & \rho c^2 k_1 & \rho c^2 k_2 & \rho c^2 k_3 & \hat{Q}
\end{pmatrix}
\]

the form of the above solutions for the perturbation variables imply that

\[
\text{det} \hat{L}(\bar{k}, k_3) = 0 
\]

\[
\text{det} \hat{L}(\bar{k}, k_3) = 0 
\]

(5.12)

(5.13)

where \( \hat{L} \) is the adjoint of \( \hat{L} \). The two relations result in a fifth-order polynomial equation for the wave numbers \( (k_1, k_2, k_3) \).

\[
k_1^3 u^3 (k_1^2 u^2 - c^2 (k_1^2 + k_2^2 + k_3^2)) = 0
\]

\[
k_1^3 u^3 (k_1^2 u^2 - c^2 (k_1^2 + k_2^2 + k_3^2)) = 0,
\]

with the roots

\[
k_3^2 = k_3^2 = -(1 - M^2) k_1^2 - k_2^2 \quad \text{and} \quad k_1 = 0,
\]

(5.14)

where the Mach number is given by \( M^2 = \frac{\rho c^2}{\rho g} \). Note that the roots for \( k_3 \) and for \( k_3 \) are identical to those obtained in the full potential case.

Let

\[
\hat{V}_1(\bar{k}) = (k_1 \rho c^{-2}, -k_1, -k_2, -k_3, k_1 \rho u)
\]

\[
\hat{V}_2(\bar{k}) = (k_1 \rho c^{-2}, -k_1, -k_2, k_3, k_1 \rho u)
\]

\[
\hat{V}_3(\bar{k}) = (1, 0, 0, 0, 0)
\]

\[
\hat{V}_4(\bar{k}) = (0, 1, 0, 0, 0)
\]

\[
\hat{V}_5(\bar{k}) = (0, 0, -k_3, k_2, 0)
\]

(5.15)

\[
\hat{V}_1(\bar{k}) = (0, -c^2 \rho k_1, -c^2 k_2 \rho, -c^2 \rho k_3, k_1 u)
\]

\[
\hat{V}_2(\bar{k}) = (0, -c^2 \rho k_1, -c^2 k_2 \rho, c^2 \rho k_3, k_1 u)
\]

\[
\hat{V}_3(\bar{k}) = (-c^2, 0, 0, 0, 1)
\]

\[
\hat{V}_4(\bar{k}) = (0, 1, 0, 0, 0)
\]

\[
\hat{V}_5(\bar{k}) = (0, 0, -k_3, k_2, 0).
\]

(5.16)
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The vector $\hat{V}_1(\vec{k})$, $\hat{\Xi}_1(\vec{k})$ is the eigenvector of $L(\vec{k}, k_3(\vec{k})) \left[ L(\vec{k}, k_3(\vec{k})) \right]$ with a zero eigenvalue, the vector $\hat{V}_2(\vec{k})$, $\hat{\Xi}_2(\vec{k})$ is the eigenvector of $L(\vec{k}, -k_3(\vec{k})) \left[ L(\vec{k}, -k_3(\vec{k})) \right]$ with a zero eigenvalue and the vectors $\hat{V}_{3,4,5}(\vec{k})$, $\hat{\Xi}_{3,4,5}(\vec{k})$ are the eigenvectors of $L(0, k_2, k_3) \left[ L(0, k_2, k_3) \right]$ with a zero eigenvalue.

The eigenvectors which correspond to $k_1 = 0$, $(\hat{V}_{3,4,5}(\vec{k})$ and $\hat{\Xi}_{3,4,5}(\vec{k}))$, represent waves coming from $-\infty$ to $\infty$, in the half space coordinates, parallel to the surface $\partial R_+^A$ in the analysis problem, and from $\infty$ to $-\infty$ in the adjoint problem and therefore do not play a role in the analysis.

The eigenvectors which correspond to $k_3 = k_3(\vec{k})$ and $\hat{k}_3 = \hat{k}_3(\vec{k})$ are relating changes in the designed surface with the flow field. However, only $\hat{V}_1(\vec{k})$ and $\hat{\Xi}_1(\vec{k})$ are consistent with the far-field boundary conditions as discussed in Sec. 4.3.

We look for amplitudes of the vector solutions $\hat{L}(\vec{k})$ in (5.10) and $\hat{A}(\vec{k})$ in (5.11) consistent with the boundary conditions. From the boundary condition of the state equation (5.3) we get (see (3.12) together with $\hat{V}_1$ in (5.15))

$$k_3 \hat{A}(\vec{k}) = uik_1 \hat{A}(\vec{k}). \tag{5.17}$$

The boundary condition of the costate equation (5.8) (see (3.17) together with the definition of $\hat{\Xi}_1$ in (5.16)) implies

$$c^2 k_3 \hat{A}(\vec{k}) = -2k_1 \rho u \hat{A}(\vec{k}) \tag{5.18}$$

and the design equation (5.4) implies

$$\hat{g}(\vec{k}) = \rho u^2 ik_1 c^2 \hat{A}(\vec{k}) + l.o.t. \tag{5.19}$$

Finally, substituting of (5.17) in (5.18) and of (5.18) in (5.19) yields

$$\hat{H}(\vec{k}) = -2\rho^2 u^4 \frac{k_1^4}{k_3^3 k_3} = 2\rho^2 u^4 \frac{k_1^4}{(1 - M^2) k_1^2 + k_2^2}. \tag{5.20}$$

### 6 Analysis of the Hessian

In the previous sections the symbol for an approximate Hessian near the minimum was obtained, namely,

$$\hat{H}(k_1, k_2) = 2\rho^2 u^4 h(k_1, k_2) \tag{6.1}$$

with

$$h(k_1, k_2) = \frac{k_1^4}{k_1^2 (1 - M^2) + k_2^2}. \tag{6.2}$$

The fact that the same Hessian is obtained both for the full potential equation and for Euler equations implies that for the purpose of developing new optimization algorithms it is enough to consider the full potential equations. Although the Euler equations presents additional difficulties compared with the full potential equation for the analysis problem no additional ones exist as far as the optimization is concerned.
The Hessian's symbol in the discrete space can be obtained in an analog way. The result will then depend on the specific discretization we use to solve the equations. One can get a crude approximation of the discrete Hessian by replacing the wave number \( k_1 \) with the discrete wave number \( \theta_1 \) (and \( k_2 \) with \( \theta_2 \)).

\[
(k_1, k_2) = \left( \frac{\theta_1}{h_1}, \frac{\theta_2}{h_2} \right)
\]

where \((h_1, h_2)\) are the mesh-sizes in the \((x, y)\) directions respectively.

### 6.1 Two Dimensions

In two dimensions the \( x_2 \) direction does not exist and thus in the Fourier space we set \( k_2 = 0 \) in Eq.\((6.2)\) resulting in

\[
h(k_1) = \frac{k_1^2}{|1 - \mathcal{M}|}.
\]

Substitution of \( k_1 = \frac{\theta_1}{h_1} \) in \( (6.3) \) implies that the condition number of the Hessian scales with the grid mesh-size as \( \mathcal{O}(\frac{1}{h_1^2}) \). Thus, the Hessian is ill-conditioned and its condition number increases quadratically in the discretization parameter as the grid is refined. Therefore, a good estimate of the Hessian is required to obtain a fast convergence of the optimization process.

### 6.2 Three Dimensions

In three dimensions the properties of the Hessian are determined by

\[
h(k_1, k_2) = \frac{k_1^4}{|k_1^2(1 - \mathcal{M}) + k_2^2|}.
\]

For fixed wave number in the stream direction, \( k_1 = \text{const.} \) the symbol approaches zero as the wave number \( k_2 \) approaches infinity. This means that the cost function is nearly flat with respect to perturbations in the shape which are highly oscillatory in the direction perpendicular to the flow. This might explain recent numerical results showing that the wing surface is likely to develop oscillations in the spanwise direction \([9]\) . Note that the above oscillations do not appear in the 2D problem which indicates that the 3D aerodynamic optimal shape design is inherently a more difficult problem than the 2D problem.

### 7 Regularization

As discussed in Sec.6.2 the three dimensional problem is ill-posed and as a result oscillations are expected to appear in the direction perpendicular to that of the flow. In order to eliminate this phenomenon it is necessary either to penalize the cost function or alternatively to represent the shape as a finite sum of base functions which are smooth in the direction perpendicular to that of the flow (roughly the spanwise direction).
In this section we propose a natural penalty of the cost function which will prevent the oscillations without increasing the computational cost of the preconditioner. The penalty term has the following form,

$$F_\text{r} = \eta \int_\Gamma (T\alpha)^2 d\sigma$$

(7.1)

where $\eta$ is a positive parameter and $T$ is an operator whose symbol is

$$\tilde{T}(k_1, k_2) = \frac{k_2^2}{|k_1^2(1 - M^2) + k_2^2|}.$$

This results in a modified Hessian given by

$$\dot{H}(k_1, k_2) = 2\eta \frac{k_2^2}{|k_1^2(1 - M^2) + k_2^2|}$$

(7.2)

which reaches asymptotically a constant as $k_2$ increases, for fixed value of $k_1$. Thus, for large values of $|k_1| + |k_2|$ we have $|\dot{H}(k_1, k_2)| \geq \delta > 0$ for some positive $\delta$, which implies that for the modified problem the high frequency perturbations in the shape are well behaved.

As the shape $\Gamma$ converges to the minimum, $\eta$ can be decreased, resulting in a solution which is regularized in the direction perpendicular to the flow. The implementation of the regularization is discussed in the next section.

## 8 Preconditioning

In Sec.6 we concluded that aerodynamic optimization are ill-conditioned problems. Therefore having second order information is crucial for effective convergence. However, the explicit solution of a Newton step, $H\ddot{\alpha} = -g$, requires to compute the Hessian, $H$, explicitly and then to invert it. This will become practically impossible for a realistic aerodynamic optimization problem computed numerically on a fine mesh and having a large number of design variables. Using low rank quasi-Newton methods, such as BFGS, will deteriorate as the number of design variables increases. We therefore suggest to approximate the Newton step in the differential level (infinite dimension), using the Hessian's symbol, and then to project the result onto the finite dimensional design space which is used in practice.

The equation defining the Newton direction, for $\alpha$, in Fourier space is given by

$$\dot{H}(k_1, k_2)\dot{\alpha}(k_1, k_2) = -\dot{g}(k_1, k_2)$$

or explicitly by using the symbol (6.1)

$$(2\rho^2 u^4 k_1^4 + 2\eta k_2^2)\dot{\alpha}(k_1, k_2) = -|k_1^2(1 - M^2) + k_2^2|\dot{g}(k_1, k_2).$$

(8.1)

The symbol in the right hand side of equation (8.1) corresponds to a non-local operator in the real space. The term which multiplies $\eta$ accounts for the regularization penalty term discussed in the previous section ($\eta$ should be set to zero in two dimensional problems).
8.1 Preconditioner for the Small Disturbance Problem

Using the relation between \( k_3, k_1 \) and \( k_2 \),

\[
|k_3^2(1 - M^2) + k_2^2| = -(ik_3)(i\kappa_3),
\]

we arrive at

\[
(2\rho u^4 k_1^4 + 2\eta k_2^2)\hat{\alpha}(k_1, k_2) = (ik_3)(i\kappa_3)\hat{g}(k_1, k_2). \tag{8.2}
\]

This implies the following equation in real space.

\[
2\rho u^4 \frac{\partial^4 \hat{\alpha}}{\partial x^4} - 2\eta \frac{\partial^2 \hat{\alpha}}{\partial y^2} + \mu \frac{\partial \hat{\psi}^{(1)}}{\partial z} + \mu g \quad \text{on } \partial \mathcal{R}_+^3. \tag{8.3}
\]

The terms which multiply \( \mu \) are added both to ensure a unique solution to Eq.(8.3) and to account for the low-frequencies. Note that Eq.(8.2) is a good approximation for the \( \alpha \)-symbol of the Newton equation only in the high-frequencies. In the low-frequencies the terms multiplying \( \mu \), in Eq.(8.3), are dominant and result in a steepest descent step, while in the high-frequency regime they diminish and a Quasi-Newton step is taken. The term \( \hat{\psi}^{(1)} \) satisfies the following coupled PDE system

\[
(1 - M^2)\hat{\psi}^{(1)}_{xx} - \hat{\psi}^{(1)}_{yy} + \hat{\psi}^{(1)}_{zz} = 0 \quad \text{on } \mathcal{R}_+^3 \tag{8.4}
\]

\[
\hat{\psi}^{(1)} = \frac{\partial \hat{\psi}^{(2)}}{\partial z} \quad \text{on } \partial \mathcal{R}_+^3. \tag{8.5}
\]

\[
(1 - M^2)\hat{\psi}^{(2)}_{xx} - \hat{\psi}^{(2)}_{yy} + \hat{\psi}^{(2)}_{zz} = 0 \quad \text{on } \mathcal{R}_+^3 \tag{8.6}
\]

\[
\hat{\psi}^{(2)} = g \quad \text{on } \partial \mathcal{R}_+^3. \tag{8.7}
\]

We also require that the solution be bounded and that in the supersonic regime \( M > 1 \) no waves propagate in the positive \( x \)-direction in Eq.(8.5) and that no waves propagate in the negative \( x \)-direction in Eq.(8.7). Note that the operator \( T \) in Eq.(7.1) need not be explicitly evaluated. By adding the \( \eta \) term in (8.2) and solving Eqs.(8.3-8.7) we account for such an operator. A similar preconditioner can be derived for the small disturbance Euler equations.

8.1.1 Purely Subsonic Flow

In a purely subsonic flow it is unnecessary to go through the above procedure since

\[
|k_3^2(1 - M^2) + k_2^2| = k_3^2(1 - M^2) + k_2^2.
\]

Therefore the following PDE should be solved on \( \Gamma \) only:

\[
2\rho u^4 \frac{\partial^4 \hat{\alpha}}{\partial x^4} - 2\eta \frac{\partial^2 \hat{\alpha}}{\partial y^2} + \mu \hat{\alpha} = (1 - M^2) \frac{\partial^2 \hat{g}}{\partial x^2} + \frac{\partial^2 \hat{g}}{\partial y^2} + \mu \hat{g}. \tag{8.8}
\]
8.2 Practical Implementation

In practice equations (8.4-8.7) are replaced by full potential equations defined on the domain \( \Omega \) as shown in the following. Let \( \varphi \) be the solution of the full potential equation (4.2). We define

\[
\begin{align*}
\psi^{(1)} &= \varphi + \varepsilon \varphi^{(1)} \\
\psi^{(2)} &= \varphi + \varepsilon \varphi^{(2)}
\end{align*}
\]

where \( \varepsilon \ll 1 \). We claim that the preconditioning equation for \( \hat{\alpha} \) is given by

\[
2\rho^2 (\nabla \varphi \cdot \nabla)^4 \hat{\alpha} - 2\eta (\varepsilon \cdot \nabla)^2 \hat{\alpha} + \mu \hat{\alpha} = -\frac{1}{\varepsilon} \frac{\partial}{\partial n} (\psi^{(1)} - \varphi) + \mu g \quad \text{on } \Gamma,
\]

where \( \varepsilon \) is a unit vector perpendicular to \( \nabla \varphi \) and to \( \vec{n} \) (roughly in the spanwise direction):

\[
\frac{\nabla \varphi}{|\nabla \varphi|} \times \varepsilon = \vec{n}. 
\]

The function \( \psi^{(1)} \) is the solution of the following coupled PDE system:

\[
\begin{align*}
\nabla \rho(\psi^{(1)}) \nabla \psi^{(1)} &= 0 & \text{on } \Omega \\
\psi^{(1)} &= -\frac{\partial}{\partial n} (\psi^{(2)} - \varphi) + \varphi & \text{on } \Gamma \\
\psi^{(1)} &= \varphi & \text{on } \partial \Omega - \Gamma
\end{align*}
\]

\[
\begin{align*}
\nabla \rho(\psi^{(2)}) \nabla \psi^{(2)} &= 0 & \text{on } \Omega \\
\psi^{(2)} &= \varepsilon g + \varphi & \text{on } \Gamma \\
\psi^{(2)} &= \varphi & \text{on } \partial \Omega_{\text{of}}
\end{align*}
\]

where \( \partial \Omega_{\text{of}} \) stands for the far field outflow boundary. The solution, \( \hat{\alpha} \), of Eq.(8.9-8.11) is the preconditioned search direction to be used in optimization algorithms. This search direction will avoid oscillations in the shape in the direction perpendicular to the flow and will require many fewer optimization steps to solve the problem. For the Euler equations an analog of Eqs.(8.10-8.11) can be derived using the corresponding small disturbance preconditioner.

8.3 Implementation in a Finite Dimensional Design Space

In a finite dimensional subspace we replace \( \hat{\alpha} \) in Eq.(8.9) by (see (2.15))

\[
\hat{\alpha}(\vec{x}) = \sum_{j=1}^{N} \hat{\alpha}_j f_j(\vec{x}).
\]

We then take the inner product of Eq.(3.9) with \( f_k \) for \( k = 1 \cdots N \), resulting in a linear set of equations for \( \alpha_j \):

\[
(h + \mu I) \hat{\alpha} = -\hat{\beta} + \mu \hat{\gamma},
\]

where \( I \) is the unit matrix and \( \mu \) is a positive parameter, as in Eq.(8.3). \( h \) is an \( N \times N \) matrix in which an element \( h_{ij} \) is given by

\[
h_{ij} = \left\langle 2\rho^2 (\nabla \varphi \cdot \nabla)^4 f_i - 2\eta (\varepsilon \cdot \nabla)^2 f_i, f_j \right\rangle_{\text{L}^2(\Gamma)}.
\]
\( \bar{\alpha} \) is the finite dimensional design variable \( \bar{\alpha} = (\bar{\alpha}_1, \cdots, \bar{\alpha}_N) \), and an element in the right hand side vector, \( \bar{b} \), is given by

\[
\bar{b}_i = -\frac{1}{\epsilon} \left\langle \frac{\partial}{\partial n} (\psi^{(1)} - \bar{\varphi}), f_i \right\rangle_{L^2(\Gamma)}.
\]

The solution of Eq.(8.12) is the preconditioned search direction replacing \((g_1, \cdots, g_N)\).

9 Conclusions

In this work new local mode analysis for optimal shape design problems which are governed by PDEs was developed. The analysis was applied to aerodynamic shape optimization problems governed by the full potential and the Euler equations. The analysis was done in the infinite dimensional design space where arbitrary changes in the wing's shape, in the normal direction, are allowed during the course of optimization. In this case the Hessian is an infinite dimensional operator defined on a space of functions and its eigenvalue distribution served to study the well-posedness of the optimization problem as well as for deriving preconditioners to accelerate the numerical convergence of gradient based methods. In practice, however, a finite dimensional design space is commonly used for which the Hessian is a finite dimensional matrix. The application of the infinite dimensional analysis to finite dimension was obtained by a simple projection.

The analysis is local and uses freezing the coefficient to obtain a problem in half space with constant coefficients, where Fourier techniques are employed. The eigenvalue distribution of the Hessian is analyzed by computing its Fourier symbol. It was shown that for two dimensional flow the Hessian is a second order differential operator defined on the designed boundary. In three dimension the Hessian is a pseudodifferential operator (non-local) and its properties are much more complex. For both the full potential and Euler flow the symbols of the Hessian are identical. Therefore, the complexity of the optimization problems is the same for both, although the analysis problem for the Euler equations is more difficult.

The symbol of the Hessian implies that the three dimensional problems are ill-posed, and arbitrary oscillations in the shape can develop in the direction perpendicular to that of the flow (roughly the spanwise direction). This explains recent numerical results showing that the wing surface is highly oscillatory in the spanwise direction [9]. A regularization that involves smoothing only in that direction was introduced and analyzed. Also note that if the problem were to minimize drag, rather than matching the pressure distribution, then oscillations in the spanwise direction are not likely to appear since they will increase the surface area of the wing resulting in an increase in the drag.

The explicit form of the symbol of the Hessian also implies that these minimization problems are ill-conditioned and their condition number increases quadratically with the dimension of the design space. Therefore, gradient descent method will be inefficient and second-order information, by approximating the Hessian (or its inverse), is essential for fast convergence. However, low rank quasi-Newton methods, such as BFGS, will deteriorate as the number of design variables increases. New preconditioners which approximate the inverse of the Hessian are proposed. Their numerical implementation will be presented.
elsewhere. These preconditioners are of low computational complexity for two-dimensional flow and for purely subsonic flows in three dimensions. In non-subsonic three-dimensional flow the preconditioning involves the solution of the full potential equation twice per each optimization step, though a substantial decrease in the number of optimization steps required to reach the minimum is anticipated. The preconditioning of the suggested regularization is straightforward and requires negligible additional computational work. In case a finite dimensional design space is used the preconditioning requires the solution of a linear set of equations.

Applications of similar analysis to aeroelastic optimization are discussed in [18].
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In this paper, we analyze inviscid aerodynamic shape optimization problems governed by the full potential and the Euler equations in two and three dimensions. The analysis indicates that minimization of pressure-dependent cost functions results in Hessians whose eigenvalue distributions are identical for the full potential and the Euler equations. However, the optimization problems in two and three dimensions are inherently different. While the two-dimensional optimization problems are well-posed, the three-dimensional ones are ill-posed. Oscillations in the shape up to the smallest scale allowed by the design space can develop in the direction perpendicular to the flow, implying that a regularization is required. A natural choice of such a regularization is derived. The analysis also gives an estimate of the Hessian's condition number which implies that the problems at hand are ill-conditioned. Infinite-dimensional approximations for the Hessians are constructed and preconditioners for gradient-based methods are derived from these approximate Hessians.