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Executive Summary

The primary goals of this research were to identify and begin to comprehend the spatial and temporal variations in surface characteristics of the Greenland ice sheet using passive microwave observations, physically-based models of the snowpack and field observations of snowpack and firn properties.

Passive microwave

To identify surface melt using the passive microwave data a threshold value technique was developed. Varying snowpack conditions across the ice sheet do not allow the use of a single threshold value for all locations on the ice sheet. Instead, a different threshold value needs to be estimated for each location. This was accomplished by using a simple microwave emission model to simulate the brightness temperature for each grid cell assuming a 1% liquid water content in the snowpack. Melt is considered to take place when the observed 37H brightness temperature exceeds the calculated threshold value for that grid cell. Using this threshold technique, the occurrence of melt can be determined for any latitude, longitude and elevation location.

Daily, gridded SMMR and SSM/I brightness temperatures for the summers of 1979 to 1992, obtained from the National Snow and Ice Data Center were then compared to the threshold microwave brightness temperatures. The areas where observed brightness temperatures exceeded modeled values were summed to give the spatial extent of melt on a daily basis. The values were averaged on monthly and seasonal (May through August) bases. For comparison between the SMMR and SSM/I data sets the modeled results were adjusted to account for calibration and view angle differences between the two sensors. A comparison of the overlap period (July and August 1987) showed only a 1.2 percent difference in the mean melt area detected by the two sensors. The total area classified with at least one day of melt for the 13 year period was then used to produce a map of frequency of melt. This map compares favorably with previous maps of the percolation and ablation zones. The mean melt frequency map shows that melt occurs below 3000 masl in the south to approximately 2400 masl in the northwest. Along the western margin, greater than 50 percent of the days had melt, while in the southeast the frequency dropped to 30 percent. Only a few locations in the north had more than 20 percent of the days experiencing melt.

The annual areal melt extent was also calculated. This was accomplished by summing the area of the grid cells identified as undergoing melt for each day throughout a season. Melt generally begins in early to mid May, with maximum coverage during late July and rapidly decreasing until only intermittent melt occurs in late August. The period from initial melt to maximum extent for each year is much longer than the period from maximum melt to the end of the melt season. Large variations exist between the years, for example, 1988 through 1990 have a larger spatial coverage of melt than 1980 or 1982.

Daily melt extent values were then averaged into monthly and seasonal melt extents for the entire ice sheet. The most striking feature of the seasonal melt extent time series is an apparent trend toward increasing area of average daily surface melt extent. This trend is significant at the 95 percent confidence interval.
Melt extent has also been examined on monthly time scales. The results show that July has the largest monthly melt extent. June, July and August all have large interannual variability. As was shown for the seasonal analysis, all four months also exhibit an increase in melt over the period 1979-1992. The most substantial increases occur in July and August.

Once the threshold technique had been applied to determine melt for the entire ice sheet, an investigation was conducted to determine regional variability of the extent of melt on the surface on the ice sheet for both seasonal and monthly time scales. The ice sheet was divided into eight topographic regions. The southwestern regions have had a statistically significant increase in melt area while the regions to the north and southeast do not show statistically significant trends. In fact, the northeast region had a slight decrease in melt extent over the time period analyzed, although it is not statistically significant.

Snowpack modeling

SNThERM, a one-dimensional energy and mass balance model developed at CRREL (Jordan, 1991, CRREL Report 91-16), was modified for use with snowpacks over ice. This model uses meteorological data and appropriate values for the surface properties to estimate the fluxes of shortwave and longwave radiation at the surface, sensible and latent heat transfers between the surface and the atmosphere, and the transfer of sensible heat into the snowpack. In addition, the profiles of temperature, density, grain size, thermal conductivity, specific heat, and liquid water content of the snowpack are estimated as the snowpack undergoes metamorphosis over time.

Preliminary simulations were made using meteorological and snowpack data collected during the summer of 1990 at the ETH camp near the equilibrium line on the west slope of the Greenland ice sheet. A subset of the data was extracted from the ETH data set to test the snowmelt model. Because the SNThERM model assumes a constant snow albedo, the average albedo specified is initially too low, then becomes too high for the final portion of the simulation. This corresponds to the errors in the modeled mass balance, with mass being lost too quickly at the beginning of the run (i.e., absorption of solar radiation too high) and too slowly at the end of the run. To overcome this problem, the SNThERM model was modified to use observed daily albedo. This modification resulted in better overall agreement with the observed snowpack height during the simulation period.

Simulations from the modified SNThERM model can be used to compute, for example, the onset and rate of snowmelt. Since the emissivities of snow and liquid water are significantly different, especially in the microwave, these simulations can be used to help explain much of the temporal and spatial variation observed in brightness temperature by passive microwave techniques. In an attempt to address this part of our research, we collected the necessary input data for the model during the 1993 field season and obtained microwave radiometric data for the same period. Meteorological observations were taken at Dye 2 during 10 June to 13 July 1993. The measurements included hourly values of surface air temperature, snowpack temperatures (to a depth of 2m), humidity, wind direction and speed, incoming and reflected shortwave radiation, and downwelling longwave radiation. These data were used to drive SNThERM for the period of 21 June to 13 July, producing hourly time series that included, but were not limited to, depth profiles of temperature, liquid
water content, and snow density. Microwave radiometric data were obtained for June and July, 1993, from the SSM/I sensor aboard the DMSP F-11 satellite.

The time series of 37H brightness temperatures was compared to SNTHERM output of liquid water content averaged over the top 2 cm and the top 10 cm of the snowpack. These layers were selected because the model results indicate that liquid water often first appears 1-3 cm below the surface of the snowpack when the air temperature is below 0°C. This is due to radiation penetration into the snowpack and the evaporation of liquid water closer to the surface. As the model begins to indicate increased concentrations of liquid water, water becomes evident nearer to the surface and begins to percolate deeper into the snowpack. On several occasions during the time period simulated by the model, afternoon observations of the 37H brightness temperatures exceeded the threshold value of 201.1K that is associated with onset of snow melt for Dye 2. The average volumetric liquid water content in the upper 2 cm of the snowpack, as given by the model, shows the occurrence of melt during these afternoons. On several days, the liquid water content of the upper 2 cm of the snowpack during the time of the afternoon SSM/I overpass was greater than 6 percent.

Diurnal melt-freeze cycles that occurred during the field season are evident both by an increase in the microwave brightness temperatures and also from the formation of liquid water as shown in the model output. Additionally, the effects of melt-freeze metamorphosis of the snow and new snow accumulation are evident in the brightness temperature time series. These time series demonstrate that a brightness temperature threshold for a single channel of microwave data can be used for melt identification, particularly if other geophysical characteristics of the snowpack are also considered.

Field observations

As part of the field program during the summer of 1993, several shallow firn cores from two locations in the southern region of the Greenland ice sheet were obtained. In the field, the shallow firn cores were examined for stratigraphic evidence of past melt events. Next, each core was divided every 5 cm along the length of the core into samples for density and later oxygen isotope analysis to delineate the annual accumulation layers in the snowpack. The relative intensity of each year’s summer melt episode was compared to the corresponding melt frequency derived from microwave emissions. This comparison demonstrates that a linkage between the stratigraphic record and microwave data can be established. Both data sets indicate that there was less melt during the late 1970s and early 1980s than during the late 1980s, in general agreement with climate observations.

Summary

The purpose of our research project was to establish a better understanding of the timing and extent of surface snowmelt occurring on the Greenland ice sheet. Using passive microwave observation, computer models and field measurements, we have been able to increase our knowledge of snowpack characteristics during melt and our understanding of the temporal and spatial variations in snowmelt that take place over the Greenland ice sheet. In addition, the knowledge gained from this study has been applied to observations of snowmelt on sea ice and to deeper ice cores taken from the Greenland ice sheet.
Abstract

Although the formation and melt of sea ice are primarily functions of the annual radiation cycle, atmospheric sensible heat forcing does serve to delay or advance the timing of such events. Additionally, if atmospheric conditions in the Arctic were to vary due to climate change it may have significant influence on ice conditions. Therefore, this paper investigates a methodology to determine melt onset date distribution, both spatially and temporally, in the Arctic Ocean and surrounding sea ice covered regions.

Melt determination is made by a threshold technique utilizing the spectral signatures of the horizontal brightness temperatures (19Ghz horizontal channel minus the 37Ghz horizontal channel) obtained from the Special Sensor Microwave Imager (SSM/I) passive microwave sensor. Passive microwave observations are used to identify melt because of the large increase in emissivity that occurs when liquid water is present. Emissivity variations are observed in the brightness temperatures due to the different scattering, absorption, and penetration depths of the snowpack from the available satellite channels during melt.
Monitoring the variations in the brightness temperatures allows the determination of melt onset dates.

Analysis of daily brightness temperature data allows spatial variations in the date of the snowmelt onset for sea ice to be detected. Since the data are gridded on a daily basis, a climatology of daily melt onset dates can be produced for the Arctic region. From this climatology, progression of melt can be obtained and compared interannually.

INTRODUCTION

Scientific interest in the potential effects of climate change on the polar regions has increased since computer simulations have shown that high latitudes are likely to experience enhanced warming. The response of sea ice regions to a projected warming has been of particular interest. To decide how snowmelt on the sea ice responds to climate variations, surface snowmelt must be examined. This project is a new approach to determine the date of snowmelt onset for the Arctic sea ice region using passive microwave data from Special Sensor Microwave Imager (SSM/I) platform. Previous work has shown strong variations in the date of the onset of snowmelt on sea ice from passive microwave remote sensing (Anderson et al., 1985, Anderson, 1987a, b) for different locations and from year to year. More recent research using similar passive microwave techniques on the Greenland ice sheet has determined variations in the date of melt onset and spatial coverage of the melting snowcover (Abdalati and
Steffen, 1995 and Mote and Anderson, 1995). Results from these studies are used here to produce a new algorithm that detects the onset date of snowmelt on sea ice. This is possible because of the large increase in emissivity that occurs when liquid water is present in the snowpack. The algorithm is suited for the entire Arctic basin since it works regardless of ice type (ice type was found to be an important factor in detecting melt). Melt onset is correlated with albedo changes. A better understanding of the albedo changes during the early spring and summer will allow computer models to better estimate surface energy balances.

ALGORITHM DEVELOPMENT

Several locations in the Arctic basin, including first-year and multiyear ice regions (Table 1) were used to develop an algorithm that would represent the onset date of snowmelt. These locations are the same as used in previous research (Anderson et al., 1985, Anderson, 1987a,b) allowing comparison with prior results. To develop an algorithm, SSM/I passive microwave brightness temperature (TB) data were obtained from the National Snow and Ice Data Center (NSIDC). These data are gridded into 25 km X 25 km grid cells and archived on CD-ROM. In the development of the algorithm, time series of the brightness temperatures were analyzed, however, an algorithm was not developed solely using an individual passive microwave channel. For example, the algorithm that detects melt onset on the Greenland ice sheet using a 37 GHz horizontal brightness temperature threshold technique (Mote and
Anderson, 1995), could not be used because sea ice brightness temperatures vary too much due to the presence of different ice types and open water. In contrast, on the Greenland ice sheet, the snowcover is thick enough that brightness temperature signatures are of snow only and do not reflect the underlying surface.

Time series of total ice (TI) and multiyear ice fraction (MYI), calculated using the NASA Team Algorithm (Cavalieri et al., 1984), were also examined to detect the onset of melt. As previous research has shown (Anderson et al., 1985, Anderson, 1987a,b) monitoring these parameters gives an indication of melt onset dates, however, advection of different ice types into the location might give similar results. Therefore, use of TI and MYI would help define melt onset, but would not be used in a new algorithm.

Several different published ratios as well as a new ratio were calculated to assist in detecting the melt onset date. For example, the polarization ratio (PR) and gradient ratio (GR) from the NASA Team sea ice concentration algorithm (Cavalieri et al, 1984) were examined. The expressions for PR and GR are:

\[
\text{PR} = \frac{\text{TB(19V)} - \text{TB(19H)}}{\text{TB(19V)} + \text{TB(19H)}} \]  

(1)

\[
\text{GR} = \frac{\text{TB(37V)} - \text{TB(19H)}}{\text{TB(37V)} + \text{TB(19H)}} \]  

(2)
Analysis of the PR and GR time series showed that these ratios were sea ice type dependent. In addition, the cross polarization gradient ratio (XPGR) used by Abdalati and Steffen (1995) to show melt on the Greenland ice sheet was also investigated. The XPGR is defined by:

\[
\text{XPGR} = \frac{[\text{TB}(19\text{H})-\text{TB}(37\text{V})]}{[\text{TB}(19\text{H})+\text{TB}(37\text{V})]} \tag{3}
\]

The XPGR reduces the dependence of the spatial variability of physical temperatures compared to the single channel approach of Mote and Anderson (1995), however, the XPGR algorithm when applied to sea ice, was also found to be ice type dependent. These factors were determined to be important deficiencies, therefore these ratio algorithms were not pursued in the new algorithm development. Another ratio was calculated using the difference between the horizontal channels 37 and 19 GHz (XHGR) given by:

\[
\text{XHGR} = \frac{[\text{TB}(37\text{H})-\text{TB}(19\text{H})]}{[\text{TB}(37\text{H})+\text{TB}(19\text{H})]} \tag{4}
\]

Similar results were found for the XHGR as were observed with the XPGR algorithm: the XHGR was dependent on ice type.

For all of these passive microwave methods, it was fairly easy to determine visually the onset of melt because the parameters would start behaving differently. A threshold value for each technique could be set that determined melt onset,
allowing the process to be automated. However, the problem with these techniques and their thresholds was that sea ice type was needed to determine the direction of the parameter change.

The original brightness temperature time series were scrutinized further to determine if other relationships could be observed in the data that might suggest the melt onset and not be dependent on the sea ice type. A new melt algorithm using the difference between the 19 GHz and 37 GHz horizontally polarized channel (HG algorithm) was generated and is given by the following:

\[ HR = TB(19H) - TB(37H) \]  \hspace{1cm} (5)

The horizontal channels reflect a strong dependence on snow conditions during melt. Rapid changes in snow conditions are observed in the brightness temperatures. During melt conditions, the brightness temperatures first increase from liquid water within the snowpack, then a decrease occurs because of freeze/thaw cycles increasing the snow grain size (i.e. Matzler, 1987; Onset et al., 1987), allowing the HG algorithm to detect these variations.

A single threshold value was determined by examining regions in the Arctic basin (Table 1) for three years (1989-1991) when the HG algorithm exhibited a change in the brightness temperatures. Time series of the brightness temperatures, TI and MYI concentrations, various ratios and the HG algorithm were
analyzed for all sites. However, only two locations representing different ice types will be discussed. These two sites were chosen because they represent locations were variations with the algorithm existed and could be analyzed, compared to other sites where the algorithm was more consistent in determining the melt onset date. The first location is a first-year ice region located in the Laptev Sea. The three time series for this location shows general trends in brightness temperatures and ice concentrations that would be expected during the late winter through summer for a first-year ice region (Fig. 1-3). The brightness temperatures for all four channels (19 H,V and 37 H,V ) average near 250 K during the winter period with little separation between horizontal and vertical channels. After a spring/summer melt period where brightness temperatures vary greatly, the temperatures are indicative of open water conditions (i.e. Cavalieri et al., 1984). This is observed in all three years, though large variations take place in the timing of the melt periods. The ice concentrations and ratios also exhibit variations during the melt period. The HG algorithm (top plot in Fig. 1-3) shows that during the winter period before melt takes place, the difference between the 19 and 37 GHz channels is fairly consistent between 4-7 K. Once melt takes' place the variations in the difference become quite large. However, in all three years the initial change was to increase the 37H GHz brightness temperatures, resulting in a decrease in the HG values.
Similar patterns were found for multiyear ice locations. For discussion purposes, one site will only be presented, although others were analyzed. The site, a multiyear ice location found in the central Arctic Ocean (seventh site, Table 1), also exhibits general seasonal trends in the parameters for the three years (Fig. 4-6). The brightness temperatures exhibit three distinct periods: winter conditions, with generally consistent temperatures, a melt period, where large variations are observed, followed by summer conditions, before returning to winter conditions. The multiyear ice concentrations and various ratios (PR, GR, XPGR, and XHGR) also exhibit fluctuations during the melt period. The HG algorithm also shows variations in the brightness temperature difference taking place during melt. The HG temperature variations are larger than the ones observed for the first-year ice regions (Fig. 1-3).

Using all sites (Table 1) it was determined that a melt threshold would be assigned when the HG was less than or equal to 2K with ice concentrations greater than 15%. When snowmelt takes place the snowcover should become nearly a perfect blackbody emitter and the difference between the 19 GHz and 37 Ghz channels should be very small. A 2K threshold was chosen because of the large SSM/I grid size and inhomogenties within any grid.

To help determine whether the HG algorithm is detecting the onset of melt, air temperatures have been obtained from the Polar Exchange at the Sea Surface (POLES) data set. The POLES temperature data are derived from Arctic buoy data, AVHRR surface
temperatures and land observations and averaged over a 24 hour period to correspond to the microwave data. When comparing the HG algorithm's determination of the melt onset date with the nearest grid point of the POLES temperature data, there is a strong association. The HG algorithm indicates melt onset when the POLES data approaches or reaches the freezing point (Fig. 1-6). The best relationships between the air temperature and HG algorithm are for the multiyear ice location. It should be noted that multiyear ice locations might be better depicted by the POLES data because of the way the air temperatures are generated. The POLES data are a combination of buoy, satellite and land surface observations. POLES temperatures are not as reliable for first-year ice regions, generally located along the coastline, since land surface temperature observations included in the calculation may not be representative of sea ice conditions (J. Maslanik, per comm, 1996).

Generally speaking, whenever a global threshold is applied to a data set, there will be times and locations when a single threshold will not represent all situations. For example, at the first year ice location discussed (Fig. 1-3) the HG threshold captures the start of the melt period two out of the three years (1990 and 1991). In the third year (1989), the HG algorithm indicates the melt onset while the temperatures are still well below freezing. However, there is an increase in the POLES temperature during that period, although the air temperatures do not approach the freezing point as closely as in the other years.
In 1991, the HG algorithm produces a melt onset that appears too early. The algorithm indicates melt, but the other microwave parameters do not display melt characteristics until later in time. The POLES air temperatures show a fairly strong increase in temperature during that time period, however the air temperatures are still below freezing. The discrepancies between the HG algorithm and the POLES air temperatures may be in the way the air temperatures are calculated, not representing the sea ice conditions.

The HG algorithm also captures melt two out of three years for the multiyear site (Fig. 4-6) compared to the POLES air temperatures. In this case, an earlier melt onset is missed in 1989 by the HG algorithm. The time series in 1989 shows a distinct melt event that the HG temperature difference did not meet or exceed the chosen threshold while air temperatures are very close to freezing. In the other two years, the HG algorithm indicates the melt onset when the air temperatures would also indicate melting in the snowpack.

To determine if these missed years could be detected better by the HG algorithm, the HG melt threshold was varied. If the threshold was increased (raised to 3 and then 4 K) the first-year ice locations usually showed earlier melt onset dates on the order of several weeks to months, although melt conditions were not observed in the other microwave parameters and considered not to have taken place. The earlier melt onset dates were indicated by HG algorithm because first-year ice regions usually varied
between 3 to 7 K throughout the winter. Increasing the threshold does not differentiate melt occurrences from winter conditions at the first-year ice location. When the HG threshold was increased for the multiyear ice location, an earlier melt date was also indicated, but only in 1989 (Fig. 4). In this case, the earlier melt onset date was probably justified. The HG threshold was also decreased (1 K) to determine a lower sensitivity. Very little variation was observed in the melt onset dates for the sites analyzed compared to the 2K value, since the 37 H GHz brightness temperatures was observed to became larger than the 19H Ghz brightness temperatures during melt episodes, producing a negative HG value. If there was a difference in onset date, the onset date was usually delayed only a day or two. In summary, increasing the threshold mainly affected first-year regions in a negative manner, although it might slightly benefit the multiyear location. Decreasing the threshold had little effect on onset dates for either ice type location. Therefore, to maintain a global threshold independent of ice type, the 2K threshold was retained.

Using the 2K threshold, dates of initial melt onset for the entire Arctic basin were produced from the three-year data set by the HG algorithm to show the spatial distribution of melt (Fig. 7). Several generalizations can be made from this analysis. The first shows the substantial nature of the algorithm. In each year, the melt onset dates are spatially consistent and show the poleward progression of melt taking place from the southern
first-year ice locations to later multiyear locations. However, linear features were observed for several locations among the years analyzed. These were further explored to determine a cause for the linear nature of the dates. For example, one of these features is located along the 135th meridian from the pole to the coast in 1991 (Fig 9). At several locations along this linear feature, perpendicular transects were made to analyze the melt onset dates and their brightness temperature time series.

Examining the grid cells on either side of the linear feature, it was easy to determine why the feature existed. The grid cells to the west of the feature (later onset dates) exhibited changes in the brightness temperatures but these did not surpass the HG threshold criteria. It was not due to missing data, but to the region not meeting the HG threshold. Similar situations were found for the other years examined. The other major generalization would be that the HG algorithm is consistent from year to year in its determination of melt onset dates for the entire basin. There are small variations within regions between the years analyzed, but this would be expected.

The spatial analysis also demonstrates, however, that at many locations in the ocean region that do not have an ice cover, the algorithm still analyzed a melt date. These points usually south of 60 degrees need to be filtered and removed from the data set. It was originally thought that these points were removed through weather filters applied to the concentration data set before the HG algorithm was applied. However, the spatial
analysis gives a different picture. New filters will have to be developed and applied to insure an accurate melt data set in the open ocean regions.

To show that the variation in the threshold was mainly a first-year ice problem and not a result of the initial locations investigated, spatial maps of the Arctic basin were produced using the different threshold values for the three years studied. The first-year ice region onset dates were generally the most affected by the variation in the threshold value. In summary, using a global threshold value will not always give the most accurate response for all locations. However, using the 2K threshold appears to be the best value for the entire Arctic basin.

MELT ONSET VARIABILITY

To show the capabilities of the melt algorithm to produce a melt climatology, the two example sites will be further discussed although other locations have been investigated (Table 1). Again, these sites were chosen because they represent both first-year and multiyear ice conditions. The analysis was completed for three years, 1989-1991. The HG algorithm determined that the initial melt occurred between Julian days 123 thru 134 for the three years (Table 1 and Fig 1-3), an 11-day variation among the years.

The time series for the multiyear ice location, found in the central Arctic Ocean (seventh site Table 1), shows similar
results (Fig. 4-6). The initial melt occurrences showed a greater range than at the first-year ice location. The HG algorithm indicated that melt occurred between Julian day 138 and 174, a 36-day variation among the three years analyzed.

It can be assumed that the actual range in dates among years for most locations is relatively small, although variations do exist. Again, this would enhance the current thinking that melt occurrence in the Arctic basin is mainly regulated by the radiational changes that take place in the Arctic throughout the spring period. However, the variations in initial date for each location are going to be driven by local annual variations controlling the amount of solar radiation received and the atmospheric sensible heat advected into the region to initiate melt.

SUMMARY

A study was launched to develop a new melt algorithm that would detect the onset of melt for the entire Arctic sea ice basin with no dependence on ice type. The HG melt algorithm developed produces initial melt onset dates when sea ice snowpack begins to show melt in the passive microwave remotely sensed data. The melt algorithm was then applied to three years of data to show the nature of the algorithm for different ice type locations. The results from this investigation show that the entire passive microwave brightness temperature data set can be analyzed to produce a melt onset date climatology. The
climatology can be derived from passive microwave brightness temperatures from SMMR and other SSM/I platforms. Once the climatology is produced, a more complete understanding of the relationships between the atmospheric effects and the ice conditions, especially considering modeled climate variations, can be investigated.
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Table 1
Location sites and melt onset dates

<table>
<thead>
<tr>
<th>R</th>
<th>i,j</th>
<th>Lat</th>
<th>Long</th>
<th>Location</th>
<th>Melt Onset Date</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>154,160</td>
<td>72 N</td>
<td>135 E</td>
<td>Laptev Sea (FYI)</td>
<td>134 123 129</td>
</tr>
<tr>
<td>2</td>
<td>113,163</td>
<td>71 N</td>
<td>165 E</td>
<td>East Siberian Sea (FYI)</td>
<td>99 92* 91*</td>
</tr>
<tr>
<td>3</td>
<td>85,174</td>
<td>69 N</td>
<td>176 W</td>
<td>Chukchi Sea (FYI)</td>
<td>141 101 142</td>
</tr>
<tr>
<td>4</td>
<td>80,188</td>
<td>70 N</td>
<td>167 W</td>
<td>Chukchi Sea (FYI)</td>
<td>96 115 111</td>
</tr>
<tr>
<td>5</td>
<td>160,193</td>
<td>80 N</td>
<td>120 E</td>
<td>Laptev Sea (MYI)</td>
<td>169 149 147</td>
</tr>
<tr>
<td>6</td>
<td>230,212</td>
<td>72 N</td>
<td>62 E</td>
<td>Barents Sea (FYI)</td>
<td>104 103 98</td>
</tr>
<tr>
<td>7</td>
<td>132,213</td>
<td>83 N</td>
<td>180 E</td>
<td>Arctic Ocean (MYI)</td>
<td>174 138 158</td>
</tr>
<tr>
<td>8</td>
<td>132,214</td>
<td>83 N</td>
<td>177 W</td>
<td>Arctic Ocean (MYI)</td>
<td>174 138 185</td>
</tr>
<tr>
<td>9</td>
<td>124,234</td>
<td>83 N</td>
<td>136 W</td>
<td>Arctic Ocean (MYI)</td>
<td>173 157 186</td>
</tr>
<tr>
<td>10</td>
<td>132,319</td>
<td>70 N</td>
<td>60 W</td>
<td>Baffin Bay (FYI)</td>
<td>108 115 122</td>
</tr>
<tr>
<td>11</td>
<td>65,330</td>
<td>60.5 N</td>
<td>88 W</td>
<td>Hudson Bay (FYI)</td>
<td>104 93 97*</td>
</tr>
<tr>
<td>12</td>
<td>66,340</td>
<td>59 N</td>
<td>85 W</td>
<td>Hudson Bay (FYI)</td>
<td>117 92* 111</td>
</tr>
<tr>
<td>13</td>
<td>65,351</td>
<td>57 N</td>
<td>82.5 W</td>
<td>Hudson Bay (FYI)</td>
<td>134 93* 111</td>
</tr>
</tbody>
</table>

* First date of analysis
FIGURE CAPTIONS

Figure 1. Time series analysis for a first-year ice location in the Laptev Sea (72 N, 135 E) for 1989. The triangle shape represents the onset of melt as detected by the HR melt algorithm.

Figure 2. Same as Fig. 1 except for 1990.

Figure 3. Same as Fig. 1 except for 1991.

Figure 4. Time series analysis for a multiyear ice location in the central Arctic Ocean (83 N, 180 W) for 1989. The triangle shape represents the onset of melt as detected by the HR melt algorithm.

Figure 5. Same as Fig. 4 except for 1990.

Figure 6. Same as Fig. 4 except for 1991.

Figure 7. Initial melt onset dates as detected by the HR melt algorithm for (a) 1989, (b) 1990, and (c) 1991.
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Summary

Meteorological observations were recorded at Dye 2, Greenland, during the summer of 1993 as part of a research program to identify interannual variations in melt occurrence on the Greenland ice sheet from satellite microwave data. The meteorological observations were used to drive an energy-balance model of the snowpack during 21 June to 13 July 1993. Time series of the meteorological observations and various model outputs were compared to a concurrent time series of Special Sensor Microwave/Imager (SSM/I) data for scan cells centered within 25 km of Dye 2. The satellite microwave observations clearly show an increase in snowpack emissivity at the same time that the model indicates liquid water forming in the snow. Diurnal melt-freeze cycles that occurred during mid June to early July resulted in an increase in the 37 GHz brightness temperature as great as 60 K from the dry, refrozen snow in the morning to the wet snow of some afternoons. The effects of fresh snowfall, which tend to increase the brightness temperature, and of snow growth from melt-freeze metamorphism, which tend to decrease the brightness temperature, are also apparent in the microwave observations. The results of this work demonstrate the influence of daily weather variations on the microwave emissivity in the ice sheet's percolation zone and the usefulness of swath data to diagnose the diurnal cycle of melt.

1. Introduction

Satellite-based microwave observations over the Greenland and Antarctic ice sheets have been used to determine melt occurrence, snow accumulation rates (Rotman et al., 1982; Zwally, 1977), katabatic wind intensity (Remy and Minster, 1991), and surface and depth hoar formation (Schuman et al., 1993). Such geophysical information has become increasingly important as the scientific community attempts to answer questions concerning the role of the ice sheets in various climate change scenarios. The primary concern has been the response of the mass balance of the ice sheets to potential variations in surface air temperature of the polar regions. Both surface and remotely sensed estimates of the snow accumulation and melt rates are needed to determine the impact of variations in climate on the mass balance of the ice sheets.

Recently, the melt zone of the Greenland ice sheet has been identified using radar backscatter values (Jezek et al., 1994) and radar altimeter waveforms (Ferraro, 1994). Microwave radiometric data also has been examined for indications of melt on both the Antarctic and the Greenland ice sheets on a daily, monthly and seasonal basis (Mote and Anderson, 1995; Zwally and Fiegles, 1994; Mote et al., 1993; Steffen et al., 1993). The radiometric data can be used to identify the occurrence of melt due to the increase in emissivity that results from the formation of liquid water in the snow. Liquid water in the snow also reduces the difference in brightness temperature between two channels of different frequency or polarization.
from the differences associated with dry snow. However, microwave emissivity is dependent on a number of factors other than the liquid water content of the snow. Notably, the emissivity is dependent on the depth profiles of temperature, density and grain size (Zwally, 1977; Van der Veen and Jezeck 1993), as well as the surface roughness (Remy and Minster, 1991) and presence of ice layers in the snowpack. As the frequency increases, a thinner layer of the snowpack is responsible for the microwave emission detected by the sensor. Therefore, daily variations in surface climate that affect the temperature, grain size, density or liquid water content of the top few centimeters of the snowpack play a large role in its microwave emissivity at high frequencies. Previous examinations of melt occurrence on the Greenland ice sheet have relied on daily averages of microwave brightness temperatures, despite the large diurnal variations that may occur in the liquid water content. This research compares swath SSM/I data to surface meteorological observations, measured snowpack temperatures, and modeled snowpack conditions for Dye 2, Greenland, from mid June to mid July 1993 to determine how variations in surface weather affect the use of satellite microwave data for melt identification.

2. The 1993 Field Season at Dye 2

The research described here was a result of one component of NASA's 1993 field season at Dye 2. Two objectives of the field program are relevant to the interpretation of melt occurrence as identified with microwave data. The first relevant objective was to collect meteorological observations during the melt season to drive an energy-balance model of the snowpack. A second objective was to collect shallow firn cores for evidence of past melt events in the snow stratigraphy and compare that record to the record of melt occurrence as interpreted from Scanning Multichannel Microwave Radiometer (SMMR) and SSM/I data. Both the model results and the core stratigraphy are being used to better understand the indications of melt identified with microwave radiometric data. The research described here is concerned with the comparison of modeled snowpack conditions to the microwave data.

Dye 2, Greenland (66°29' N, 46°17' W, 2117 m a.s.l.) lies in the percolation zone of the ice sheet, a region that experiences melt but where liquid water does not completely soak the previous year's snow accumulation (Fig. 1). In the percolation zone, summer melt water percolates into the snowpack and refreezes into horizontal ice lenses and vertical ice pipes. Dye 2 is of particular interest for comparing surface conditions to microwave data because it is located in a region of the percolation zone where the microwave data indicated increasing melt frequency during the 1980s (Mote and Anderson, 1995).

Meteorological observations were taken at Dye 2 during 19 June to 13 July 1993. The measurements included hourly values of surface air temperature, snowpack temperature (at various intervals to a depth of 2 m), humidity, wind direction and speed, incoming and reflected shortwave radiation, and downwelling longwave radiation. Additional measurements of precipitation type
and amount, as well as cloud cover are available for 16 June to 13 July. These data were used to drive a one-dimensional energy and mass balance model of the snowpack that allows for melt and metamorphism of the snowpack. The model, SNTHERM.89, was developed by Rachel Jordan at the U.S. Army Cold Regions Research and Engineering Laboratory, and modified for use on the ice sheet (Jordan, 1991; Rowe et al., 1995). The model was run for the period of 21 June to 13 July and produced hourly time series that included, but were not limited to, depth profiles of temperature, liquid water content, and snow density.

3. Satellite Microwave Data

Microwave radiometric data were obtained for June and July 1993, from the SSM/I sensor aboard the Defense Meteorological Satellite Program's F-11 satellite. The satellite records radiation received at both horizontal and vertical polarizations for 19.35, 37.0, 85.5 GHz and the vertical polarization at 22.235 GHz. Because this research was an outgrowth of an examination of gridded SMMR and SSM/I data for 1979 to 1991, only channels common to both sensors were examined. The channels in common to the two sensors include both polarizations at 19.35 GHz (18 GHz for SMMR) and 37 GHz, and the vertical polarization at 22 GHz. Because the 22 GHz channel is the more sensitive to atmospheric water vapor and less sensitive to surface conditions than the other channels, it was not used in this research.

At 19.35 GHz, the footprint of the SSM/I is 69 km across track and 43 km along track, while at 37 GHz the footprint is 37 km along track and 28 km cross track (Wentz, 1991). Oversampling by the sensor allows a nominal 25 km resolution at 37 GHz. The F-11 satellite had daily overpasses of Dye 2 at approximately 0800–1000 UTC (0500 to 0700 local time) and then again around 1800–2000 UTC (1500 to 1700 local time). The passes tended to occur near the times of the lowest and highest liquid water concentrations in the snowpack so that an examination of the effect of the diurnal cycle on the snowpack’s emissivity is possible.

To produce a time series of brightness temperatures for Dye 2, an inverse distance weighting approach was used for all scan cells from any one orbit that were centered within a 25 km radius of Dye 2. The number of scan cells included in the averaging for each orbit ranged from one to five with a mean of 3.6 scan cells included. The overlap in the swaths of two successive orbits often resulted in two observations during the morning or afternoon.

4. Weighted-Average Brightness Temperatures

The 37 GHz, horizontal polarization (37 H) channel was chosen for the initial comparison to modeled snowpack conditions because, for that channel, a threshold brightness temperature associated with melt has been calculated by Mote and Anderson (1995). Microwave radiometric data can be used to indicate snowpack melt due to the increase in microwave brightness temperature (at frequencies greater than 10 GHz) that occurs during melt. The emissivity of snow increases rapidly with melt due to an increase in the liquid water content of the snow. The increased emissivity is due to the high dielectric constant of liquid water, compared to that of air and ice, which strongly affects the dielectric constant of the snow-ice-air mixture. The dielectric constant is a complex number that represents a measure of the propagation characteristics of a wave through a medium (real part) and the energy losses in the medium (imaginary part). Because of the large difference in the dielectric constant of ice and water, particularly the imaginary part, a small amount of liquid water in snowpack causes a large increase in emissivity (Foster et al., 1984). In addition, the separated grains of ice that comprise a dry snowpack also cause volume scattering of the microwave radiation, an effect which is reduced by the addition of liquid water (Rango et al., 1979). The result is a strong contrast in the brightness temperature between dry snow and snow with even small amounts of liquid water. This phenomenon allows the use of a threshold brightness temperature for identifying melt occurrence. However, liquid water on the snow surface causes a decrease in emissivity due to surface reflection (Ulaby et al., 1986). No surface meltwater features were identified near Dye 2 during the summer of 1993, so the effect of surface meltwater is not a concern.

The time series of 37 H brightness temperatures was compared to SNTHERM.89 output of liquid water content averaged over the top 2 cm and the top 10 cm of the snowpack. These layers were
selected because the model results indicate that liquid water often first appears 1–3 cm below the surface of the snowpack when the air temperature is below 0 °C. This is due to radiation penetration into the snowpack and the evaporation of liquid water closer to the surface. As the model begins to indicate increased concentrations of liquid water, water becomes evident nearer to the surface and begins to percolate deeper into the snowpack. This initial formation of liquid water below the surface is also evident in liquid water content measurements at the ETH camp near the equilibrium line in West Greenland (Ohmura et al., 1991).

4.1 Snowpack Melt

The 37 H data were compared to the melt threshold value of 201.1 K for Dye 2, given by Mote and Anderson (1995). Their melt threshold values vary across the ice sheet and are partially a function of the snow accumulation rate. Regions of lower snow accumulation have lower mean annual brightness temperatures (Zwally, 1977) and lower melt threshold values. Mote and Anderson (1995) found melt threshold brightness temperatures near 230 K in the region of heavy snow accumulation on the southeast margin of the ice sheet but less than 205 K in the low accumulation region in the southwest portion of the ice sheet. Dye 2 lies in a region of relatively low accumulation and has a lower mean annual brightness temperature and melt threshold value than most locations in the melt zone of the Greenland ice sheet. The 201.1 K melt threshold value for Dye 2 seems appropriate compared to some microwave radiometric observations over a seasonal snowpack. For example, Stiles and Ulaby (1980) found 35 GHz, horizontal polarization brightness temperatures of 150–165 K for dry snow and 230–250 K for snow with 1–3 percent liquid water content. It is important to note that the 201.1 K melt threshold represents the brightness temperature for a 625 km² region surrounding Dye 2, in which there are almost certainly areas of both dry and wet snow during many summer days.

The afternoon observations of the 37 H brightness temperatures for each day during 9–17 June, 22–24 June and 9–12 July exceed the 201.1 K melt threshold for Dye 2. The afternoon 37 H brightness temperatures exceeded the threshold value on 1 July, by more than 35 K, and on 26 June, but only by less than 5K. The average volumetric liquid water content (m_l) in the upper 2 cm of the snowpack, as given by the SNThERM.89 model, shows the occurrence of melt during the afternoons of 22–24 June and 10–11 July (Fig. 2). On all three days during 22–24 June, the liquid water content of the upper 2 cm of the snowpack during the time of the afternoon SSM/I overpass was greater than 6 percent; it was also greater than 6 percent on both 10 and 11 July. Although no model output are available for 9–17 June, the maximum afternoon air temperature for five of the nine days exceeded the freezing point, and the maximum afternoon temperature was within 2 K of the freezing point on the other four days. The maximum net radiation flux for those afternoons typically was greater than 150 W m⁻². It is likely that melt occurred in the upper few centimeters with adequate net radiation even though surface air temperatures were slightly below the freezing point. Even if melt did not occur at Dye 2 on some of those days, it is quite likely that melt did occur at lower elevations that were within some of the scan cells included in the average. The surface air temperatures were also at or above freezing on the afternoons of 22–24 June and 10–13 July.

Melt was also indicated in the upper 2 cm of the modeled snowpack before the afternoon SSM/I overpass on 28 June as the surface air temperature rose above freezing, but the model output indicates that the surface had refrozen by the time of the sensor overpass. The 37H brightness temperature during the afternoon overpass of 28 June (188.3 K) is less than the threshold value (201.1 K), giving no indication of melt (Fig. 2). The model provides no indication of melt in the top 2 cm of the snowpack during the afternoon of 1 July, and the surface air temperature was 5 K lower than the freezing point at the time of the SSM/I overpass. However, the 37H brightness temperatures during the afternoon overpasses were 236.2 K at 18 UTC (1500 local time) and 213 K at 20 UTC (1700 local time), which are both above the melt threshold value (Fig. 2). Although no melt was indicated in the top 2 cm, there was an indication of melt in the top 10 cm. Despite the low surface air temperatures, enough net radiation (150–200 W m⁻²) was available to cause the model to simulate melting. The low density of the fresh snow that fell during the morning of 1 July likely allowed pene-
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Fig. 2. Meteorological data, modeled snowpack conditions and concurrent SSM/I brightness temperature time series for June and July 1993 at Dye 2, Greenland. Surface air temperatures (solid line), surface air temperatures taken at the time of SSM I overpasses (circles), and precipitation (bars); modeled net radiation (solid line), and modeled net radiation at the time of an SSM/I overpass (circles) (b); modeled liquid water content averaged in the top 2 and top 10 cm of the snowpack (solid line), and modeled liquid water content at the time of an SSM/I overpass (circles) (c); weighted average 37H brightness temperatures (d); morning (circles) and afternoon (squares) gridded 37H brightness temperatures (e); daily averaged, gridded 37H brightness temperatures (f).

The concentration of radiation further into the snowpack, producing melt below but not within the top 2 cm of the snowpack. It is also likely that the fine-grained fresh snowfall reduced the scattering of microwave radiation and contributed to the increased brightness temperatures on the afternoon of 1 July.

In one case, the model output indicated liquid water in the snowpack, but the 37H brightness temperatures were not elevated. The 11 July m, for the top 10 cm of the snow showed approximately 3 percent liquid water content, although the model output showed the top 2 cm as dry. Although the model indicates some liquid water in the top 10 cm, the 37H brightness temperature for the 11 July morning overpass was only 184.3 K. This is in contrast to the observations and model output during the afternoon of 1 July, in which the model output shows liquid water in the snowpack below a dry layer, but the microwave data show a relatively high brightness temperature (236.2 K at 18 UTC). This difference at
first suggests that the model may not be adequately handling the percolation and refreezing of melt water in the snowpack, and the top 10 cm of the snowpack was actually dry on 11 July. However, the difference between the afternoon of 1 July and the morning of 11 July was that on 11 July the top 2 cm was a refrozen snow layer while on 1 July the surface of the snowpack was freshly fallen snow. The large-grained, refrozen upper layers on the morning of 11 July would have scattered the radiation emitted from the underlying wet layers, reducing the brightness temperature, while the fine-grained fresh snow on 1 July did not.

Because all days in which melt occurred showed evidence of refreezing during the morning, the afternoon-morning brightness temperature difference was examined for all available SSM/I data over the Greenland ice sheet. The daily maps of the gridded brightness temperatures for the afternoon minus the morning observations were examined for the period of 1 June to 19 July 1993.

As an example, a map of the afternoon minus the morning brightness temperatures for 23 June, a day with afternoon melt at Dye 2, shows differences as great as 60 K in some locations in the south and southwest margins of the ice sheet (Fig. 3). A region of brightness temperature differences greater than 30 K follows the margin of the south dome of the ice sheet from approximately 65° N on the eastern margin to approximately 68° N on the western margin of the south dome. This area of large brightness temperature differences extends from the margin of the ice sheet to approximately 1800 m a.s.l. The large diurnal variation in brightness temperature associated with afternoon melt and morning refreeze that was identified at Dye 2 is also evident across most of the ice sheet that is known to experience melt.

4.2 Precipitation and Metamorphism

Only the afternoon of 26 June had a brightness temperature above the threshold value but was...
not associated with some clear indication of melt in the model output. The morning of 26 June also had a brightness temperature approximately 10 K greater than morning brightness temperatures for days immediately before and after that day. An initial hypothesis was that the increase in brightness temperature was due to warming of the snowpack. The snowpack temperature measured at 15 cm was 272 K at 3 UTC on 24 June (Fig. 4) and the temperature measured at 20 cm was 270 K at 18 UTC on 24 June. In both cases, the temperature were higher than at any other time from 11 June to 13 July at the respective depths in the snowpack. The warming of the snow apparently was due to heat transported into the snowpack by the meltwater formed on 22–24 July and the latent heat released during the refreezing of the meltwater. However, the 15 cm snowpack temperatures were between 266 and 268 K during both 26 and 27 June, while the 37H brightness temperature decreased from 205.4 K on the afternoon of 26 June to 177.5 K on the morning of 27 June. Because of the linear relationship between physical temperature and brightness temperature, the variations in physical temperature cannot explain the higher than expected 37H brightness temperatures on 26 June.

Another possible explanation of the higher than expected brightness temperatures was the location of the scan cells included in the weighted average. On the afternoon of 26 June, the scan cell with the highest 37H brightness temperature (216.0 K), was centered 24.1 km to the west-northwest of Dye 2. By plotting the location of the scan cell on a topographic map of Greenland, one can see that the footprint of the scan cell included a region as much as 200 m lower than Dye 2. It is possible that the snowpack at lower elevations within that scan cell was experiencing some melt, raising the brightness temperature recorded for that scan cell.

Although the location of the individual scan cells may explain the higher than expected afternoon 37H brightness temperature on 26 June, the
morning brightness temperature that day was also approximately 10 K higher than other mornings in late June. This is likely due to the 5 cm of fresh snow that fell on the evening of 25 June (Fig. 2). The fine-grained snow that fell may have reduced the microwave scattering, resulting in the increased brightness temperature. This may also explain why the brightness temperatures on 5 July are approximately 5 K higher than on other days without melt in early July. Dye 2 had approximately 12 cm of fresh snow during 3–6 July, mostly on 4 July. The snowfall that occurred on 30 June and 1 July does not show the same effect in the morning 37 H brightness temperatures, but melt occurred immediately after the snowfall ended. The melt likely resulted in immediate metamorphism of the fresh snow, which increased the snow grain size and eliminated any increase in emissivity due to the fresh snow.

Melt-freeze metamorphism results in increased grain size, which increases the effect of volume scattering and reduces the brightness temperatures. At Dye 2, a result of this process is the downward trend in morning brightness temperatures from approximately 190 K during early June to 170 K in mid-July. These changes appear in steps that correspond to the various melt periods. The morning brightness temperatures decreased from slightly greater than 190 K during the first week of June to approximately 185 K after the 9–17 June melt period. After the 22–24 June melt period, the morning brightness temperatures decreased to approximately 180 K, and then decreased to about 170 K during the melt period that began 9 July.

4.3 Normalized Differences of Brightness Temperatures

While our research has used a single-channel threshold method to identify melt events. Steffen et al. (1993) used multi-channel, normalized difference measure of the 19 and 37 GHz brightness temperatures for melt identification. Individually, the time series for each of the four SSM/I channels had similar characteristics during June and July 1993 at Dye 2. To determine how the evolution of the snowpack affected the other SSM/I channels, normalized differences of brightness temperatures for channels of different frequencies or polarizations were calculated.

The polarization ratio (PR) at a frequency \( f \) is defined as:

\[
PR_f = \frac{T_{B,v} - T_{B,h}}{(T_{B,v} + T_{B,h})}
\]

where \( T_{B,v} \) is the vertical polarization brightness temperature at that frequency and \( T_{B,h} \) is the horizontal polarization brightness temperature.

The gradient ratio (GR) at a polarization \( p \) is defined as:

\[
GR_p = \frac{T_{B,37} - T_{B,19}}{(T_{B,37} + T_{B,19})}
\]

where \( T_{B,19} \) is the 19 GHz brightness temperature for that polarization and \( T_{B,37} \) is the 37 GHz brightness temperature. In particular, the GR was examined for the effect of meltwater penetration on the emissivity at different frequencies. Due to the longer wavelength of radiation, the 19 GHz channels are sensitive to radiation emitted from a greater depth into the snowpack than are the 37 GHz channels. Thus, the GR tends toward zero or become positive during melt episodes.

The 19V, 19H and 37V channels show the same indications of melt as the 37H channel. Additionally, both of the normalized differences of the channels, the PR and GR, show evidence of the effects of snowpack melting. During the daily melt-refreeze cycles of 9–17 June, the PR and GR both tended toward zero during afternoon melting (Fig. 4). Throughout the study period, the PR values tended toward zero during the same afternoons that had increased brightness temperatures for the 37H channel.

During the melt period of 22–24 June, both the morning and afternoon GR values tended toward zero. Although GR values near zero are sometimes associated with the occurrence of melt (Steffen et al., 1993), there was no evidence from the meteorological data, model output or the use of a single-channel threshold to support the conclusion that melt occurred during the morning SSM/I overpass. The GR values on the mornings of 22–24 June may have been due to the warming of the underlying snowpack that is evident in the temperature profile of the snowpack during this period. The colder, refrozen snow near the surface resulted in a lower brightness temperature at 37 GHz than at 19 GHz, which is apparent in the GR for 24 and 25 June.

A step-change in the GR values from predominately negative to predominately positive values occurred on 10–11 July. This coincides with a
period when the model showed significant melt and liquid water percolation to 15–20 cm. The meltwater percolation occurred during the afternoon of 10 July and the subsequent warming of the snowpack with meltwater refreezing occurred late on 10 July and into the morning of 11 July (Fig. 4). The increased physical temperature of the snowpack at 15–20 cm as well as the increase in emissivity due to the introduction of liquid water at that depth may be the reason for increased brightness temperatures at 19 GHz and a positive GR. In general, both the PR and GR time series can be used to identify the melt periods that are also evident in the time series of the 37H brightness temperatures.

5. Gridded Brightness Temperatures

The field work conducted at Dye 2 was an outgrowth of research that has used gridded SMMR and SSM/I brightness temperatures available from the National Snow and Ice Data Center (NSIDC) for identifying melt occurrence on the Greenland ice sheet. In the NSIDC data set, all scan cells that were centered within a given grid cell were averaged for each day (beginning at 0 UTC). This approach results in the loss of diurnal variations in brightness temperatures. One objective of the present work was to compare both the swath data and gridded data for Dye 2 to the surface meteorological data and snowpack conditions to determine what information is lost in the daily averaging procedure.

The swath brightness temperatures were binned into the polar stereographic grid defined by NSIDC using three different averaging periods. First, observations were averaged into either morning or afternoon grids; then, all observations were averaged on a daily basis. In all three cases, no weighting was applied to produce the averages. If the center of a scan cell was within the square 25 × 25 km grid cell that contains Dye 2, it was included in the average. Thus, the spatial resolution of the three binned time series is comparable to that of the weighted average time series.

Both the twice-daily and daily time series seem to preserve the dominant features of the time series from the weighted average of the orbital data. The daily gridded and the afternoon gridded data indicated that surface melt was occurring on 9–11, 15–17 and 22–24 June, 1 July and 10–12 July (Fig. 2). However, the time series from the daily averaged data did not exceed the threshold value associated with melt on 12–14 June, while the time series from the gridded data of afternoon overpasses did not indicate melt on 14 June. The brightness temperatures in the weighted average time series did indicate melt each afternoon during 9–17 June, although the 37H brightness temperature exceeded the melt threshold by less than 2 K on the afternoon of 14 June. Because no model output is available before 16 June, it is uncertain whether any melt actually occurred on the afternoon of 14 June. The surface temperatures and net radiation flux for that afternoon indicate that conditions were conducive to modest, radiation-induced melting. Additionally, only a small increase in the threshold value associated with melt could result in the conclusion that no melt occurred that afternoon with any of the three time series presented here.

One problem with the daily gridded data is the occurrence of two overpasses in either the morning or in the afternoon that are subsequently included in the averaging. The result is a possible bias toward the morning or afternoon values in the daily average. For example, two overpasses of the sensor occurred on the afternoon of 11 July, while only one morning overpass occurred. Additionally, the morning overpass only had three scan cells included in the average, while the two afternoon overpasses had five scan cells on the 18 UTC overpass and four cells on the 19 UTC overpass included in the average. As a result, the daily average is heavily weighted toward the afternoon conditions. The weighted average of scan cells for the 37H channel during the 9 UTC overpass showed a brightness temperature of 184.3 K, while the afternoon overpasses at 18 and 19 UTC showed 37H brightness temperatures of 246.7 K and 238.9 K, respectively. The daily average for the gridded data showed a brightness temperature of 224 K for the grid cell that includes Dye 2. However, averaging the scan cells from the two afternoon overpasses and then averaging that result with the average of the scan cells from the morning overpass yields a daily average of only 214 K.

The process of binning data into a grid, compared to the inverse-distance weighted average was also examined. This was done by comparing the morning and afternoon gridded data to the
orbital data for dates on which there was only one morning or afternoon overpass of the sensor. The brightness temperatures produced by the binning or weighted average processes were nearly identical and would not affect the identification of melt. One exception was the afternoon of 14 June, when the afternoon gridded brightness was approximately 1 K less than the melt threshold and the inverse-distance weighted average produced a brightness temperature about 1 K above the melt threshold.

6. Conclusions

Meteorological observations recorded at Dye 2, Greenland, during June and July 1993 were used to drive an energy-balance model of the snowpack. The liquid water content values output from the model and the various meteorological observations were compared to time series of Special Sensor Microwave/Imager (SSM/I) data averaged for scan cells centered within 25 km of Dye 2.

Diurnal melt-freeze cycles that occurred during mid June to early July are evident both by an increase and subsequent decrease in the microwave brightness temperatures and from the formation of liquid water as shown in the model output. Additionally, the effects of the melt-freeze metamorphosis of the snow and new snow accumulation are evident in the brightness temperature time series. These time series demonstrate that a brightness temperature threshold for a single channel of microwave data can be used for melt identification, particularly if other geophysical characteristics of the snowpack are also considered. One improvement on the single-channel threshold approach might be the addition of an afternoon-morning difference for a given channel. A threshold of the afternoon-morning brightness temperature difference could be used in conjunction with a single-channel threshold to account for melt occurring throughout the low-sun hours, which would not be detected by using an afternoon-morning difference alone.

Due to the relatively coarse resolution of passive microwave data, heterogeneous snow conditions within a grid cell or scan cell introduce difficulty in interpreting the microwave data. This is particularly true when comparing surface conditions at one point to scan cells that may include information from sites nearly 50 km away from the location of interest. The use of modeled surface conditions for comparison to the microwave data partially alleviates this problem because the modeled snowpack conditions are probably more representative of mixed conditions than a firn core or snow pit.

The different approaches to spatial and temporal averaging of the microwave data also introduce uncertainties into interpreting the resultant time series. To illustrate these problems, the time series produced from an inverse-distance weighted average of scan cells within 25 km of Dye 2 was compared to data binned into a 25 × 25 km grid cell that includes Dye 2, averaged on either a daily or twice-daily basis. The gridding process used can make a substantial difference in the estimated brightness temperature for a given location, particularly if the scan cells included in a daily average tend to be clustered more in the morning or afternoon.
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INTRODUCTION

Snowpack melt occurrences detected using passive microwave data have been used to examine climate variability on the Greenland ice sheet. This study compares two techniques to detect snowpack melt using passive microwave data. The first approach (Mote and Anderson 1995) uses thresholds of 37-GHz, horizontally polarized brightness temperatures to determine when melt is occurring. The thresholds vary by grid cell and are a function of the spring brightness temperatures. Observed brightness temperatures are compared to modeled brightness temperatures associated with the onset of melt. The second method (Abdalati and Steffen 1995) uses a cross-polarized gradient ratio (XPGR), which is the normalized difference of the 19-GHz, horizontally polarized, and the 37-GHz, vertically polarized brightness temperatures. Abdalati and Steffen (1995) determined a threshold for the XPGR from field observations. Thresholds chosen for both methods corresponded to a 1% liquid water content in the snowpack.

The comparison was conducted for the entire Greenland ice sheet using orbital SSM/I brightness temperatures from 1990. To maintain consistency, the orbital data were gridded into morning and afternoon passes and then into a daily composite. The same mask was used to exclude land and water areas near the ice sheet margin. Orbital SSM/I brightness temperatures from 1993 were compared with surface observations and energy-balance model results from Dye 2.

RESULTS

The results of this study indicate strong correlations between the daily spatial extent of surface melt (melt area) identified by the two methodologies using the gridded brightness temperatures. The melt occurrences identified by the two approaches were generally similar in both extent and duration (Fig. 1 and 2). However, some differences between the techniques were observed (Fig. 3). The XPGR approach (Abdalati and Steffen 1995) produces a slightly higher overall melt area than the single-channel technique (Mote and Anderson 1995) when the melt areas are accumulated over the entire season, 1.34 and $1.17 \times 10^8$ km$^2$, respectively. Time series of daily melt area for both approaches (Fig. 4) and the differences between the approaches (Fig. 5) were also generated. The single-channel approach indicates more daily fluctuations than the XPGR approach. This difference is most likely attributable to the stronger dependence of the 37-GHz channel used in the single-channel approach on liquid water in the top few centimeters of the snowpack. During the end of the season, the XPGR approach indicates more melt.

A difference in the timing of the snowpack melt between the two approaches is also apparent. The two time series of daily melt area were cross-correlated with lags of 1 to 10 days. The highest cross-correlation between the time series was with the single-channel approach, leading the XPGR approach by 7 days (Fig. 6). The cross-correlation coefficients are:

1. No adjustments to either time series, $r = 0.64$;
2. The single-channel approach lagged seven days, $r = 0.75$;
3. The single-channel approach lagged 7 days and smoothed with a 10-day centered moving average, $r = 0.84$.

Although a lag is clearly present between the time series, it appears that the lag develops during the melt season. During May and June there is very little lag between the time series, but a lag becomes very apparent in July and August. The
Figure 1. Frequency of melt (in days) identified by the single-channel approach.

Figure 2. Frequency of melt (in days) identified by the XPGR approach.

Figure 3. The difference in frequency of melt (in days) identified by the single-channel minus the XPGR approach.

a. When the single-channel shows a higher melt frequency (a positive difference).

b. When the XPGR displays a higher melt frequency (a negative difference).
Figure 4. Time series of daily melt for the single-channel and XPRG approaches.

Figure 5. Differences in the time series of daily melt for the single-channel minus XPRG approaches.
Figure 6. Time series of daily melt for the single-channel and XPGR lagged 7 days.

Figure 7. Time series for Dye 2, Greenland, representing surface observations, energy-balance model results, and swath brightness temperature data.
lag may even be greater than 7 days late in the melt season. This change in the lag during the melt season possibly is caused by the lack of penetration of liquid water into the snowpack early in the season. Later in the melt season, the XPGR approach may be indicating meltwater a few centimeters into the snowpack as a residual from a previous day's melting. The single-channel approach’s thresholds need to be adjusted lower late in the melt season to account for lower non-melt brightness temperatures that result from larger snow grain sizes after metamorphism. If this is the case, the single-channel approach is underestimating melt late in the season. The XPGR approach may also be overestimating melt late in the summer by identifying highly metamorphosed snow as melt.

Similar results were found when a more detailed study of the swath brightness temperatures for Dye 2 were analyzed for 1993 (Fig. 7). The swath data were also gridded for comparison. The single-channel approach indicates melt during periods with temperatures above 0°C and when the modeled liquid water content is above 1%. The XPGR approach only reaches its melt threshold after prolonged melt has occurred, near the end of the period. The single-channel approach identifies more melt events and identifies them earlier in the melt season. Both approaches show reduced response to melt owing to the temporal averaging of the swath data.

CONCLUSIONS

Monitoring surface snowmelt and melt frequency from passive microwave data needs to be continued to establish a longer period of record for use in climate change studies and to aid in understanding the energy balance responses of the Greenland ice sheet. The research presented demonstrates that the two approaches detect similar extents and durations of melt occurrences. The results also indicate that both approaches do have differences in detection of snowmelt, most likely attributable to how melt occurs in the snowpack and its representation by passive microwave radiation. The potential exists for combining the techniques to get some indication of the vertical extent of melt. Even though passive microwave sensors and their calibrations have changed in the past and will continue to change in the future, the approaches used to determine melt are important, allowing long time series of daily melt extent to be established. From these time series, annual variations in the extent of melt can be determined, advancing our knowledge of how the Greenland ice sheet might respond to future climate changes.
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1. INTRODUCTION

Meteorological observations and output from a one-dimensional energy and mass balance model of the snowpack were compared to microwave radiometric data during the summer of 1993 for Dye 2, Greenland. Dye 2 (66°29'N, 46°17'W, 2260 m a.s.l.) lies in the percolation zone of the Greenland ice sheet, a zone where melt occurs but where any meltwater percolates into the snowpack and refreezes. The comparison was made as part of a larger project using microwave radiometric data to map the melt zone of the Greenland ice sheet. The field season at Dye 2 was designed to examine (1) the accuracy of microwave data in identifying surface melt, (2) the meteorological conditions associated with melt in this region, and (3) the effect of snowpack metamorphism on the snowpack's microwave emissivity.

2. DATA

Meteorological observations were taken during 10 June to 13 July 1993 at Dye 2. The measurements included hourly values of surface air temperature, snowpack temperatures (to a depth of 2 m), humidity, wind direction and speed, incoming and reflected shortwave radiation, and downwelling longwave radiation. These data were used to drive a one-dimensional energy and mass balance model that allows for melt and metamorphism of the snowpack. The model, SNTHERM.89, was developed at the U.S. Army Cold Regions Research and Engineering Laboratory (Jordan, 1991), and modified for use on the ice sheet (Rowe et al., 1995). The model produced hourly time series that included, but were not limited to, depth profiles of temperature, liquid water content, and snow density for the period of 21 June to 13 July 1993.

Microwave radiometric data from the Special Sensor Microwave/Imager (SSM/I) sensor aboard the DMSP F-11 satellite were obtained for June and July 1993 (Wentz, 1991). An inverse distance weighting approach was used for all scan cells that were centered within a 25 km radius of Dye 2 to produce a time series of brightness temperatures for Dye 2. Morning overpasses occurred at 0900-1100 UTC (0600-0800 LST), and afternoon overpasses occurred at 1400-1700 UTC (1100-1400 LST).

3. RESULTS

The 37 GHz, horizontal polarization, (37H) brightness temperatures were compared to SNTHERM.89 output of volumetric water content and energy fluxes (Figure 1). The volumetric water content was averaged over 2 and 10 cm layers, which were selected because the model output indicates that liquid water often first appears 1-3 cm below the surface of the snowpack when the air temperature is below 0°C. This is due to radiation penetration into the snowpack and the evaporation of liquid water closer to the surface. As the model begins to indicate increased concentrations of liquid water, water becomes evident nearer to the surface and begins to percolate deeper into the snowpack.

3.1 Snowpack Melt

The afternoon observations of the 37H brightness temperatures for each day during 22-24 June and 9-12 July exceeded a threshold value of 201.1 K calculated by Mote and Anderson (1995) that is associated with the onset of snow melt for Dye 2 (Figure 1f). The afternoon 37H brightness temperatures also exceeded the threshold value on 1 July and on 26 June. The average volumetric liquid water content (m_r) in the upper 2 cm of the snowpack, as given by SNTHERM.89, shows the occurrence of melt during the afternoons of 22-24 June and 10-11 July (Figure 1c). On all three days during 22-24
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June, the volumetric water content of the upper 2 cm of the snowpack during the time of the afternoon SSM/I overpass was greater than 6 percent; it was also greater than 6 percent during the afternoons of 10 and 11 July. The surface air temperatures were at or above freezing during the afternoons of 22-24 June and 10-13 July (Figure 1a).

Melt was indicated in the upper 2 cm of the modeled snowpack before the afternoon SSM/I overpass on 28 June as the surface air temperature rose above freezing, but the model output indicates that the surface had refrozen by the time of the SSM/I overpass (Figure 1e). The 37H brightness temperature during the afternoon overpass of 28 June (188.3K) is less than the threshold value (201.1K), giving no indication of melt (Figure 1f). The model provides no indication of melt in the top 2 cm of the snowpack during the afternoon of 1 July, and the surface air temperature was 5K lower than the freezing point at the time of the SSM/I overpass. However, the 37H brightness temperatures during the afternoon overpasses were 236.2K at approximately 1800 UTC (1500 LST) and 213K at approximately 2000 UTC (1700 LST), which are both above the melt threshold value (Figure 1f). Although no melt was indicated in the top 2 cm, there was an indication of melt in the top 10 cm. The low density of the fresh snow that fell during the morning of 1 July (Figure 1a) may have allowed penetration of radiation further into the snowpack, resulting in liquid water below but not within the top 2 cm of the snowpack.

3.2 Snow Grain Growth

In one case, the model output indicated liquid water in the snowpack, but the 37H brightness temperatures were not elevated above the 201.1K threshold. The 11 July melt for the top 10 cm of the snow showed approximately 3 percent volumetric water content during the morning, although the model output showed the top 2 cm as dry (Figure 1e). Although the model indicated some liquid water in the top 10 cm, the 37H brightness temperature for the 11 July morning overpass (184.3K) was below the 201.1K threshold (Figure 1f). This is in contrast to the observations and model output during the afternoon of 1 July, in which the model output showed liquid water in the snowpack below a dry layer, but with a relatively high brightness temperature (236.2K at 1800 UTC). This difference at first suggests that the model may not be adequately handling the percolation and refreezing of melt water in the snowpack, and the top 10 cm of the snowpack was actually dry on 11 July. However, one difference between the afternoon of 1 July and the morning of 11 July was that on 11 July the top 2 cm was a refrozen snow layer while on 1 July the surface of the snowpack was freshly fallen snow. The large-grained, refrozen upper layers on the morning of 11 July may have scattered the radiation emitted from the underlying wet layer, reducing the brightness temperature, while the fine-grained fresh snow on 1 July would not.

Melt-freeze metamorphism results in increased grain size, which increases the effect of volume scattering and reduces the brightness temperatures. At Dye 2, a result of this process is the downward trend in morning brightness temperatures from approximately 190K during early June to 170K in mid July. These changes appear in steps that correspond to the various melt periods. The morning brightness temperatures decreased from slightly greater than 190K during the first week of June to approximately 185K after the 9-17 June melt period (not shown). After the 22-24 June melt period, the morning brightness temperatures decreased to approximately 180K, and then decreased to about 170K during the melt period that began 9 July.

3.3 Surface Energy Balance

Both of the primary melt periods, 22-24 June and 10-11 July, were associated with relatively strong sensible heat components to the energy balance, greater than 40 W m$^{-2}$ (Figure 1d). On each of those days, with the exception of 11 July, the shortwave radiation flux also exceeded 200 W m$^{-2}$ (Figure 1b). Although the shortwave radiation flux peaked at less than 50 W m$^{-2}$ on 11 July, significant cloud cover resulted in a positive longwave radiation flux. As a result, the peak net radiation flux on 11 July was almost equal to that of 10 July (Figure 1c).

The reason for melt occurrence on 1 July was due to a strong longwave radiation component. The longwave radiation flux was slightly positive for much of 28 June to 2 July. The same conditions also resulted in a marginal melt event on 2 July. The SNThERM.89 model output indicated a small amount of liquid water in the upper 2 cm and some liquid water in the upper 10 cm on 2 July, although less than on 1 July (Figure 1e). The 37H brightness temperature was within 0.5K of the melt threshold on the afternoon of 2 July (Figure 1f). The melt event on 1-2 July also had a substantial latent heat component. The latent heat flux during 29 June to 11 July was near zero during the period of high relative humidity in the early morning hours, compared to more typical values of -50 W m$^{-2}$ (Figure 1d). Possibly the lack of a strong shortwave radiation component is the reason the model produces melt deeper in the snowpack during 1-2 July than on 22-24 June and 10-11 July (Figure 1e).

The energy available to produce melt is more clearly indicated by examining the change in the heat storage of the snowpack ($dQ$). Five times during 21 June to 11 July
Figure 1. Hourly surface air temperatures (line) and precipitation (bars) (a); hourly shortwave (SWR) and longwave (LWR) radiative fluxes (b); modeled hourly net radiation flux (c); modeled hourly sensible (H) and latent (LE) heat fluxes (d); modeled hourly volumetric water content (e); and 37 GHz. horizontal polarization, brightness temperatures from SSM/I (f). Symbols indicate values concurrent with SSM/I overpasses.
dQ exceeded 100 W m\(^{-2}\) (Figure 2). Two of those instances, 23 June and 11 July, are clearly associated with surface melting. Two other instances occurred on 30 June and 1 July, associated with the 1-2 July surface melting. One instance in which dQ exceeded 100 W m\(^{-2}\), 7 July, was not clearly associated with any surface melting. This occurred during a relatively prolonged cold period and after a fresh snowfall (Figure 1a). The energy added to the snowpack on 7 July was not sufficient to induce melting.

4. CONCLUSION

Diurnal melt-freeze cycles that occurred during mid June to early July are evident both by an increase in the microwave brightness temperatures and from the formation of liquid water as shown in the SNTHERM model output. These time series demonstrate that a brightness temperature threshold for a single channel of microwave data can be used for melt identification, particularly if other geophysical characteristics of the snowpack are also considered. Additionally, the effects of melt-freeze metamorphism of the snow and new snow accumulation are evident in the brightness temperature time series. The majority of the liquid water was a result of large short-wave radiation and sensible heat components, although there is evidence of melt induced primarily by downwelling longwave radiation.

Due to the relatively coarse resolution of passive microwave data, heterogeneous snow conditions within a scan cell introduces difficulty in interpreting the microwave data. This is particularly true when comparing surface conditions at one point to scan cells that may include information from nearly 50 km away from the location of interest. The use of modeled snowpack conditions, as has been done in this work, is suggested as an alternative to the use of firm cores or snow pits. The modeled conditions are likely more representative of the average conditions within the sensor's footprint than any individual core or pit.
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Abstract. A one-dimensional heat and mass balance model of a snowpack over frozen soil was modified for use in glacial environments. The model solves a set of governing equations for the energy and mass balances of the snow, subject to observed meteorological conditions at the upper boundary and the assumption of a steady state at the lower boundary. The initial state of the snowpack is defined by the temperature, density and grain size profiles at the beginning of the simulation period. The data used to test the model on the Greenland ice sheet are a subset of the meteorological and surface data collected during the 1990 summer field season by the Swiss Federal Institute of Technology (ETH) Greenland Expedition. The site was located near the equilibrium line elevation on the west slope of the ice sheet. The relatively large amount of snowmelt experienced at this site during the summer of 1990 provides a robust test of the snowmelt model. Both the simulated height and mass of the snowpack agree well with the observations. The evolution of profiles of temperature, density and liquid water content also conform to our expectations of the physical changes taking place in the snowpack during melt. Results from the present model are also compared to those from a similar model and differences between the models are discussed.

Introduction

The Greenland ice sheet exerts an influence on the atmosphere, at least at a regional scale, due to the combined effects of its elevation, surface temperature and albedo. In turn, the mass balance of the ice sheet depends on the relationship between the ice sheet and its climatic environment, especially in terms of the mass and energy exchanges that take place at the surface of the ice sheet. Simply stated, the average net mass balance of the entire ice sheet is determined by evaluating the difference between accumulation and ablation at many individual points throughout the entire area. However, the response of the ice sheet to natural or human-induced variations in climate is incompletely understood due to the complex interactions between the ice sheet and the atmosphere at various spatial and temporal scales. For example, a warming of the atmosphere over Greenland would be expected to increase ablation from the ice sheet resulting in a negative mass balance [Van der Veen, 1987; Braithwaite, 1990; Braithwaite and Olesen, 1990a; Warrick and Oerlemans, 1990; Huybrechts et al., 1991]. Increased ablation would be due not only to increased sensible heat and longwave radiation fluxes to the ice sheet resulting in greater melt, but also to an increase in the area of the ablation zone and to a longer melt season. However, the increase in atmospheric water vapor that would accompany the temperature rise could result in increased precipitation over all or part of the ice sheet, partially or completely offsetting the increased ablation [Van der Veen, 1987; Warrick and Oerlemans, 1990; Huybrechts et al., 1991].

Many studies of the mass balance of the Greenland ice sheet have parameterized ablation as a function of temperature, either alone or in combination with other variables such as wind speed [Braithwaite, 1990; Huybrechts et al., 1991; Reeh, 1991]. For estimation of the current mass balance of the ice sheet, these parameterizations appear to be adequate, but they are inappropriate for the investigation of ice sheet mass balance in a changing climate. This is because of feedbacks between the ice sheet and the climate system that are not considered explicitly by the parameterizations and because the parameterizations might not remain valid under a changed climate due to extrapolation errors. Furthermore, because air temperature is a state variable, it will respond not only to changes in the climate, but also to any changes to the ice sheet itself.

Energy balance and degree-day models that incorporate the physics of snowmelt and reliable measurements of ice thickening and thinning rates can provide insight into the ice processes that might be affected by climate change [Braithwaite, 1990; Braithwaite and Olesen, 1990a,b]. It is the purpose of this investigation to employ an energy balance model to investigate the processes affecting mass balance at a specific site near the equilibrium line elevation [Ohmura et al., 1991]. For this study, a one-dimensional model of snowpack physics that was originally developed at the Army Corps of Engineers Cold Regions Research and Engineering Laboratory (CRREL) [Jordan, 1991] has been employed. This model originally was formulated to consider snow over frozen ground, so that only a few modifications were necessary to implement the model for the case of interest (i.e., snow over firm/ice). The model solves a set of governing equations for the energy and mass balances of the snow, subject to observed meteorological conditions at the upper boundary and the assumption of a steady state at the lower boundary, from an initial state defined by the temperature, density and grain size profiles at the beginning of the simulation period.
Model Summary

General Methodology

The one-dimensional mass and energy balance model used in this study (SNTHERM) was developed for predicting temperature profiles within layered frozen media. It was partially based on the earlier work of Anderson [1976] and is similar in many respects to other recent mass and energy balance models for snow [Akan, 1984; Bader and Weilenmann, 1992; Brun, 1989; Crevello and Oerlemans, 1986; llangasekare et al., 1990; Jordan, 1983; Loth, 1993; Morris, 1987]. In addition to temperature prediction, SNTHERM simulates the various physical and hydrological processes within a snow cover, including water flow, compaction, grain growth, snow ablation, and snow accumulation. Only thermal processes are modeled for soil layers, and therefore a sink is included at the snow-soil interface which artificially drains infiltrating water when it reaches the soil. The snow or soil layers are modeled as mixtures of five constituents: dry soil material, dry air, ice, liquid water, and water vapor, denoted by the subscripts \( d, a, i, l, v \), respectively. The partial or bulk density (\( \gamma_k \)) of each constituent \( k \) is related to its intrinsic density (\( \rho_k \)) as

\[
\gamma_k = \theta_k \rho_k, \tag{1}
\]

where \( \theta_k \) is the fractional volume. For this study of snow ablation over an ice sheet, it was possible, with minor modifications to the model, to treat the ice as a soil layer with no dry soil component, as indicated in Figure 1. This procedure made advantageous use of the intralayer drain in the model and avoided problems of ponding water, which are not handled in SNTHERM. To be succinct, references to the dry soil fraction are omitted from the equations in the following summary.

SNTHERM uses a control volume numerical procedure to describe the spatial domain [Patankar, 1980] and a Crank-Nicholson weighting scheme for the time domain. The conceptual grid used in the numerical solution is shown in Figure 1. In order to accommodate compaction of the snow cover, the control volume thickness is allowed to change over time. This is not the usual practice, but is efficient numerically since the control volume boundaries remain coincidental with the stratigraphy of the evolving snow cover. The mass of ice and water is assumed to be conserved under contraction of the control volume, whereas the displaced portion of air and water vapor are expelled. Governing sets of equations are linearized with respect to the unknown variables and solved by the Thomas or tridiagonal matrix algorithm (TDMA) [Patankar, 1980]. For each time step, the mass balance equations are solved first and the water flux and snow density from this computation are used in the subsequent solution of the energy equation. Readers desiring further details on the numerical methods of SNTHERM or on the governing equations are referred to Jordan [1991].

Conservation Equations

One-dimensional mass balance equations for the total snow medium and the three water constituents, respectively, are of the form

\[
\frac{\partial }{\partial t} \int \rho_z \, dz = - \sum \int J_k \cdot n \tag{2}
\]

and

\[
\frac{\partial }{\partial t} \int \gamma_k \, dz = - \sum \int J_k \cdot n + \sum \int M_{k') \cdot dz(1 - \delta_{k'}) \tag{3}
\]

where \( t \) is time, \( \rho_z \) is the overall snow density, \( z \) is the vertical position relative to the snow-soil interface, \( dz \) is the incremental control volume thickness, \( J_k \) is the flux of water constituent \( k \) (positive upwards), \( n \) is a unit vector normal to the surface of the control volume, and \( \sum \) indicates a summation over the top and bottom surfaces of the control volume. The source terms \( M_{vi}, M_{vi} \) and \( M_{vi} \) are the mass rates of melt, evaporation, and sublimation, respectively, \( \delta_{k'} \) is the Kronecker delta, and \( M_{vi} = -M_{vi} \).

---

Figure 1. One dimensional grid for a two-layer system of snow over ice. The ice layer is treated as a soil without a dry soil component.
Air within the pore space is assumed to be stagnant and incompressible so that the vapor flux is driven by diffusion only. With the further assumption that the air is saturated, the vapor flux is computed from Fick's law as

\[ J_v = -D_v \frac{\partial p_{sat}}{\partial z} = -D_v \frac{\partial p_{sat}}{\partial T} \frac{\partial T}{\partial z}, \]  

where \( p_{sat} \) is the intrinsic water vapor density at saturation, and \( D_v \) is an effective diffusion coefficient for vapor flow through snow which takes into account condensation and sublimation of vapor on the ice grains. Having specified that the control volume remains coincident with the compacting snow cover, the mass flux of ice is taken as 0. Movement of liquid water through snow is assumed to be governed by Richards' equation [Richards, 1931]. Since capillary forces within snow are usually 2 to 3 orders of magnitude less than those of gravity [Colbeck, 1971], they are neglected, and the liquid water flux is expressed as

\[ J_w = \frac{K_s}{\mu_w} \rho_l^2 g, \]  

where \( K_s \) is the hydraulic permeability, \( g \) is the gravitational constant, \( \rho_l \) is the density of water, and \( \mu_w \) is the dynamic viscosity of water. The formula of Brooks and Corey [1964] is used for estimating \( K_s \)

\[ K_s = K_{max} s^\epsilon, \]  

where \( s \) is the effective saturation \( (s - s_d)/(1 - s_d) \), \( s_d \) is the liquid water saturation, \( s_r \) is the residual liquid water saturation. \( K_{max} \) is the saturated permeability computed from the formula of Shimizu [1970] and the parameter \( \epsilon \) is taken as three [Colbeck and Anderson, 1982]. Discounting evaporative changes, the water flow equation is formulated from the equation for liquid water continuity as

\[ \frac{\partial}{\partial t} \int f s \phi dz = \frac{\partial}{\partial z} \left( \sum \frac{K_{max} s_r^\epsilon k}{\mu_w} \right) \cdot n + \int M_{hi} \Delta z \]  

where \( k \) is a unit vector in the upwards vertical direction. The snow porosity \( \phi \) changes with time and is related to \( M_{hi} \) through the continuity equation for ice.

The water infiltration pattern generated by (7) consists of a step function in the vertical direction and even wetting in the horizontal direction. Whereas this simplified simulation of the flow pattern is adequate for many modeling purposes, it is important to note that it is not a realistic description. The actual flow pattern is almost always in the form of fingers, which disperse the leading edge of the infiltration wave and accelerate its arrival at the bottom of the snow cover [Colbeck, 1979; Marsh and Woo, 1984]. In addition, discontinuities in hydraulic permeability and capillary tension between heterogeneous snow layers result in horizontal flow along these textural boundaries. There is also an uncertainty associated with the selection of the residual saturation, since it must be satisfied prior to the advancement of the water front and therefore directly affects the infiltration rate. Moreover, the amount of water retained by the snowpack and the snow density are directly related to this parameter. A summary by Kattelmann [1986] on measurements of the residual water content \( (\theta = s, \phi) \) shows a broad range of values from 0.0 to 0.4, with most lying between 0.01 and 0.05. An intermediate value of \( s_d = 0.04 \) has been selected as the default value for the model.

The one-dimensional equation for the conservation of energy is written as

\[ \frac{\partial}{\partial t} \left( \rho_c h_i \right) + \sum \left( J_i \rho_i^2 g \right) = -\sum J_i h_i \]  

for each control volume element. The formula of vand 0.01 and 0.05. A intermediate value of \( s_d = 0.04 \) has been selected as the default value for the model.

\[ \frac{\partial}{\partial t} \left( \rho_c h_i \right) + \sum \left( J_i \rho_i^2 g \right) = -\sum J_i h_i \]  

\[ = -D_v \frac{\partial p_{sat}}{\partial T} \frac{\partial T}{\partial z}, \]  

where \( h \) is the specific enthalpy taken with respect to the fusion point of water, \( k \) is the thermal conductivity of snow, and \( R_s \) is the net radiation. The general expression for enthalpy is

\[ h = \int c(T) dT + R_s, \]

where \( c \) and \( L \) are the specific and latent heats, respectively. The first term in (8) represents the change in stored heat and the subsequent terms represent heat fluxes due to water flow, vapor diffusion, conduction, and solar radiation \( (R_s) \), respectively. Disregarding hysteresis effects, the unfrozen water content \( (\gamma_w) \) is related to temperature through an adaptation of the formula developed by Guryanov [1985] for soil

\[ f_i = \frac{1}{\gamma_w - 1} (\gamma_w + T - T_0)^2, \]

where \( T_0 \) is the temperature depression (273.15 - T), and \( \gamma_w = \gamma_c + \gamma_f \). A value of \( a_1 = 100 \) was selected to provide a reasonably sharp curve (99% of the water is frozen at -0.10°C) while avoiding the numerical difficulties associated with too steep a slope. Sensible and latent heat changes are combined in an apparent heat capacity \( (c_{app}) \) as

\[ c_{app} = c_s + L_{si} \frac{\partial}{\partial T} + L_{li} \frac{\partial}{\partial T} s, \]

where \( c_s \) is the specific heat of the total snow medium, and \( L_{si} \) and \( L_{li} \) are the latent heats of fusion and sublimation, respectively.

The solar absorption term in (8) depends primarily on the intensity, angle, and spectral composition of the incident radiation, and on snow albedo, optical depth, and grain diameter. As a first approximation, incident solar energy is assumed diffuse and isotropic, and is divided at 1.12 \( \mu m \) into components corresponding roughly to the visible and to the near and midinfrared regions of the spectrum. Infrared radiation is assumed to be totally absorbed within the top node, and visible radiation to decay according to Beer's law, where the asymptotic bulk extinction coefficient \( \beta \) is computed from the formula of Bohren and Barkstrom [1974]

\[ \beta_w = \frac{0.003795 \gamma_w}{\sqrt{\lambda}}, \]  

using a value of 0.003795 suggested by Anderson [1976]. A value of 0.78 is set as a default for the albedo of snow, and 55% of the net solar radiation is considered to be in the near and midinfrared wavebands.

**Snow Cover Metamorphism**

The deformation rate of the snow cover takes into account settling due to metamorphism, compaction under the sustained pressure of the snow overburden and loss of snow structure during active melt, giving

\[ \frac{\partial}{\partial t} \left( \frac{\partial}{\partial z} \right) = \left[ \frac{\partial}{\partial z} \right]_{\text{metamorphosis}} \]  

\[ + \left[ \frac{\partial}{\partial z} \right]_{\text{overburden}} \left[ \frac{\partial}{\partial t} \right]_{\text{melt}}, \]  

where
where the algorithms for the first two mechanisms follow Anderson [1976]. Mass losses for nodes undergoing melt are compensated by a reduction in the control volume thickness so that a constant ice density is maintained. In addition to compaction, water and vapor flows are factors in the overall densification of the snow cover. If a control volume mass or thickness falls below prescribed minimums, either through melt, sublimation, or compaction, it is automatically combined with a neighboring volume.

The grain growth function for dry snow is an adaptation of a formula used to predict growth by sintering in metals and ceramics [Stephenson, 1967; Gow, 1969]. This function is directly related to vapor flux which provides the necessary vapor source for growth and inversely related to particle size. There is a marked increase in grain growth within wet snow [Colbeck, 1982]. The growth function in this case is related to liquid water content and is again inversely related to grain size, with a maximum size set at 3 mm.

Boundary Conditions

Upper boundary conditions at the snow surface are prescribed by meteorologically determined fluxes of mass and energy. The surface energy flux \( I \) is expressed as

\[
I = -R^d (1 - \alpha) - R^l \left( T_w - T_0 \right) + I_{\text{snow}} + I_{\text{lat}} + I_{\text{con}}
\]

where \( R^d \) is the energy flux of downwelling solar radiation, \( \alpha \) is the snow albedo, \( R^l \) and \( R^d \) are the energy fluxes of downwelling and upwelling longwave radiation, \( I_{\text{snow}} \) and \( I_{\text{lat}} \) are the turbulent fluxes of sensible and latent heat, and \( I_{\text{con}} \) is the heat convected by rain or falling snow. Solar radiation is estimated from the three-layer insolation model of Shapiro [1982, 1987], and the downwelling longwave flux is computed from the formula of Idso [1981], with the addition of the Wachtman correction [Hodges et al., 1983]. The upwelling longwave flux is expressed as

\[
R^l = \epsilon_o \sigma T_o^4 \left( 1 - \epsilon_o \right) R^d
\]

where the first term on the right is the longwave emission from the snow as a function of the surface temperature (\( T_o \)) and the emissivity of the snow (\( \epsilon_o \)) and the second term is reflected downwelling longwave radiation. A value of 0.97 is used for the snow emissivity [Jordan et al., 1989]. The turbulent fluxes are given by [Andreas and Murphy, 1986]

\[
I_{\text{snow}} = -\rho_a c_p C_H^W (T_w - T_0)
\]

and

\[
I_{\text{lat}} = -L_v C_p^W (\rho_{\text{vap}} - \rho_{\text{vap}}^0)
\]

where \( \rho_a \) is the air density, \( c_p \) is the specific heat of air at constant pressure, \( C_H^W \) is the bulk transfer coefficient for sensible heat, \( C_p^W \) is the bulk transfer coefficient for latent heat, \( w \) is the wind speed and \( \rho_{\text{vap}} \) is the vapor density in air, which is computed using the relative humidity. The bulk transfer coefficients are taken as equal and, assuming neutral stability, are computed from the roughness length (\( z_0 \)) as

\[
C_{H, W} = C_{H, W}^0 \left( \frac{k^2}{\ln \left( \frac{Z}{z_0} \right)} \right)^{1/2}
\]

where \( Z \) is the observation height above the snow interface. For nonneutral atmospheric conditions, the standard stability adjustment is made to \( C_{H, W} \) and \( C_{N, W} \) [Large and Pond, 1982; Jordan, 1992].

Rainfall and the turbulent exchange of water vapor provide the upper boundary fluxes in the mass balance and water flow equations, where the vapor flux is computed as the turbulent flux of latent heat divided by \( L_v \). Additional nodes are added on top of the snow cover when snowfall occurs, using a default density of 100 kg m\(^{-3}\) for the new snow.

As the bottom boundary condition for the energy equation, a constant temperature of -8.9°C is assumed at a depth of 10 m, since the 10 m temperature is nearly constant on an annual basis [Paterson, 1980]. No lower boundary is required for the water flow equation when the gravitational approximation is used.

Data

The data used to test the model on the Greenland ice sheet are a subset of the meteorological and surface data collected during the 1990 summer field season by the Swiss Federal Institute of Technology (ETH) Greenland Expedition [Ohmura et al., 1991]. The site was located near the equilibrium line elevation on the west slope of the ice sheet (69°34'25"3'N, 49°17'44.1"W, 1175 m above sea level (asl)). This site was originally chosen because the location of the equilibrium line should be a sensitive indicator of the relationship between glacier mass balance and climate variations [Ohmura et al., 1992]. For the purpose of the current research, the relatively large amount of snowmelt experienced at this site during the summer of 1990 provides a robust test of the snowmelt model. In addition, data from this site were used by Greuell and Konzelmann [1994] to optimize and test an energy and mass balance model. These two models are similar in some respects but have significant differences in their formulation, initialization, and use. Results from the present model will be compared to those of Greuell and Konzelmann [1994], and the differences between the models will be discussed below.

Meteorological Data

Meteorological data (air temperature, relative humidity, wind speed, cloud cover, and precipitation) at 6-hour intervals from the ETH site were published for the entire field season. A subset of the data from JD 163 (June 12) to JD 212 (July 31) was extracted from the ETH data for use with the snowmelt model. This period begins at the first observation with all of the data needed to run the snowmelt model, and ends soon after the snowpack has completely melted. Before using the published data, missing and invalid air temperature data were estimated from the preceding and following observations, and two obvious typographical errors in relative humidity were corrected. Because the model uses linear interpolation to estimate meteorological variables at model time steps between observations, it was thought necessary to preprocess the data to create an hourly meteorological data set for input to the model. Hourly air temperature, relative humidity, and wind speed were estimated from the published data using cubic spline interpolation. Because of the difficulty associated with interpolating cloud type, both cloud cover and cloud type were held constant over a 6-hour period centered on the observation (i.e., for the hour of observation, the 3 hours preceding and 2 hours following). Precipitation was distributed over the 6-hour period preceding the observation so as to preserve the correct 6-hour precipitation total. With the exception of days 167 and 168, all the precipitation fell as rain. The resulting hourly data were converted to the proper units for input into the snowpack model (Figure 2). Because detailed radiation data were not published in a format that could be used in the model, they were estimated using the algorithms provided in the SNThERM code.

Snowpack Data

The snowmelt model requires initial vertical profiles of temperature, density, and grain diameter for the snowpack and the underlying...
ing substrate. Temperature and density profiles were estimated from published figures for the ETH site [Ohmura et al., 1991]. The ETH scientists measured snowpack temperatures at six depths (initially 0, 19, 38, 57, 76, and 95 cm above the snow/ice interface) using thermistors inserted approximately 50 cm horizontally into the wall of a pit, which was subsequently filled. Measurements were made at 0000, 0600, 1200 and 1800 UT daily. Enthalpic temperatures were measured daily using thermistors mounted on cables that were lowered into holes drilled into the ice. A total of six such cables were used by the ETH scientists in 1990 [Greuell, 1991b]. To initialize SNiTherm, the snowpack temperatures were estimated for 0000 UT on JD 163 (June 12), while enthalpic temperatures to 10 m were estimated for the previous day. Since enthalpic temperatures can be expected to vary only slowly at the beginning of the summer, this should not introduce any significant errors into the initial temperature profile.

Mass balance measurements were made by the ETH scientists 4 times per day using five stakes set into the snow approximately 10 m apart. These snowpack heights were averaged to give a value representative of the change in height of the snowpack. Once per day, generally around 1800 UT, vertical profiles of density and liquid water content were obtained from the wall of a pit dug into the snowpack. Several different methods were used by the ETH scientists to measure density. The values used to initialize SNiTherm were interpolated from a graph presenting the density profile as measured at 5 cm intervals with a 500 cm³ cylinder inserted horizontally into the pit wall. Raw density measurements were corrected before plotting to correspond to density measurements made using a large cylinder vertically inserted into the snowpack. Density estimates could not be made for the first day of simulation, but were obtained for JD 167 (June 16). Again, in the absence of significant melt, this should not introduce significant initialization errors. Liquid water content estimates were calculated from measurements of the dielectric constant of the snow made concurrently with the density profiles.

The initial grain size profile was estimated from descriptions contained in the ETH report. The grain sizes used to initialize the model are comparable to those estimated as a function of density [Anderson, 1976].

Table 1. Snowpack Parameters Used in SNiTherm

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Default</th>
<th>Site-Specific</th>
</tr>
</thead>
<tbody>
<tr>
<td>Roughness length ((z_0))</td>
<td>0.007</td>
<td>0.001</td>
</tr>
<tr>
<td>Ratio of neutral stability bulk turbulent transfer coefficients of momentum and latent heat ((C_{ml}/C_{ns}))</td>
<td>1.5</td>
<td>1.0</td>
</tr>
<tr>
<td>Ratio of neutral stability bulk turbulent transfer coefficients of momentum and sensible heat ((C_{ml}/C_{ms}))</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Windless exchange coefficient for latent heat ((E_{nl}))</td>
<td>0.0</td>
<td>0.0</td>
</tr>
<tr>
<td>Windless exchange coefficient for sensible heat ((E_{ns}))</td>
<td>1.8</td>
<td>1.0</td>
</tr>
<tr>
<td>Fractional humidity in snow ((f_w))</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Albedo ((\alpha))</td>
<td>0.78</td>
<td>0.70</td>
</tr>
<tr>
<td>Irreducible or residual liquid water saturation ((x_s))</td>
<td>0.04</td>
<td>0.02</td>
</tr>
</tbody>
</table>

Results

Three model runs were made for a 50-day period from JD 163 (June 12) to JD 212 (July 31) 1990. The first run used the default snow properties (Table 1) given by Jordan (1990) for midlatitude seasonal snowpacks. This run left approximately 20 cm of snow on top of the ice at the end of the run, even though the actual snowpack had melted 2 days earlier (Figure 3). Most of the disagreement between the model and the observations arises from two periods (JD 176-178 and JD 186-189) when modeled mass loss occurs more slowly than observed.

The second run used snow properties chosen to be representative of the ETH site (Table 1). Roughness length was reduced to a value consistent with the relatively flat snow-covered terrain [Arya, 1988], the ratio of the turbulent transfer coefficients for latent heat and momentum was set to unity, the windless convection coefficient for sensible heat was set to zero, and the irreducible liquid water saturation was reduced by half. In terms of the mass balance, however, the most significant change was the reduction of the snow albedo from the default value to a value computed as a weighted average of the June and July monthly albedos reported by Konzelmann [1991] for the ETH site. Since the two periods of greatest discrepancy in the initial run were characterized by little or no cloud cover (Figure 2), the reduction in solar heating due to a too high albedo would be a likely cause. For this run, the height of the snowpack is reduced more rapidly than was the observed snowpack until just prior to the end of the run (Figure 3), and the modeled snowpack disappears less than 2 days after the observed. The mass of the snowpack is modeled closely until the last 5-6 days of the model run, when mass is removed too slowly. It must be noted that the observed mass was computed by Greuell and Konzelmann [1991] as the product of the snowpack height and an average snowpack density. Before JD 203 (July 22), they used as the density of snow a 5-day running mean of the density obtained by inserting the large cylinder vertically into the snowpack. From JD 203 to JD 210 (July 29), they used a constant snowpack density of 439 kg m⁻³ and after JD 210, a constant value of 300 kg m⁻³. Ice lenses and slush were assumed to have densities of 900 kg m⁻³ and 950 kg m⁻³, respectively. Therefore because of measurement errors...
from melt higher in the snowpack infiltrating and refreezing near the underlying ice and is responsible for much of the discrepancy between the simulated and observed mass. Once this dense layer forms, it reduces the infiltration rate of meltwater and continues to grow. Physically, this may be representative of the growth of superimposed ice as often occurs in the ablation zone of the ice sheet. Measurements of superimposed ice at the ETH camp indicated that it varied in thickness between 3 and 6 cm between JD 183 (July 2) and JD 202 (July 21) [Greuell and Konzelmann, 1991]. The actual snowpack at the ETH site, however, developed a slush layer beginning on JD 181 (June 30) that is not reproduced by the model since any liquid water reaching the ice surface is immediately drained away. If liquid water were allowed to accumulate in the lowest layers of the model snowpack, it would be more difficult for refreezing to occur and a slush layer could perhaps be formed. Slow drainage of liquid water from this slush layer would also improve the simulation of snowpack mass.

### Snowpack Liquid Water Content

The bulk of the snowpack has volumetric liquid water content of 2-6% from JD 169 (June 18) through JD 197 (July 16) in both the observations and the simulation (Figure 6). In general, the simulated liquid water content is somewhat lower than the observed values, but since these measurements were made in the late afternoon, they may correspond more closely to daily maximum and horizontal inhomogeneities, the observed mass balance may only be representative of the immediate area in which the measurements were taken (i.e., approximately 10 x 20 m), while the model results, based on the more spatially homogeneous climatic parameters, may actually represent more spatially averaged values.

Because the SNThERM model assumes a constant albedo, the average albedo specified for the second run is initially too low, then becomes too high for the final 10-12 days of the run. This corresponds to the errors in the modeled mass balance, with mass being lost too quickly at the beginning of the run (i.e., absorption of solar radiation too high) and too slowly at the end of the run. To overcome this problem, a third run was performed in which the albedo was specified on a daily basis using observed values from Greuell [1991a]. This run gives better overall agreement with the observed snowpack height during the period than did the previous runs. However, the snowpack mass balance is not modeled as well as by the second run.

Further discussion of the evolution of the snowpack temperature, density and liquid water content profiles will be based on the results of the final model run using the site-specific snowpack properties and a variable albedo.

### Snowpack Temperature

Both the actual and modeled snowpacks (Figure 4) become temperate (i.e., isothermal at 0°C) by JD 171 (June 20). The modeled snowpack (Figure 4b) remains essentially isothermal for the remainder of the simulation, but shows a diurnal variation in the upper 10-20 cm of the pack in response to the diurnal air temperature and radiation cycle.

### Snowpack Density

Densities in the observed and simulated snowpacks (Figure 5) increase over time, as is expected, due to snow metamorphism. However, the density of the layer closest to the underlying ice becomes too high in the simulation, beginning about JD 175 (June 24) in the lowest 5 cm of the snowpack and growing to about 20 cm by JD 200 (July 19). This density increase is caused by liquid water from melt higher in the snowpack infiltrating and refreezing near the surface and radiation cycle.

Figure 3. (a) Daily observed albedo (percent), with constant albedos used in runs 1 and 2 marked; (b) daily observed and modeled snowpack height (centimeters); and (c) daily observed and modeled snowpack mass balance (centimeters water equivalent).

Figure 4. Time-height profile of (a) observed [adapted from Greuell, 1991b] and (b) modeled snowpack temperature (°C). The observed snowpack became isothermal at 0°C on JD 170 (June 19). The heavy line in (a) indicates the top of the snowpack.
Energy Fluxes

Time series of the daily energy fluxes between the snowpack and both the atmosphere and the underlying ice (Figure 7) show that sensible heat flux and net radiation are positive throughout the simulation. Thus these two terms provide the energy source for snowmelt, while latent heat flux and conduction into the ice are energy sinks and reduce the energy available for melt. Melt is more highly correlated with net radiation ($r^2 = 0.809$) than with sensible heat flux ($r^2 = 0.076$). This is contrary to the findings of Braithwaite and Olesen [Braithwaite, 1981; Braithwaite and Olesen, 1984, 1990b]. They attribute their results to the greater temporal variability, and therefore greater covariability with melt, of sensible heat flux as compared to net radiation. For this simulation, however, net radiation and sensible heat flux have nearly equal variance, but net radiation represents the larger energy source for melt and thus results in a greater temporal correlation.

Model Intercomparison

Greuell and Konzelmann [1994] present results of a numerical model of the surface energy and mass balance at the ETH site for 1990. As with SNTHERM, their model uses air temperature and humidity, wind speed, cloud amount, and precipitation as input. However, unlike SNTHERM, the parameterizations used in their model to compute the various flux terms were, for the most part, developed for the ETH site specifically or for Greenland. In addition, their simulations made use of measured, rather than computed, radiation fluxes. Two significant differences between the models are their (1) incorporation of a snow albedo parameterization based on density and cloud cover and (2) inclusion of a slush layer as compared to SNTHERM's prescribed albedo and free drainage.

Initial profiles of temperature, density and liquid water content were prescribed on JD 152 (June 1) as a uniform temperature of -8.8°C within the ice to a depth of 25 m and a linear increase from that value at the snow/ice interface to 0°C at the surface, a constant snowpack density of 380 kg m$^{-3}$, and dry snow (i.e., no liquid water present). They ran their model until JD 249 (September 6), resulting in the ablation of approximately 18 cm of ice.

Following an initial model run, Greuell and Konzelmann tuned the model to provide good agreement with the mass balance and

liquid water contents than to daily average values. In the simulated snowpack, liquid water content is higher above the denser snow layers since the rate of drainage through the snowpack largely is determined by the density of the snow. The lowest part of the simulated snowpack is too dry after about JD 175 (June 24). This is the same layer that became too dense at about the same time. The upper part of the snowpack, to depths of about 15-30 cm, experiences a diurnal cycle of liquid water content that corresponds to the melt/refreeze cycle in the upper portion of the snowpack.

![Figure 5](image-url)

Figure 5. Time-height profile of (a) observed [adapted from Greuell and Konzelmann, 1991] and (b) modeled snowpack density (kilogram per cubic meter). Observed density profiles were not available after JD 196 (July 15). The heavy line in (a) indicates the top of the snowpack.

![Figure 6](image-url)

Figure 6. Time-height profile of (a) observed [adapted from Greuell and Konzelmann, 1991] and (b) modeled snowpack liquid water content (percent). Observed liquid water content profiles were not available after JD 197 (July 16). The heavy line in (a) indicates the top of the snowpack.
englacial temperature profile by increasing the measured downward radiation fluxes by 0.5%, decreasing the reflected shortwave by a similar percentage and increasing the extinction coefficient for ice from 2.5 m$^{-1}$ to 2.8 m$^{-1}$. These adjustment are, by their estimate, well within the respective uncertainties. As with SNThERM, their simulated mass loss is delayed relative to the observed loss. They attribute this to their treatment of mass storage in the slush layer, simulated mass loss is delayed relative to the observed loss. They attribute this to their treatment of mass storage in the slush layer, which in their model is not allowed to drain until it has reached its capacity of 20 cm. Thus even though these models represent two extremes in their treatment of the drainage of meltwater from the snowpack, they both result in the retention of mass at the bottom of the snowpack.

**Summary and Conclusions**

SNThERM, a one-dimensional energy and mass balance model developed at CRREL by Jordan [1992], was modified for use with snowpacks over ice. This model uses meteorological data and appropriate values for the surface properties to estimate the fluxes of shortwave and longwave radiation at the surface, sensible and latent heat transfers between the surface and the atmosphere, and the transfer of sensible heat into the snowpack. In addition, the profiles of shortwave and longwave radiation at the surface, sensible and latent heat fluxes, and liquid water content of the snowpack are estimated as the snowpack undergoes metamorphism over time.

Preliminary simulations were made using meteorological and snowpack data collected during the summer of 1990 at the Swiss camp near the equilibrium line on the west slope of the Greenland ice sheet [Ohmura et al., 1991]. Both the simulated height and mass of the snowpack agree well with the observations. Time-height profiles of temperature, density, and liquid water content of the snowpack are estimated as the snowpack undergoes metamorphism over time.

Figure 7. Time series of modeled energy fluxes at the surface of the snowpack.

Results from this type of simulation could be used to compute, for example, the onset and rate of snowmelt on the ice sheet. Since the emissivities of snow and liquid water are significantly different, especially in the microwave, these results may help to explain much of the temporal and spatial variation observed in passive microwave brightness temperatures over the ice sheet [Mote et al., 1993; Mote and Anderson, 1994; Mote and Rowe, 1995].

Since exchanges of energy between the surface and the atmosphere determine the energy available to melt the snowpack, variations in surface properties, coupled with variations in cloud cover, atmospheric transmissivity and emissivity, and wind will contribute to spatial and temporal variations in the surface energy balance across the ice sheet and, therefore to variations in melt. We have begun to investigate which of the flux terms is responsible for most of the day-to-day variation in snowpack properties. Preliminary analysis of our simulation results shows that, as expected, net radiation provides the majority of the energy for ablation of the snowpack, with sensible heat supplying nearly all of the remainder. However, day-to-day variations in the amount of ablation seem to be highly correlated with the turbulent fluxes, implying that simple models of snowmelt based on correlations with air temperature may be able to capture much of the variance in snowmelt observed on the ice sheet. This result, when confirmed, will be important as we investigate the role of atmospheric circulation patterns on snowmelt over the ice sheet.
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ABSTRACT. During the summer of 1993, a field program was conducted to collect several shallow firn cores from two locations in the southern region of the Greenland ice sheet. Stratigraphic evidence of melt from these cores was used for comparison with satellite-derived indications of melt.

The shallow firn cores were examined for stratigraphic evidence of past melt events and were sampled for oxygen-isotope analysis to delineate the annual accumulation layers in the snowpack. The relative intensity of each year’s summer melt episode was compared to the corresponding melt frequency derived from microwave emissions. This comparison demonstrates that a linkage between the stratigraphic record and microwave data can be established. Both data sets indicate that there was less melt during the late 1970s and early 1980s than during the late 1980s, in general agreement with climate observations.

INTRODUCTION

High-latitude regions are expected to be more sensitive to climatic change than are regions at middle and low latitudes, due to an enhanced greenhouse effect. Thus, much effort has been directed toward detecting climate changes in polar regions. Because of the paucity of climate stations in polar regions, proxy data are often utilized. Ice cores preserve a record of past climates in a variety of their physical characteristics, including stratigraphy, stable-isotope concentrations, microparticles and conductivity.

Passive-microwave remote sensing offers a means of detecting changes in the snow cover over large geographic areas. At microwave frequencies, the emissivity of dry snow increases dramatically with the addition of small amounts of liquid water, so that passive-microwave remote sensing can detect the onset, duration and cessation of snow melt. Because these data have been collected for only a relatively short period, their use in detecting climatic change is limited. However, satellite passive-microwave data do provide a means to monitor current and future melt conditions on the Greenland ice sheet.

DATA AND METHODS

Shallow firn cores

Shallow firn cores were obtained at two sites, Dye 2 (66°29'N, 46°17'W, 2117 m a.s.l.) and South Cluster (65°18'N, 45°50'W, 2442 m a.s.l.), in southern Greenland (Fig. 1), using a lightweight, hand-powered auger. These cores were inspected and the position, thickness and character of all stratigraphic features (e.g. ice layers, ice wedges) were recorded. Each core was then divided every 5 cm along the length of the core into samples for density measurement and subsequent oxygen-isotope analysis.

Oxygen-isotope values are most often presented as standardized ratios ($\delta^{18}O$) of deviations of the proportion of $^{18}O$ from that of standard mean ocean water (SMOW) defined as

$$\delta^{18}O = \frac{\left(\frac{^{18}O}{^{16}O}\right)_{\text{sample}} - \left(\frac{^{18}O}{^{16}O}\right)_{\text{SMOW}}}{\left(\frac{^{18}O}{^{16}O}\right)_{\text{SMOW}}} \times 1000 \quad (\%o)$$

A more negative value of $\delta^{18}O$ indicates that the precipitation in the sample was formed at lower
Passive-microwave data

Determination of snowpack melt was made using data from two satellite microwave radiometers, the Scanning Multichannel Microwave Radiometer (SMMR) and the Special Sensor Microwave Imager (SSMI). These data were obtained from the U.S. National Snow and Ice Data Center (NSIDC) archive of daily brightness temperatures binned into a 25 km x 25 km grid on a polar stereographic projection. The SMMR data are available on alternate days from October 1978 to August 1987 and the SSM/I data are available daily beginning in July 1987. Determination of which grid cells were undergoing surface melt was made using data from the 37 GHz horizontal polarization channel of both sensors (Mote, 1994). Differences in view angle, radiometric resolution, calibration, and time and frequency of observations lead to a systematic difference between the SMMR and SSM/I sensors, primarily due to the difference in calibration of the two sensors (Jezek and others, 1991). A linear regression of the brightness temperatures over the dry-snow region of the ice sheet for the period during which both sensors were operating (10 July–20 August 1987) allows the systematic difference between sensors to be removed (Mote, 1994). All SMMR brightness temperatures used in this study were converted to equivalent SSM/I brightness temperatures based on this regression.

At frequencies greater than 10 GHz, the brightness temperature ($T_B$) of snow increases monotonically with increasing volumetric liquid-water content ($m_v$), for $m_v$ less than 6% (Stiles and Ulaby, 1980). The $T_B$ is also dependent on the thermometric temperature of the snow, but the increase in $T_B$ due to even a small addition of liquid water is much greater than could occur from an increase in thermometric temperature. Thus, a unique $T_B$ threshold value can be selected for a given $m_v$ indicative of the onset of melting (Mote, 1994).

A simple microwave-emission model was used to estimate the 37 GHz, horizontally polarized $T_B$ associated with 1% liquid water content in the
snowpack. The 1% value was chosen because the $T_B$ of the snowpack typically shows the greatest increase as $m_v$ increases from 0.5% to 1% (Stiles and Ulaby, 1980). A semi-empirical approach was used in which the scattering properties of the snowpack were estimated from the brightness temperatures observed before the onset of melt (Mote and Anderson, in press). The dielectric constant of the ice-air-water mixture under melt conditions was calculated through the use of a dielectric mixing model described by Tiuri and Schultz (1980). The change in the bulk dielectric as liquid water forms in the snowpack results in an increased emissivity and, therefore, a higher brightness temperature. A simplified version of the radiative-transfer equation shown by Ulaby and Stiles (1980) was then used to estimate a brightness temperature associated with melt for each grid cell on the ice sheet.

A threshold approach (Mote, 1994) was used to identify the occurrence of melt in each grid cell on the ice sheet for each day of available data. On a given day, if the observed 37 GHz, horizontally polarized $T_B$ from a grid cell exceeded the modeled threshold value, that location is considered to have experienced melt. Time series of melt occurrence were extracted for the grid cells containing the Dye 2 and South Cluster sites for further analysis.

**DISCUSSION**

Visual inspection of the number and location of melt features identified in the cores as a function of depth (Fig. 2) reveals that, prior to 1991, melt features are more common in the upper (more recent) parts of the cores than in the lower (less recent) parts. This is especially true for the South Cluster core. For example, 1983 and 1984 show very few melt indications compared to 1988 and 1989, when numerous melt features were observed in the core. Not only are there more ice features, but the thickness of the layers is also greater. The apparent increase in the frequency of melt features begins in 1985 at Dye 2 and 1986 at South Cluster. This corresponds well to the increase in mean melt extent on the southwest part of the ice sheet since 1986 identified by Mote and Anderson (in press).

A more direct, quantitative comparison of the microwave melt frequency and the melt features in the cores is difficult to make. Perhaps ideally, the number of melt features observed in an annual layer of the core would correspond to the total number of melt events identified with the microwave data, where a melt event is defined as one or more consecutive days for which the brightness temperature exceeded the melt threshold (Table 1). However, melt events cannot be determined unambiguously from the SMMR record as observations were made only on alternate days. As a result, two consecutive observations of melt in the SMMR data could correspond to a single 3-5 d melt event or to two 1-2 d events separated by an unobserved day with no melt. Furthermore, because of the complex flow regime of meltwater as it percolates into the snowpack, there is not necessarily a one-to-one relationship between melt events and the number of melt features. For example, a single melt event, especially one producing a relatively large amount of meltwater, could result in multiple ice layers as liquid water spreads out along horizontal strata in the snow. Conversely, successive melt events may not produce separate ice features in the snowpack, as

<table>
<thead>
<tr>
<th>Year</th>
<th>Melt events*</th>
<th>Melt frequency %</th>
<th>Ice features</th>
<th>Melt events*</th>
<th>Melt frequency %</th>
<th>Ice features</th>
</tr>
</thead>
<tbody>
<tr>
<td>1991</td>
<td>11</td>
<td>19.7</td>
<td>3</td>
<td>4</td>
<td>8.6</td>
<td>5</td>
</tr>
<tr>
<td>1990</td>
<td>7</td>
<td>10.2</td>
<td>3</td>
<td>5</td>
<td>5.9</td>
<td>5</td>
</tr>
<tr>
<td>1989</td>
<td>3</td>
<td>11.5</td>
<td>4</td>
<td>3</td>
<td>7.0</td>
<td>6</td>
</tr>
<tr>
<td>1988</td>
<td>5</td>
<td>21.7</td>
<td>5</td>
<td>4</td>
<td>5.2</td>
<td>11</td>
</tr>
<tr>
<td>1987</td>
<td>−</td>
<td>15.1</td>
<td>8</td>
<td>−</td>
<td>6.9</td>
<td>6</td>
</tr>
<tr>
<td>1986</td>
<td>−</td>
<td>12.9</td>
<td>4</td>
<td>−</td>
<td>8.1</td>
<td>6</td>
</tr>
<tr>
<td>1985</td>
<td>−</td>
<td>9.8</td>
<td>2</td>
<td>−</td>
<td>6.6</td>
<td>2</td>
</tr>
<tr>
<td>1984</td>
<td>−</td>
<td>7.1</td>
<td>9</td>
<td>−</td>
<td>5.4</td>
<td>3</td>
</tr>
<tr>
<td>1983</td>
<td>−</td>
<td>6.5</td>
<td>2</td>
<td>−</td>
<td>4.8</td>
<td>2</td>
</tr>
<tr>
<td>1982</td>
<td>−</td>
<td>5.4</td>
<td>2</td>
<td>−</td>
<td>1.8</td>
<td>4</td>
</tr>
<tr>
<td>1981</td>
<td>−</td>
<td>9.7</td>
<td>3</td>
<td>−</td>
<td>8.1</td>
<td>4</td>
</tr>
<tr>
<td>1980</td>
<td>−</td>
<td>0.0</td>
<td>2</td>
<td>−</td>
<td>1.6</td>
<td>2</td>
</tr>
<tr>
<td>1979</td>
<td>−</td>
<td>6.5</td>
<td>1</td>
<td>−</td>
<td>4.8</td>
<td>2</td>
</tr>
</tbody>
</table>

* The number of melt events cannot be computed for that part of the time series containing SMMR data (see text for explanation).
meltwater from a subsequent event may simply refreeze to the previous ice layer. Therefore, it is necessary to standardize the microwave-derived melt occurrences and snowpack-melt features on a seasonal basis for comparison.

As a first attempt at this, the total thickness of all ice features in each annual layer in the core was computed and compared to the annual microwave-derived frequency of melt for the grid cell containing each site (Fig. 3). For this comparison, the melt frequency is expressed as the percentage of days between 1 May and 31 August of a given year for which melt conditions were identified in that cell. A percentage of days is used rather than the raw frequency to account for the difference in the number of days with available data for each year. Half of the maximum thickness was used for ice features that did not occupy the entire core diameter (e.g. lenses). This technique makes the assumption that liquid water produced during a melt season does not penetrate very far into the snowpack before refreezing and, thus, contributes to the ice volume only for the first season of melt at this site, and on the South Dome generally (Mote, 1994), likely results in a low signal/noise ratio for the microwave-derived melt-frequency time series. This may be the reason for the less distinct separation of clusters in the data for this site. Melt-frequency values for locations at higher elevation, where melt is relatively rare, must be used with caution. However, the slope of the regression line, although not significant due to the small number of data values, is about the same for the two sites, lending some credibility to the relationship.

The last year with microwave data available, 1991, is an outlier at Dye 2, with a high frequency of melt but a low ice volume. Further inspection of the $\delta^{18}O$-derived annual layers reveals that, for both cores, the 1991 layer is approximately twice as thick as the other annual layers. A possible explanation for this is an increased number of summer storms bringing additional snowfall and reducing the time for thick ice features to develop during any one melt event. However, it must be remembered that the microwave signal yields the frequency of melt events, not the intensity of melt, and that more frequent melt does not always lead to greater total melt.

**SUMMARY AND CONCLUSIONS**

Shallow firn cores were obtained from the Dye 2 and South Cluster sites on the Greenland ice sheet during summer 1993. Oxygen-isotope analysis was performed to delineate annual accumulation layers. Within each annual layer, the total thickness of ice layers was obtained from the core stratigraphy as an indication of the relative amount of snow melt for that year. Using the 37 GHz data from two satellite microwave radiometers, the occurrence of snow melt was identified using a threshold technique based on the increased emissivity caused by the formation of liquid water in the snowpack. Seasonal melt frequencies were determined for the two locations for each year from 1979 to 1991. Comparisons were then made between the two melt proxy-data sets.

Both the microwave-derived melt frequencies and the ice thicknesses obtained from the shallow firn cores show that the late 1970s and early 1980s had less melt than the late 1980s. Thus, the microwave-derived melt frequencies appear to represent a viable method of monitoring snowpack melt on the Greenland ice sheet. Continued monitoring of snow melt combined with measurements of accumulation and runoff will provide the data necessary for a better understanding of the mass balance of the ice sheet.
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ABSTRACT. A simple microwave emission model is used to simulate 37 GHz brightness temperatures associated with snowpack-melt conditions for locations across the Greenland ice sheet. The simulated values are utilized as threshold values and compared to daily, gridded SMMR and SSM/I passive-microwave data, in order to reveal regions experiencing melt. The spatial extent of the area classified as melting is examined on a daily, monthly and seasonal (May–August) basis for 1979–91. The typical seasonal cycle of melt coverage shows melt beginning in late April, a rapid increase in the melting area from mid-May to mid-July, a rapid decrease in melt extent from late July through mid-August, and cessation of melt in late September. Seasonal averages of the daily melt extents demonstrate an apparent increase in melt coverage over the 13 year period of approximately 3.8% annually (significant at the 95% confidence interval). This increase is dominated by statistically significant positive trends in melt coverage during July and August in the west and southwest of the ice sheet. We find that a linear correlation between microwave-derived melt extent and a surface measure of ablation rate is significant in June and July but not August, so caution must be exercised in using the microwave-derived melt extents in August. Nevertheless, knowledge of the variability of snowpack melt on the Greenland ice sheet as derived from microwave data should prove useful in detecting climate change in the Arctic and examining the impact of climate change on the ice sheet.
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Mote and Anderson: Snowpack melt on the Greenland ice sheet
INTRODUCTION

Scientific interest in the magnitude of melting on the Greenland and Antarctic ice sheets has grown along with concern about the potential effects of climate change. In particular, increased melting in a warmer climate may lead to rising sea levels (Bindschadler, 1985; Peltier and Tushingham, 1989). However, Zwally (1989) found that the ablation and accumulation zones of the Greenland ice sheet thickened between 1978 and 1985, as determined from radar altimetry data, and suggested the change might be a product of increased accumulation associated with a warmer climate. This reasoning also suggests that increased melting should be associated with, but more than offset by, the increased accumulation. In contrast, Braithwaite and others (1992) used stake observations at three locations near the margin of the ice sheet to argue that thickening in the ablation zone was due to decreased ablation, primarily from decreased melting.

The question of how the ice sheet responds to variations in climate, and potential climate change, can be addressed at least partially by examining the variations in snowpack melt. Unfortunately, identification of snowpack melt events on the Greenland ice sheet is accomplished only at a few isolated stations or by interpretation of shallow-ice-core records that are widely scattered. Satellite remote sensing offers a means of acquiring a detailed record, both spatial and temporal, of snowpack-melt occurrences. Passive-microwave remote sensing is especially suited to measuring melt occurrences due to the rapid change in microwave emission of a snowpack in response to the introduction of even a small amount of liquid water. Microwave emission, as described by a blackbody-equivalent radiometric temperature called a brightness temperature ($T_B$), exhibits a distinct increase at frequencies greater than 10 GHz during snowpack melt in the West Greenland percolation zone (Thomas and others, 1985). This increase in $T_B$ stands in sharp contrast to the lower $T_B$ observed during non-melt conditions (Gloersen and others, 1974) due to internal scattering within the snowpack (Zwally, 1977). The emissivity of snow changes rapidly with melt due to an increase in the liquid-water content of the snow. Because of the high dielectric constant of liquid water, compared to that of air and ice, melt strongly affects the dielectric constant of the ice-air-water mixture (Ulaby and others, 1986). The increase in the dielectric constant raises the absorptivity and, according to Kirchhoff’s law, the emissivity. The result is an increase in absorption relative to volume scattering, which reduces the scattering albedo and enhances emission (Chang and others, 1976, 1985; Foster and others, 1984).

This change in $T_B$ with melt is frequency-dependent. Below approximately 10 GHz, a spectral region where volume scattering is small compared to surface scattering, the $T_B$ decreases with increasing liquid-water content; near 10 GHz, the $T_B$ is nearly insensitive to liquid-water content (Ulaby and others, 1986). The $T_B$ becomes
increasingly sensitive to water content at higher frequencies. The frequency dependence of the $T_B$ on liquid-water content has been used to identify the onset of melt in the seasonal snowpack. Kunzi and others (1982) found the 37 GHz $T_B$ to be lower than the 18 GHz $T_B$ of dry snow, but the two values are nearly equal for wet snow. Other investigators have relied on the increase in brightness temperatures at high frequencies (37 GHz) to identify melt and quantify the liquid-water content of the snowpack (e.g., Stiles and Ulaby, 1980).

Although snow density, temperature, crystal structure and crystal size all contribute to the snowpack's emissivity, changes in the liquid-water content produce the most prominent changes in $T_B$. For example, snow with 2% liquid-water content may produce a 37 GHz $T_B$ more than 100°C higher than dry snow (Hofer and Matzler, 1980). The increase in $T_B$ with melt has been used to map regions of the Greenland ice sheet experiencing melt during a period of intense warming in 1989 (Mote and others, 1993). As a continuation of that research, we use the increase in $T_B$ at 37 GHz to quantify the extent and frequency of melt on the Greenland ice sheet during the period 1979–91.

**SATellite MICROwave DATA**

Measurements of snowpack melt were made using data obtained from two satellite microwave radiometers, the Nimbus-7 Scanning Multichannel Microwave Radiometer (SMMR) and the Defense Meteorological Satellite Program (DMSP) Special Sensor Microwave/Imager (SSM/I). The SMMR recorded radiation every other day in ten channels (Gloersen and Hardis, 1978), including both polarizations for 6.6, 10.7, 18.0, 21.0 and 37.0 GHz, from October 1978 to August 1987. The SSM/I, which began operation in July 1987, records radiation daily in seven channels, the vertical polarization for 22.2 GHz and both polarizations for 19.35, 37.0 and 85.5 GHz (Hollinger and others, 1987). The 37 GHz, horizontally polarized (37H) channel was used for this research due to the great sensitivity of that channel to changes in snowpack liquid-water content. Additionally, the 37H channel had the smallest relative calibration difference between the two sensors, which facilitates merging the two data sets (Jezek and others, 1991).

The two sensors differ in view angle (50.3° for SMMR vs 53.1° for SSM/I), radiometric resolution and calibration. Due to a change in swath width (approximately 1400 km for SSM/I vs 700 km for SMMR), the number of daily overpasses of a given location is greater for the SSM/I than for the SMMR. A systematic difference in SMMR and SSM/I brightness temperatures is primarily due to the difference in calibration of the two sensors (Jezek and others, 1991). A linear regression of the brightness temperatures was used to remove this systematic difference. The regression was performed using daily, gridded SSM/I and SMMR brightness
temperatures for locations north of 70°N and at elevations greater than 2700 m a.s.l. This region, which approximates the dry-snow zone of the ice sheet, was selected to avoid the influence of melt on the regression. Data for 20 d between 11 July and 20 August 1987, the period when both sensors were operating concurrently, were included in the regression. The resulting equation for the 37H channel ($r^2 = 0.97$) is:

$$T_{B, SSMI} = 1.084T_{B, SMMR} - 10.81 \quad (1)$$

where $T_{B, SMMR}$ is the SMMR brightness temperature (K) and $T_{B, SSMI}$ is the SSM/I brightness temperature (K). All SMMR brightness temperatures were converted to equivalent SSM/I brightness temperatures using this regression equation.

The SMMR and SSM/I data were obtained from the National Snow and Ice Data Center (NSIDC) archive of brightness-temperature grids. The orbital data were interpolated onto a 25 km x 25 km grid on a polar stereographic projection. Any data sample located within a given grid cell on a given day, beginning at 0 UTC, was averaged into the daily value for that grid cell (NSIDC, 1992). Grid cells with missing data were filled by spatially averaging the grid cells immediately adjacent. Seven days that are included in the NSIDC archive were eliminated from the analysis because of missing swaths of data.

A land mask was digitized from the Quaternary map of Greenland published by The Geological Survey of Greenland. This mask was used in conjunction with both the SMMR and SSM/I water and coastline masks to eliminate any grid cells not covered by at least 50% ice or with any permanently standing water. The unmasked grid cells available for analysis covered a total area of approximately 1,640,000 km$^2$, including parts of ice caps separate from the ice sheet. The ice sheet covers approximately 1,701,000 km$^2$ and ice caps cover another 65,000 km$^2$ (Weidick, 1985). Between 7 and 12% of the ice sheet and ice caps is removed from the analysis by the masking process.

**MICROWAVE EMISSION OF MELTING SNOW**

A simple microwave emission model was employed to determine the 37H $T_B$ associated with snow cover containing a given volumetric water content ($m_v$) for each grid cell on the Greenland ice sheet. Because $T_B$ increases with increasing $m_v$, a simulated $T_B$ can be used as a threshold value to identify the occurrence of snowpack melt with microwave data. Given the lack of data on snow grain-size and density necessary for calculation of scattering coefficients, a semi-empirical approach was taken in which the emission model was first inverted under non-melt conditions to derive scattering coefficients. Ulaby and Stiles (1980) give the brightness temperature ($T_B$) produced by the $i$th snow layer of thickness $d_i$ as:
\[ T_a = T_i \int_0^d \rho_i \kappa'_a \sec \theta_i \exp[-(\kappa'_a + \kappa_a^i)\rho_i(d_i - h) \sec \theta_i] \, dh \quad (2) \]

where \( T_i \) is the thermometric temperature of layer \( i \) (K), \( \kappa'_a \) is the mass absorption coefficient (kg\(^{-1}\)m\(^3\)), \( \kappa_a^i \) is the mass scattering coefficient (kg\(^{-1}\)m\(^3\)), \( \theta_i \) is the propagation angle, \( h \) is the depth in the \( i \)th layer (m), and \( \rho_i \) is the density (kg\,m\(^{-3}\)). The integral can be solved analytically and expanded for multiple snow layers, ignoring diffuse scatter and multiple reflections at boundary layers, to determine the brightness temperature at the surface of the snowpack (\( T_B \)) (Abdelrazik and others, 1981). The \( T_B \) detected by the satellite sensor is the sum of \( T_B \), upwelling sky radiation, reflected downwelling sky radiation, and the reflected emission from free space, and is found by:

\[ T_B = T_B e^{-\tau \sec \theta} + T_{sky} + (1 - \epsilon)T_{sp} e^{-\tau \sec \theta} \]

\[ + (1 - \epsilon)T_{sp} e^{-2\tau \sec \theta} \quad (3) \]

where \( T_{sky} \) is the sky brightness temperature at 37 GHz (25 K), \( T_{sp} \) is the averaged brightness temperature of free space (3 K), \( \tau \) is the atmospheric loss factor at 37 GHz (0.05), \( \theta \) is the sensor view angle, and \( \epsilon \) is the bulk emissivity of the snowpack.

The increase in microwave emission of snow under-going melt is associated with an increase in the absorption coefficient. Therefore, the absorption coefficient must be calculated under spring pre-melt and summer-melt conditions. The absorption coefficient can be found by:

\[ \kappa_a = 4\pi/\lambda \left[ k'_s/2 \left( 1 + (k_s'/k'_a)^2 \right)^{0.5} \right] - 1 \quad (4) \]

where \( \kappa_a \) is the absorption coefficient (m\(^{-1}\)), \( \lambda \) is the wavelength (m), \( k'_a \) is the real part of dielectric constant of snow, and \( k'_s \) is the imaginary part of dielectric constant.

The complex dielectric constant can be found by:

\[ k_a = 3 \left[ a(r_w/r_a)^3(k_w - 1) - b(r_i/r_a)^3(2k_w + 1) \right]/ \left[ a(2 + k_w) - 2b(r_i/r_a)^3(k_w - 1) \right] \]

\[ -a(r_w/r_a)^3(k_w - 1) + b(r_i/r_a)^3(2k_w + 1) + 1 \quad (5) \]

\[ a = 2k_w + k_i \]

\[ b = k_w - k_i \quad (6) \]

\[ r_w = \left[ \frac{1 + 0.92m_w/\rho_w}{1 - (m_w/\rho_w)} \right]^{1/3} \quad (7) \]

\[ r_a = \left[ \frac{1 + 0.92\rho_a}{1 - \rho_w/\rho_a} \right]^{1/3} \quad (8) \]

where \( k_a \) is the complex dielectric constant of snow, \( k_w \) is the complex dielectric constant of water, \( k_i \) is the complex dielectric constant of ice, \( r_i \) is the radius of ice particles (m), \( r_a \) is the radius of air pockets (m), \( r_w \) is the radius of
water-covered ice particle (m), \( m_i \) is the volumetric water content, and \( \rho_s \) is the density of snow (kg m\(^{-3}\)). Smooth boundaries between snow layers and at the snow-air boundary were assumed, and the transmission coefficients at each boundary were calculated by:

\[
\tau_s = 1 - \left( \frac{\cos \theta_t - \sqrt{\epsilon_b/\epsilon_t - \sin^2 \theta_t}}{\cos \theta_t + \sqrt{\epsilon_b/\epsilon_t - \sin^2 \theta_t}} \right)^2
\]

where \( \tau_s \) is the power transmission coefficient, \( \epsilon_b \) is the relative dielectric of underlying layer, \( \epsilon_t \) is the relative dielectric of overlying layer, and \( \theta_t \) is the propagation angle.

The model was first inverted under spring conditions to calculate scattering coefficients for each year. Scattering coefficients were estimated for individual years to account for differences in the amount of winter accumulation, which may affect the scattering properties of the snow. Observed brightness temperatures were averaged for a period before the onset of summer melt and used in the model to calculate scattering coefficients. The observed brightness temperatures were averaged for a period in each year when the temperature profile is assumed to have been nearly isothermal, and just prior to the onset of melt. This allows estimated 10 m temperatures to be used to approximate the temperature throughout the snowpack. Based on these criteria, the first 15 d of April were selected as the most appropriate period for using the observed brightness temperatures to estimate scattering coefficients.

The 10 m snowpack temperature for each grid cell was estimated from a third-order regression equation based on latitude, longitude and elevation (Budd and others, 1982). Elevation data are from the radar altimeter aboard ERS-1 (S. Ekholm, personal communication, 1993) and from the Seasat radar altimeter (Bindschadler and others, 1989).

Absorption coefficients were based on a snowpack density of 480 kg m\(^{-3}\), typical conditions for the top meter of moderately packed snow (Zwally, 1977), and a mean grain-size of 0.5 mm, which is appropriate for fine-grained snow (Stephenson, 1967). Changing the grain-size does not strongly affect the simulated brightness temperatures. The spatial variation in grain-size should be accounted for by the empirically derived scattering coefficients.

Using the empirically derived scattering coefficients, summer-melt conditions were simulated by the addition of 1% liquid water to the top 1 m of the snowpack. The 1% value was chosen because it is near the lower limit of the radiometer's sensitivity to changes in water content (Stiles and Ulaby, 1980). The thermometric temperature of the top 1 m was assumed to be 273 K. The model does not account for changes in the scattering coefficient due to grain growth associated with the freeze–thaw metamorphism of melt. Estimated rates of grain growth were initially incorporated into the model, and a linear increase in the scattering coefficient with grain growth,
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was assumed, as suggested by Rotman and others (1982),
but these changes had little effect on the simulated melt
$T_B$. Because of the limited knowledge of grain-size
distributions on the ice sheet, the results presented here
do not include a correction to the scattering coefficient for
grain growth.

A mean map of simulated-melt brightness temperatures for the 13 years (Fig. 1) generally resembles that of
the mean emissivity map for April (Fig. 2). The emissivity
map was produced from observed April brightness
temperatures and 10 m snowpack temperatures using
the Rayleigh-Jeans approximation, which states:

$$\epsilon = \frac{T_B}{T}$$

where $\epsilon$ is the emissivity, and $T$ is the thermometric
temperature. The relationships between the simulated-
melt $T_B$ and both the observed April $T_B$ and April
emissivity are not linear. The relatively warm underlying
snowpack in the southwest results in simulated-melt $T_B$
higher than would be expected from a simple linear
relationship with the April emissivity. Conversely, the
cold underlying snowpack in the far north results in
simulated-melt $T_B$ lower than would be expected based
on the April emissivity. Additionally, the high spring
emissivities in the southeast, in some cases near 0.85, do
not increase substantially during the simulated melt. In
some locations in the southeast, the simulated $T_B$ is
less than 15 K greater than the mean observed April $T_B$,
compared to differences of 30 K in the southwest (Fig. 3).

The use of a modeled threshold $T_B$ for each grid cell as
a means of identifying melt is an improvement over the
uniform step change in $T_B$ for all grid cells used by Mote
and others (1993). The use of a 31 K change from
observed January values in $T_B$ to identify melt resulted in
threshold brightness temperatures near 273 K at some
locations along the southeast margin of the ice sheet.
Observed brightness temperatures in this region seldom
exceed 265 K, although melt is known to occur here.

The general patterns evident in both the simulated-
melt $T_B$ (Fig. 1) and April-emissivity (Fig. 2) maps result
from variations in the accumulation rate across the ice
sheet. The April-emissivity map (Fig. 2) closely resembles
the latest accumulation map for Greenland (Ohmura and
that accumulation rates could be determined from
microwave emissivities for the dry-snow zone of the
Greenland ice sheet. The southeast of the ice sheet
experiences much higher emissions than the southwest
(Fig. 2). This difference is due to increased accumulation
in the southeast from the orographic lifting of moist air by
the Icelandic low (Ohmura and Reeh, 1991). The
microwave emissivity of the southwest is much lower
due to lower accumulation rates. The regions of higher
accumulation near the ice margin at 77° N and at 1500-
2400 m a.s.l. from 69° N to 72° N, as identified by Ohmura
and Reeh (1991), are also evident as regions of higher
emissivity (Fig. 2).
AREAL MELT EXTENT

Values of the 37 GHz, horizontally polarized brightness temperatures for each day of available data were compared to the simulated-melt brightness temperatures for the given year. The simulated values for each year were used as threshold values to identify whether the snowpack in a given grid cell was experiencing melt. The spatial coverage of grid cells identified as experiencing melt each day was summed to quantify the areal extent of melt. The daily melt extents were then averaged on a monthly and seasonal (May–August) basis to produce mean monthly and mean seasonal melt extents. The mean melt extents are analogous to the average frequency of melt occurrence of all grid cells for a given month or season. This measurement does not indicate the intensity of the melt occurring in a grid cell on any given day. However, the climatic conditions averaged over months and seasons that produce intensive melt should usually be associated with more extensive and more frequent melt.

To merge the two data sets, the melt extents derived from each sensor for the period when both were operating (11 July–20 August 1987) are compared to determine the magnitude of error introduced by the sensor change. The comparison is made with and without the conversion of SMMR brightness temperatures using the linear regression of SMMR and SSM/I brightness temperatures. The mean melt extent detected by SMMR during the 20 d when both sensors were operating, after the conversion had been applied, is approximately 2.5% less than that detected by SSM/I. This compares favorably to a 19% greater melt area detected by SSM/I without the conversion. With the conversion applied, the SSM/I identifies more melt on the two days of greatest melt extent, but the SMMR identifies more melt on two-thirds of the remaining days (Fig. 4). Examination of the spatial pattern of the difference in melt frequency identified by the two sensors evidences no regional bias. After the conversion is applied, the differences in melt frequency appear to be randomly distributed. The remaining differences are likely produced by the variation in the time of overpass for each sensor. The liquid water content has a strong diurnal cycle, and as a result, the $T_B$ is also a function of the time of day during melt.

In order to determine how well the microwave data can be used to represent changes in the surface climate of the ice sheet, the microwave-derived melt-extent time series was compared to the ablation rate measured at Qamanarsup sermia. Braithwaite and Olesen (1990) published monthly values of the ablation rate at Qamanarsup sermia (64°28'N), which were taken from a stake measurement at 790 m a.s.l. The ablation data were compared to the mean melt extent for each month for a region of the ice sheet that includes Qamanarsup sermia. The ice sheet was divided into eight regions (Fig. 5), defined by topographic barriers that limit the
transport of moisture, as shown by Ohmura and Reeh (1991). Monthly mean melt extents were calculated for each region. The ablation rate for Qamanarsup sermia was compared to the monthly mean melt extent for Region 2. The topographic barriers that define each of these regions should serve as a barrier to sensible heat advection as well as moisture advection. As a result, changes in atmospheric circulation should have a distinctly different effect on melt occurrence in each of these regions.

An approximately linear relationship exists between the monthly mean melt extent for Region 2 and the monthly ablation rate for Qamanarsup sermia (Fig. 6). The agreement is highly significant in June ($r^2 = 0.88$, significant at 95% confidence interval), marginally significant in July ($r^2 = 0.53$, significant at 90% confidence interval), but not significant in August ($r^2 = 0.31$). The overall agreement was statistically significant ($r^2 = 0.66$, significant at 99% confidence interval). The weaker relationship later in the season is likely the result of an increasingly heterogeneous snowpack. For example, due to the low emissivity of open water, a grid cell containing numerous meltwater ponds and wet snow may have a lower emissivity than is associated with wet snow alone. An increase in the amount of bare ice present in the analysis as the summer season progresses is another reason the relationship is weaker in August. At present, we cannot determine the occurrence of melt on bare ice with the passive microwave data. Early in the summer, much of the margin of the ice sheet and the outlet glaciers with exposed ice are excluded from analysis by the land mask. As the season progresses, the expanded area of bare ice means that more grid cells containing bare ice are included in the analysis.

Given the linear relationship between the ablation rate and mean melt extent, the same climatic conditions that result in more ice ablation at Qamanarsup sermia apparently also result in more frequent melt of the snowpack. Braithwaite and Olesen (1989) used the ablation rates at Qamanarsup sermia as a measure of surface climate on the ice sheet. Therefore, we believe the monthly and seasonal mean melt extent values can serve as an indicator of climate variation.

In order to gain a better understanding of the spatial variation of melt occurrence, the daily melt extents were examined for extreme events, and the mean annual cycle of melt extent was calculated. The spatial extent of melt was evaluated on a daily basis first, to identify extreme events. The greatest melt extent during the 13 year period occurred on 4 and 5 July 1988. The melt extent reached 735,825 km$^2$ on 4 July and 711,875 km$^2$ on 5 July, covering approximately 44.6% and 43.2% of the unmasked area of the ice sheet, respectively. All of the ten days with the greatest melt extent during the 13 years occurred in 1988 or later (Table 1).

The melt extent values for each day were averaged across the 13 years to produce a mean annual cycle of melt extent. Melt begins to occur in late April, and
coverage increases rapidly from mid-May until the maximum coverage occurs in mid-July (Fig. 7). The melt extent decreases rapidly from late July through mid-August, and typically terminates in late September. The time series of daily melt extent for individual years exhibit a large degree of temporal variability; this most likely results from the passage of synoptic-scale weather systems with concomitant changes in the amount of cloud cover and sensible heat advected onto the ice sheet.

In order to understand the spatial variability in melt occurrence, the daily melt extent values were compiled into a map of the frequency of melt occurrence for each grid cell. The frequency of melt occurrence is defined as the percentage of days on which melt was detected during the 4 month summer period, May–August. The total area classified as melting during at least one day for the 13 years of data includes ~9 x 10⁶ km², covering approximately 66% of the unmasked area of the ice sheet. Melt was detected across the south dome of the ice sheet and as high as 3000 m a.s.l. in a region near 68°N, 37°W (Fig. 8). Melt occurred on more than 70% of the days in May–August along the ice sheet's western margin from 67°N to 70°N, but 60% of the region where melt occurred experienced melt on less than one day in 10 (Fig. 8).

The frequency of melt occurrence is probably underestimated. The land mask eliminates some snow surfaces at lower elevations that would likely experience more melt than adjacent locations at higher elevations. Also, daily averaging of the microwave data reduces the ability to identify instances in which melt occurred during only the hours of peak solar radiation or sensible-heat advection. A snowpack that experiences afternoon melt and refreezes in the evening may have a mean daily $T_B$ for the grid cell that does not exceed the threshold value. This may be especially important early and late in the season due to the fewer hours of sunlight. The tendency of refrozen snow to have a lower $T_B$ than fresh snow, due to increased volume scattering from the enlarged grain sizes, exacerbates this melt-detection problem. Finally, snowpack heterogeneity may cause difficulties in data interpretation with grid cells as large as 625 km² that may contain a large variation in elevation. A grid cell with both melting and refrozen snow may appear similar to a pixel with fresh snow, reducing the area classified as melting. This being said, the application of a uniform method over the entire time series should still allow the detection of tendencies in melt frequency and extent.

The daily melt-extent values were averaged into monthly and seasonal values to examine the melt-extent time series for inter-annual variations during the 13 year period. The most striking feature of the seasonal melt-
extent time series (Fig. 9) is the apparent trend of increase in the area of average daily surface melt by approximately 5000 km² year⁻¹. The average value of the daily melt extent for the entire 13 year period is approximately 133 000 km², and the linear trend represents a 3.8% annual increase. These findings are in general agreement with Braithwaite and others (1992), who suggested that the late 1980s had higher ablation rates than the early to mid-1980s. The 5 years of SSM/I data (1988–91) have a mean seasonal melt area 26% greater than the 8 years of SMMR data (1979–87). Contrary to evidence from the sensor-overlap period, it is still possible that the sensor change has contributed to some of the increase in detected melt area. However, the SMMR data alone have a positive trend of about 2500 km² year⁻¹ in average daily melt area. (The year 1987 is included as a SMMR year because SMMR data are used from May through July to calculate the seasonal average; SSM/I data are used only in August.) All four summer months exhibited an increase in melt extent, with the most substantial increases in July and August (Fig. 10). July has a positive trend of nearly 8200 km² year⁻¹, compared to approximately 5500, 5400 and 1200 km² year⁻¹ for August, June and May, respectively. Expressed as a percentage of the 13 year mean, August has the most positive trend, possibly indicating a longer melt season. June has the greatest variability in melt extent, from a low value of 69 800 km² average daily melt extent during the 1979 summer season to a high of 283 900 km² in 1987.

Examining the seasonal mean melt extents for each region, regions 2 and 3, which cover most of the western half of the ice sheet, show a statistically significant increase. The northerly regions, 4 and 5, show a slight trend toward increasing melt, but this is not significant. The melt-extent time series for the three southeastern regions, 6–8, remain relatively flat. In fact, region 7 shows a small, though statistically insignificant, trend toward decreasing melt over the 13 year period.

Region 3, the largest of the eight regions and the one with the greatest mean melt extent (Table 2), has the largest trend in melt extent with a 6.7% annual increase (significant at the 99% confidence level). Region 2, located just south of region 3, showed a 4.2% annual increase over the 13 years (significant at the 99% confidence level). Regions 1 and 2, in the southwest, have the greatest percentage of area covered by melt, 24.4% and 17.2%, respectively (Table 2). The north-eastern regions, 5 and 6, have the smallest percentage of mean-daily seasonal melt coverage, each at 5.3%. Monthly trends were examined for the two regions with significant seasonal trends. Region 2 had an increase of 900 km² year⁻¹ (significant at the 95% confidence interval) in July and 500 km² year⁻¹ (significant at the 90 percent confidence interval) in August. Region 3 had an increase of 3000 km² year⁻¹ (significant at the 90% confidence interval) in July and 4900 km² year⁻¹ (significant at the 95% confidence interval) in August. The trends for both May and June were insignificant for

Table 2
regions 2 and 3.

Overall, the trend of increasing mean melt area, analogous to increasing melt frequency, is confined to the southwest and west regions of the ice sheet, primarily late in the season. Because a large proportion of the total melt of the ice sheet occurs in these regions, the mean annual melt extent for the entire ice sheet also shows a positive trend.

SUMMARY AND CONCLUSION

A threshold value of 37 GHz, horizontally polarized $T_B$ has been used to identify areas of melt on the Greenland ice sheet for 1979-91. By merging the data sets of two satellite microwave radiometers, a record of high spatial and temporal resolution of melt occurrence on the ice sheet has been developed. An examination of this detailed record provides evidence of a trend toward increasing seasonally averaged daily melt extent of about 3.8% annually. All four months examined, May–August, demonstrate a positive trend in melt coverage from 1979 to 1991, but the months of July and August account for approximately 70% of the seasonal trend. However, the agreement between the mean monthly melt extents and the measured ablation rates is weakest late in the summer season (July and August) when the trends are statistically most significant. Therefore, one must exercise caution in interpreting the melt-extent time series as indicative of increasing melt frequency or melt extent. Additionally, the apparent increase in mean melt extent is confined to the west and southwest of the ice sheet.

The loss of data near the margin of the ice sheet and the problems of diurnal variations of melt occurrence and spatial variations within a grid cell likely result in a bias toward identification of less melt than actually occurred. However, the relative melt-frequency values on a monthly and seasonal basis will prove useful in comparison to surface observations of ablation rates. These results should be used in conjunction with detailed surface meteorological observations to determine the usefulness of the passive-microwave satellite data in mass-balance studies. Continued monitoring of melt occurrence on the Greenland ice sheet is of particular value given the ongoing debate concerning global climate change. Recorded changes in melt frequency or total coverage should prove a powerful indicator of climate change in the Arctic.
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FIGURE CAPTIONS

Fig. 1. Mean values of the simulated 37 GHz brightness temperatures associated with summer-melt conditions for each year 1979–91. The brightness temperatures for each year are calculated from a simple microwave-emission model of the snowpack with 1% liquid-water content.

Fig. 2. Mean April microwave emissivities at 37 GHz determined from observed April brightness temperatures and estimated 10 m firn temperatures.

Fig. 3. Simulated summer-melt 37 GHz brightness temperatures minus mean observed brightness temperatures for April 1979–91.

Fig. 4. Daily melt area identified in July and August 1987 with SSM/I data vs the melt area identified by SMMR data before and after a conversion of the SMMR data to account for calibration differences between the two sensors.

Fig. 5. Eight topographically defined regions of the ice sheet, based on the ice-sheet regions defined by Ohmura and Reeh (1991).

Fig. 6. Mean monthly melt-extent values for region 2 of the ice sheet versus stake-ablation rates measured at Qama–narsup sermia, as given by Braithwaite and Olesen (1990).

Fig. 7. A time series of the mean daily melt-extent values for the years 1979–91 demonstrating the typical annual cycle of melt coverage on the ice sheet.

Fig. 8. Percentage of days identified as melting during May–August of 1979–91 from passive-microwave data.

Fig. 9. Seasonal (May–August) averages of the daily melt extent as identified with passive-microwave data.

Fig. 10. Monthly averages of the daily melt extent as identified with passive-microwave data.
Table 1. Spatial extent of melt and percentage of ice sheet covered by melt for the 10 d of most extensive melt during 1979–91

<table>
<thead>
<tr>
<th>Date</th>
<th>Melt extent</th>
<th>Melt extent as % of unmasked area</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>km²</td>
<td></td>
</tr>
<tr>
<td>4 Jul 1988</td>
<td>735 625</td>
<td>44.6</td>
</tr>
<tr>
<td>5 Jul 1988</td>
<td>718 75</td>
<td>43.2</td>
</tr>
<tr>
<td>20 Jul 1989</td>
<td>612 500</td>
<td>37.2</td>
</tr>
<tr>
<td>15 Jul 1989</td>
<td>606 250</td>
<td>36.8</td>
</tr>
<tr>
<td>9 Jul 1988</td>
<td>600 635</td>
<td>36.4</td>
</tr>
<tr>
<td>8 Jul 1988</td>
<td>576 875</td>
<td>35.0</td>
</tr>
<tr>
<td>5 Aug 1990</td>
<td>578 250</td>
<td>35.0</td>
</tr>
<tr>
<td>10 Jul 1991</td>
<td>575 875 575 625</td>
<td>34.4 34.9</td>
</tr>
<tr>
<td>6 Jul 1988</td>
<td>566 875</td>
<td>34.4</td>
</tr>
<tr>
<td>26 Jul 1990</td>
<td>563 125</td>
<td>34.2</td>
</tr>
</tbody>
</table>

Table 2. May–August mean melt area and per cent coverage for each of the eight topographically defined regions (within land/water mask)

<table>
<thead>
<tr>
<th>Region</th>
<th>Total area</th>
<th>Mean melt extent</th>
<th>Mean Elevation m.a.s.l.</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>km²</td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>51 250</td>
<td>12 500</td>
<td>24.4 1633</td>
</tr>
<tr>
<td>2</td>
<td>69 375</td>
<td>11 900</td>
<td>17.2 2140</td>
</tr>
<tr>
<td>3</td>
<td>539 375</td>
<td>45 000</td>
<td>8.3 2240</td>
</tr>
<tr>
<td>4</td>
<td>221 875</td>
<td>15 000</td>
<td>6.8 1768</td>
</tr>
<tr>
<td>5</td>
<td>410 625</td>
<td>21 600</td>
<td>5.3 2046</td>
</tr>
<tr>
<td>6</td>
<td>105 000</td>
<td>5 600</td>
<td>5.3 2551</td>
</tr>
<tr>
<td>7</td>
<td>90 000</td>
<td>7 000</td>
<td>7.8 2333</td>
</tr>
<tr>
<td>8</td>
<td>160 625</td>
<td>14 400</td>
<td>9.0 2222</td>
</tr>
<tr>
<td>Total</td>
<td>1 670 625</td>
<td>164 200</td>
<td>8.0 2128</td>
</tr>
</tbody>
</table>
Fig. 1. Mean values of the simulated 37 GHz brightness temperatures associated with summer-melt conditions for each year 1979–91. The brightness temperatures for each year are calculated from a simple microwave-emission model of the snowpack with 1% liquid-water content.
Fig. 2. Mean April microwave emissivities at 37 GHz determined from observed April brightness temperatures and estimated 10 m firm temperatures.
Fig. 3. Simulated summer-melt 37 GHz brightness temperatures minus mean observed brightness temperatures for April 1979-91.
Fig. 4. Daily melt area identified in July and August 1987 with SSM/I data vs the melt area identified by SMMR data before and after a conversion of the SMMR data to account for calibration differences between the two sensors.
Fig. 5. Eight topographically defined regions of the ice sheet, based on the ice-sheet regions defined by Ohmura and Reeh (1991).
Fig. 6. Mean monthly melt-extent values for region 2 of the ice sheet versus stake-ablation rates measured at Qamarsup sermia, as given by Braithwaite and Olesen (1990).
Fig. 7. A time series of the mean daily melt-extent values for the years 1979–91 demonstrating the typical annual cycle of melt coverage on the ice sheet.
Fig. 8. Percentage of days identified as melting during May–August of 1979–91 from passive-microwave data.
Fig. 9. Seasonal (May-August) averages of the daily melt extent as identified with passive-microwave data.
Fig. 10. Monthly averages of the daily melt extent as identified with passive-microwave data.
ATMOSPHERIC CONDITIONS
DURING SNOWMELT AT DYE 2, GREENLAND

Mark R. Anderson*, Clinton M. Rowe, and Kristin L. George
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1. INTRODUCTION

Scientific interest in the potential effects of climate change on the polar regions has increased since computer simulations have shown that high latitudes are likely to experience enhanced warming. The response of the polar ice sheets to a projected warming has been of particular interest. To determine how snowmelt on the Greenland ice sheet responds to climate variations, surface snowmelt and concurrent atmospheric conditions were examined. As part of the investigation, a field program was undertaken to obtain surface weather observations and measurements of snow conditions in the late spring/early summer of 1993 at Dye 2, Greenland (66°29'N, 46°17'W, 2117m a.s.l.). Hemispheric geopotential height data for several levels and sea level pressure data were acquired for the period of field operation. Comparisons between the synoptic-scale atmospheric conditions and the surface measurements during individual melt events are presented.

2. DATA

Dye 2, Greenland was chosen because of its location in the percolation zone of the ice sheet (Benson, 1962), providing seasonal differences in snowmelt (Figure 1). An automated weather station deployed at Dye 2 recorded hourly temperature, relative humidity, wind speed and direction, downward and upward components of shortwave and longwave radiation and snowpack temperatures at 16 levels between the surface and a depth of 2m. Observations were acquired from 11 June until 13 July.

Surface and 850, 700, 500 and 250 hPa level initial analyses from the ECMWF model at 0 and 12 UTC were archived for June and July and were used to specify the atmospheric circulation. The onset, duration and extent of surface snowmelt on the Greenland ice sheet were determined using a threshold technique based on the gridded 37 GHz horizontal brightness temperatures recorded by the SSM/I sensor on board the Defense

*Corresponding author address: Mark R. Anderson, Meteorology/Climatology Program, 324 Avery Hall, Univ. of Nebraska-Lincoln, Lincoln, NE 68588-0135

Figure 1 Location map of Dye 2 on the Greenland ice sheet, with snow facies after Benson (1962).
3. RESULTS

The first melt event at Dye 2 during the study period began on 9 June, 1993 when the observed gridded microwave brightness temperature surpassed the threshold value (Figure 2a) and continued for the subsequent 3 days. This was also the first time during the study period when surface air temperatures reached or exceeded freezing at Dye 2 (Figure 2b). Analysis of the microwave data for the entire ice sheet during 6-9 June shows that surface snowmelt occurring to the southwest of Dye 2 progressed northeastward to the site by 9 June. During this melt event a surface low was moving up the Newfoundland coast toward southern Greenland (Figure 3a) and, at 700 hPa, a ridge was present over Greenland. Together, the surface and upper air flow combined to produce strong southerly flow and warm air advection over southern Greenland (Figure 3b).
Figure 4 (a) Mean sea level pressure and (b) 700 hPa analysis for 00 UTC 18 June 1993.

On 13 June the gridded brightness temperatures at Dye 2 fell below the melt threshold and surface air temperatures stayed below freezing as the surface low and associated upper level trough moved eastward. This resulted in weaker, more easterly flow over Greenland and a retreat of the region experiencing melt. On 15 June, another surface low and associated upper level trough moved over from Hudson Bay to Baffin Bay, again bringing southerly flow. Surface air temperatures went above freezing and the gridded brightness temperatures exceeded the melt threshold. This pattern persisted until 18 June when the ridge broke down the trough moved over Greenland, causing a more zonal pattern with a west-northwesterly flow curtailing melt (Figure 4).

Another melt event occurred on 22-24 June (Figure 2a). During this period atmospheric conditions were similar to those of the earlier melt events, but with a more intense low off the Newfoundland coast and a less pronounced ridge at 700 hPa (Figure 5). As the system moved to the east-northeast, the flow turned more northerly, cold air advection replaced warm air advection, and melting stopped.

The last melt event, 10-12 July, showed similar features to the other events. Before surface snow melt started there was a strong surface low and upper level trough to the west. By the end of the melt event, the surface low and trough had moved east of Greenland. Unfortunately, during the actual melt event (8-11 July), we do not have the surface or upper air data to determine the actual path of the system and will therefore not discuss this event. However, it does appear to follow the other cases observed during the study period.

4. SUMMARY AND CONCLUSIONS

An investigation was conducted of the synoptic-scale atmospheric conditions during melt periods at Dye 2 Greenland that were identified using passive microwave data. Results indicate a strong relationship between the occurrence of surface snowmelt and the synoptic state. Warm air advection caused by a southerly component to the flow over Greenland was largely responsible for the melt events. The warm air advection resulted from low pressure systems moving northward from the Newfoundland coast to southern Greenland. Further comparisons between the synoptic-scale atmospheric conditions and satellite- or surface-based observations of melt should be useful in assessing the possible impact of climate change on the Greenland ice sheet.
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Springtime microwave emissivity changes in the southern Kara Sea
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Abstract. Springtime microwave brightness temperatures over first-year ice are examined for the southern Kara Sea. Snow emissivity changes are revealed by episodic drops in the 37- to 18-GHz brightness temperature gradient ratio measured by the Nimbus 7 scanning multichannel microwave radiometer. We suggest that the negative gradient ratios in spring 1982 result from increased scatter at 37 GHz due to the formation of a near-surface hoar layer. This interpretation is supported by the results of a surface radiation balance model that shows the melt signature occurring at below freezing temperatures but under clear-sky conditions with increased solar input to the surface. Published observations from the Greenland ice cap show a surface hoar layer forming under similar atmospheric conditions owing to the increased penetration and absorption of solar radiation just below the surface layer. In spring/early summer 1984 similar gradient ratio signatures occur. They appear to be due to several days of freeze-thaw cycling following the movement of a low-pressure system through the region. These changes in surface emissivity represent the transition from winter to summer conditions (as defined by the microwave response) and are shown to be regional in extent and to vary with the synoptic circulation.

Introduction

The energy budget over sea ice is largely determined by the radiation balance at the surface. This balance changes rapidly during the melt season, when the physical properties of the surface are altered; the most dramatic effects are shown in the surface albedo during the progression from snow melt to ice breakup. The albedo for sea ice with a fresh snow cover is about 75-80%. This decreases to about 40-60% for old ice and drops to about 10% for open water. As melt progresses, there is a significant decrease in the regional albedo [Robinson et al., 1986, 1992]. The springtime transition from winter to summer conditions thus represents a critical period when ocean-atmosphere interactions undergo rapid fluctuations owing to changing snow cover conditions, ice thickness, and ice concentration.

This transition period takes on added significance when one considers the results of several modeling experiments that suggest that the equilibrium ice thickness is strongly influenced by the surface albedo parameterization and the timing of the snow melt [Shine and Crane, 1984; Shine and Henderson-Sellers, 1985; Ledley, 1991]. Similarly, all of the current general circulation model experiments for a doubled CO$_2$ climate show a considerable enhancement of the warming at high latitudes, with much of the warming being attributed to the temperature-albedo feedback in the seasonal sea ice zone (SSIZ), the region of high-latitude seas that experiences a seasonal ice cover [e.g., Dickinson et al., 1987]. Consequently, it becomes even more important that we develop a clearer understanding of ice processes during this period in the seasonal cycle to validate the results of both atmospheric and oceanic circulation models and of stand-alone dynamic and thermodynamic models of the polar sea ice cover.

Several hypotheses concerning spring melt could be suggested, the simplest and most obvious being that melt will follow a zonal progression related to the latitudinal change in the solar forcing with time throughout the melt season. An alternative possibility is that the melt would vary on a local basis according to regional features of the synoptic-scale atmospheric circulation. Tentative support for this second hypothesis comes from earlier work by Crane et al. [1982] using data from the single channel electrically scanning microwave radiometer on Nimbus 5. The synoptic pattern of snow melt over the sea ice is further demonstrated in the present paper; we suggest that spring and early summer changes in satellite-derived microwave brightness temperatures occur on a regional basis in response to the surface radiation budget and synoptic variations in cloud cover. From the perspective of passive microwave radiometry, these emissivity changes represent the start of the transition from winter to summer ice conditions.

Crane and Anderson [1989] describe the spring melt pattern in the Kara/Barents Sea in 1984, suggesting that changes in the ice cover in the Barents Sea were dominated by ice advection, while ice conditions in the Kara Sea were domi-
nated by surface melt processes. The present paper concentrates on the Kara Sea but focuses on microwave emissivity changes occurring in the spring and early summer. In previous work we have suggested that similar changes observed in other parts of the SSIZ might be attributed to an increase in grain size within the snow pack [Anderson, 1987; Crane and Anderson, 1989]. Earlier work by Anderson and Robinson [1985] also shows that the areas where this signal appears are the same regions in which snow melt first becomes apparent in the visible-band satellite imagery, but the change is observed in the microwave brightness temperatures several weeks before it can be seen in the visible-band data.

Spring/summer microwave signatures of snow covered sea ice

The sea ice data are vertically polarized brightness temperatures from the 18-GHz and 37-GHz channels of the Nimbus 7 scanning multichannel microwave radiometer (SMMR). The SMMR is a dual polarized five-frequency instrument with channels at 6.6, 10.69, 18.0, 21.0, and 37.0 GHz. The resolution is frequency dependent and varies from 148 km by 151 km at 6.6 GHz to 27 km by 32 km at 37 GHz. The present study uses the daily averaged 18-GHz and 37-GHz channels mapped to the 25-km special sensor microwave imager grid available on CD-ROM. The sensor operated only on alternate days owing to power limitations. The data presented in Figures 1 and 2 thus represent observations made at 2-day intervals.

For microwave remote-sensing purposes, the ice cover is usually assumed to be a simple mix of first-year ice, multiyear ice, and open water. Multiyear ice in a microwave context is ice that has undergone the transition to a lower-density, less saline ice pack following brine drainage during the summer melt season. Differences in emissivity between ice and open water and the variation in emissivity with frequency for first-year and multiyear ice are used for the operational retrieval of ice type and concentration [Cavalieri et al., 1984; Gloersen and Cavalieri, 1986]. The method is based on empirically derived functions that utilize two spectral ratios. The first is a polarization ratio with the polarization difference between ice and open water being used to estimate ice coverage. The second uses a spectral gradient ratio to derive information on ice type (the multiyear ice fraction). The gradient ratio makes use of the emissivity difference between first-year and multiyear ice, which changes as a function of frequency, with the difference between the 37-GHz and 18-GHz emissivities being positive for first-year ice and strongly negative for multiyear ice. Snow cover is usually neglected in these calculations.

The limited snow cover observations that are available suggest that snow depth generally varies from about 0 to 1.0 m with a mean of about 0.2-0.4 m [Hanson, 1980; Barry, 1983]. Since the skin depth for dry snow (in the SMMR frequency range) is of the order of 0.5 to 2.0 m, it is usually assumed that except for an unusually thick snow cover or during the melt season, snow will have little effect on the brightness temperature over sea ice [Zwally and Gloersen, 1977; Chang et al., 1976, 1982]. During melt, however, several changes occur that do influence the emissivity. The most dramatic of these is a substantial increase in emissivity when the pack becomes "wet." As the pack warms to the melting point, there is an increase in the free-water content of the pack, which forms a thin film around the grains. This film reduces internal scatter and increases the emissivity for all ice types at all frequencies [Stiles and Ulaby, 1980; Livingstone et al., 1987]. The resulting spike in microwave brightness temperatures is usually assumed to mark the transition to summertime ice conditions, during which time the effectiveness of the operational ice retrieval algorithms is considerably reduced. The present paper demonstrates that equally significant snow emissivity changes may occur earlier in the spring, before substantial warming has occurred, and that these changes may also have a large impact on ice retrievals.

Because of their frequency dependence, the snow emissivity effects are also observed in the gradient ratio referred to above. In this case the spectral gradient ratio uses the difference between the 18-GHz and 37-GHz vertically polarized brightness temperatures and is given by

\[ GR = \frac{TB_{37} - TB_{18}}{TB_{37} + TB_{18}} \quad (1) \]

![Figure 1](https://example.com/figure1.png)  
**Figure 1.** The 18- and 37-GHz brightness temperatures averaged over a 160 by 160 km block of pixels in the central southern Kara Sea for 1982 (a) and 1984 (b).
Using the gradient ratio isolates changes that are frequency dependent (such as changes in snow crystal size) from those that affect both frequencies together (such as a change in physical temperature). In the present case the drop in the 37-GHz channel gives rise to negative gradient ratios. As negative gradient ratios are also indicative of multiyear ice, the present discussion of snow melt applies only to first-year ice regions. First-year ice in this context is defined in terms of microwave emissivity and represents ice that has not undergone a summer melt event. Once melt occurs, brine drainage from the ice pack changes the microwave emissivity significantly, and the resulting ice is referred to as multiyear ice regardless of its age. In practical terms, therefore, this analysis is limited to the seasonal sea ice zone in areas where there is little influx of multiyear ice from the Arctic Basin.

Springtime brightness temperature changes in the Kara Sea: 1982 and 1984

For this analysis the 18-GHz and 37-GHz brightness temperatures and the vertically polarized gradient ratios are averaged for an 180 km by 180 km block of pixels in the central portion of the southern Kara Sea. The brightness temperatures are plotted as a time series in Figure 1, and the gradient ratios are shown in Figure 2. The microwave data indicate that the southern Kara Sea remained ice covered through July in 1982 but that ice cover began to decrease in late June in 1984 and the region was clear of ice by July 7 of that year. The features of interest here are the episodic drops in brightness temperature that occur in both years.

These periods of lower brightness temperature are matched by periods of lower negative gradient ratios. Although brightness temperatures decrease at both 18 GHz and 37 GHz, the drop at 37 GHz is much greater. It is this increased difference that gives the increase in negative gradient ratios that would normally be interpreted as an increase in the multiyear ice fraction. After several weeks, however, the negative gradient ratios revert to the positive ratios characteristic of first-year ice. This drop in gradient ratios occurs too early in the season to be due to the formation of multiyear ice, and furthermore, multiyear ice once formed does not revert to first-year ice as this appears to do. An examination of the total and multiyear ice concentration maps for these time periods also shows that there is no advection of multiyear ice into or out of the area (possible sources of multiyear ice would be ice advected into the Kara Sea from the northeast or fast ice that remained along the coast from the previous summer). We will show later that in 1982 these changes occur under periods of extended clear-sky conditions and are thus unlikely to be the result of an atmospheric effect. This indicates that the change in gradient ratios is due to a change in the emissivity of the first-year ice, and the most likely possibility is that it represents a change in the overlying snow cover. The timing of these emissivity changes is examined further in the present paper, using a radiative transfer model to calculate the surface radiative fluxes during this early spring period.

The surface radiation budget

The radiative transfer model is the same as that described by Francis et al. [1991] and uses a 82-stream approach for calculating both solar and terrestrial fluxes. The 82-stream solution is calculated for each layer in the model (where the column has been divided into layers having constant absorbing and scattering properties). The calculations are performed over 26 spectral intervals for the solar component (0.25 μm-4.3 μm) and for 18 intervals through the infrared spectrum from 4.5 μm to 62.5 μm. Clouds are treated explicitly as scatterers in the visible, and as absorbing features in the infrared. The clouds are assumed to be perfect absorbers outside of the 8.3-μm to 12.5-μm window and to act as gray bodies within the window region, where the emissivity is calculated as a function of cloud liquid-water content. The liquid-water content, in turn, is estimated from the visible optical depth. Infrared absorption due to ozone, carbon dioxide, and water vapor is included, and random overlap is assumed between the water vapor continuum and other absorbing species. Absorption in the visible is by oxygen, ozone, and water vapor, and random overlap is again assumed for absorption by multiple species in
the same spectral interval [Francis et al., 1991; Valero et al.,
1989].

For the present application we assume isotropic reflectance
at the surface and a solar albedo of 70%. The surface infrared
emissivity is taken to be 0.98, and the calculations are per-
formed once a day for the sun at local zenith (thus the calcula-
tions represent daily maximum values rather than daily
averages). The model also requires vertical temperature and
mixing ratio profiles, and these are obtained from stations sur-
rounding the southern Kara Sea (on Novaya Zemlya to the
west, Ostrov Vaygach to the south, and Ostrov Belyy to the
east). These stations are located at approximately equal dis-
tances from the pixels used for the microwave samples, and
the twice-daily radiosonde data are averaged for all three sta-
tions to produce the vertical profiles for the model. The cloud
cover is estimated from the relative humidity profiles and
compared with visible satellite imagery for 1984. The visible
imagery are from the Defense Meteorological Satellite Pro-
gram (DMSP) operational linescan system at 2.7-km resolu-
tion (similar imagery is not available for 1982). One hundred
percent cloud cover is assumed to occur in any layer of the
model that has 85% or greater relative humidity. Clouds are
also included in the near-surface layers when the relative
humidity is greater than 75% and is at least 40% greater than
in the adjacent layers. Using these criteria, the presence or
absence of clouds matches those observed in the visible imag-
ery on about 93% of the days in 1984. Of the 3 of 45 days that
do not match, all three images show low cloud over the ice
that is not apparent in the soundings at the surrounding sta-
tions. The cloud physical properties used in the model are
based on the observations of Herman and Curry [1984] for
summer Arctic stratus clouds, using an effective drop size
radius of 7.5 μm.

The surface fluxes computed from the radiative transfer
model are shown in Figures 3 and 4. The seasonal trend is
obvious in both years, with the absorbed solar radiation
increasing throughout the spring and then leveling off during
the summer months. The large daily to weekly variations are
due to changes in cloud cover, and the nature of the cloud
cover is reflected in the flux calculations. For example, the
radiosonde profiles indicate that most of the 1982 cloud cover
is low-level stratus; cloud temperatures are similar to surface
temperatures, and the outgoing and incoming longwave fluxes
at the surface are virtually equal. On clear-sky days when the
absorbed solar radiation increases, the upward longwave flux
shows little change, and there is a large decrease in the down-
ward longwave flux at the surface. In 1984, on the other hand,
there is an increased incidence of cyclonic systems and a
greater frequency of thicker or multilayered clouds, and the
cloud layer is generally cooler than the surface.

The premelt ice signature

Looking first at 1984 (Figure 2b), one observes a large
drop in gradient ratios on day 128 (May 7) and a further drop
from day 156 to 160 (June 4-8). The DMSP satellite imagery
indicates cloud cover associated with low-pressure systems
moving through the region at these times. The brightness
temperatures (Figure 1b) reach a peak just prior to the first
drop in gradient ratios, coinciding with the arrival of the low-
pressure system and the advection of warm air over the
region. The radiosonde data show that surface temperatures
reach the melting point, and the combination of high tempera-
tures and low-level cloud results in peak values of the long-
wave fluxes (Figure 4), with the upward and downward fluxes
being approximately equal. The drop in brightness tempera-
tures on day 128 coincides with a return to colder conditions
as the low-pressure system moves out of the area. The nega-
tive gradient ratios are thus most likely to result from surface

Figure 3. Radiation model results for 1982. The shaded
regions correspond to the time periods of strong negative gra-
dient ratios. The upward longwave radiation is shown by the
upper curve, and the shaded area gives the net longwave flux,
which is usually negative (away from the surface).

Figure 4. Radiation model results for 1984. The shaded
regions correspond to the time periods of strong negative gra-
dient ratios. The upward longwave radiation is shown by the
upper curve, and the shaded area gives the net longwave flux,
which is usually negative (away from the surface).
grain size and surface roughness changes due to surface melt and freeze cycles over the preceding 4 days.

Synoptic conditions during the second drop in gradient ratios in early June follow essentially the same pattern. In this case, however, the drop in gradient ratios is followed by a rapid increase in positive ratios (indicative of open water) as ice breakup advances. Although it is not obvious, there is some indication of a slight drop in gradient ratios earlier in the spring, well before any surface melt occurs. A similar but much larger decrease in gradient ratios is found in spring 1982, and this requires a somewhat different interpretation.

Figure 2a shows that the large drop in the 1982 gradient ratios occurs after day 124 (May 4), and reaches a minimum on day 130 (May 10). The surface radiation budget indicates that the region was cloud covered from day 102 to day 122 (apart from two clear-sky days in the middle of the period). The net longwave flux during the premelt period was close to zero (Figure 3) except on the two clear days that had negative longwave budgets (upward IR > downward IR). The absorbed solar radiation was also generally low, with values of about 60-80 W m²². After day 122 and coincident with the drop in gradient ratios (Figure 2a), a reversal occurs. There is a period of generally clear skies with a few isolated days of cloud cover. The longwave budget is strongly negative, and analysis of the station data shows that the surface air temperatures are below freezing. It is reasonable to expect, therefore, that the surface temperature over the ice is also below freezing at this point. The absorbed solar radiation, however, doubles, with values ranging from 125 to 170 W m²² (except for the cloudy days when values drop to about 105-110 W m²²). These radiation budget calculations are discussed in relation to snow crystal growth calculations of Colbeck [1989a] and to observational studies done over the Greenland ice cap [Alley et al., 1990]; taken together they suggest that the emissivity changes in this case are due to the formation of a near-surface depth hoar following solar radiation into the pack and warming of the upper layers of the snow cover.

The role of solar penetration in the formation of depth hoar is discussed by Colbeck [1989a], who calculates rates of snow crystal growth under various surface temperature conditions with a snow model that includes the effects of solar penetration. For both a seasonal snow cover and an alpine snowpack, he calculates that diurnal radiative and temperature forcing cause rapid crystal growth in the near-surface layer. The snow-covered sea ice in the Kara Sea is analogous to Colbeck’s seasonal snowpack case, where the temperature at the soil/snow interface is held at 0°C, and crystal growth was calculated within a 1-m snowpack. In the present case, the radiation model shows that under clear-sky conditions the incoming solar radiation in the Kara Sea was within the ranges used by Colbeck for his model calculations. Colbeck, however, uses a 30°C diurnal temperature cycle, which is somewhat larger than would be likely over the sea ice. Colbeck also includes one polar example, for which he simulates conditions over a polar ice sheet. In this case, however, he assumes that a low value for radiative heating and depth hoar formation is linked to the annual temperature wave. The model shows penetrating radiation doubling the snow crystal growth rate at 20-cm depth over what would result from temperature cycling alone, but most of the crystal growth in the ice sheet model occurs in late summer and early fall. However, it has been shown that rapid depth hoar formation can also occur over polar ice much earlier in the summer [Alley et al., 1990].

Measurements taken on Greenland in the summer of 1990 show a 5- to 10-mm-thick depth hoar forming under clear-sky conditions in less than 24 hours [Alley et al., 1990]. This occurred at a depth of about a centimeter, where the solar loading caused a local temperature rise of several degrees compared to the temperature of the adjacent snow and air layers. The depth hoar formed in mid-June with maximum air temperatures well below freezing (~8°C). The observed temperature gradient was sufficient to cause a net vapor movement out of the depth hoar, the diffusive mass flux alone accounting for the removal of an estimated 100 kg/m³ from the depth hoar layer over a 3- to 5-day period. Given also the possibility of wind pumping [Clarke et al., 1987; Colbeck, 1989b] and thermal convection [Johnson et al., 1987], Alley et al. [1990] conclude that the energy available was sufficient to explain the observed density loss in terms of solar warming of the near-surface layer.

The reasons for the springtime emissivity changes in the Kara Sea cannot be proven unambiguously without in situ observations; the brightness temperature changes and the radiation model results, however, are consistent with the suggestion that the emissivity changes may be due to the formation of a near-surface depth hoar as a result of solar heating of the snowpack. The radiation budget calculations show that the surface longwave budget is negative, as is the sensible heat flux implied by the temperature profile. The only energy input to the surface is the incoming solar radiation, with the levels of penetrating radiation being within the ranges used by Colbeck [1989a] to demonstrate hoar formation in a seasonal snowpack. The penetrating radiation heats the near-surface layer and amplifies the diurnal temperature gradient, and the resulting mass flux causes a growth in snow crystal size. This increases the microwave scatter and reduces emissivity, with the change being frequency dependent (i.e., the scatter is a function of frequency in relation to crystal size; see, for example, Chang et al., [1976, 1982]). The increased scatter at 37 GHz results in a more negative gradient ratio.

Scattering in the snowpack is also polarization dependent and tends to be greater for horizontal polarizations [e.g., Mätzler, 1987]. Calculations of 37V - 37H are also presented in Figure 2. These show that the drop in gradient ratios is matched by an increase in the 37V - 37H difference, which further supports the suggestion that these brightness temperature changes result from a scattering effect. Why these regions of negative gradient ratios in the SSIZ should expand and then disappear is not clear. One possibility is that the near-surface layers, where the depth hoar occurs, may be further disturbed by wind action that would break down the layer and reduce the 37-GHz and 18-GHz brightness temperature differences.

Conclusions

SMMR-derived measurements over the first-year-ice region of the southern Kara Sea in spring 1982 and 1984 reveal areas of negative brightness temperature ratios that appear suddenly, persist for a couple of weeks, and then disappear. The gradient ratios in this case are calculated as the difference between the 37-GHz and 18-GHz vertically polarized brightness temperatures, and the negative ratios occur because of a sudden drop in brightness temperature at 37 GHz. These signatures are similar to occurrences reported during the early spring in other years and in other regions of the seasonal sea.
ice zone [Anderson, 1987]. Previous studies have shown that these regions are the first to exhibit snow and ice melt later in the spring, and these signatures are interpreted as representing the initial transition from winter to summer ice conditions.

The negative gradient ratios in 1982 occur in association with clear skies and below-freezing temperatures. Calculations of the surface radiation budget for these time periods show that the longwave flux is negative and that the only energy input to the snow surface results from incoming solar radiation (the radiosonde data indicate that the sensible heat flux would also be negative). Our conclusion is that the negative ratios represent areas of depth hoar in the near-surface layers that form as a consequence of solar heating. The growth in crystal size increases the scatter and reduces emission in the 37-GHz channel, giving rise to the negative gradient ratios. For 1984 the radiation budget calculations show the possibility of surface melt and the formation of increased grain sizes and increased surface roughness following several days of freeze-thaw cycling. Why these signatures then disappear is unclear, but their disappearance may be due to further surface disturbance by wind action or precipitation.

Although the processes that give rise to the snow emissivity changes appear to be different in the two years, the significant fact is that in both years the microwave signal is regional and occurs as a response to changes in atmospheric temperature, cloud cover, and surface radiation budget. It is well known that ice retrievals are complicated in the summer by the emissivity change that accompanies the increase in liquid water in the pack. However, these results indicate that emissivity changes, which may introduce some error into the ice cover calculations, are also occurring much earlier in the spring and that the spatial and temporal distributions of these changes will be highly variable as a response to the synoptic-scale atmospheric circulation.
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Passive microwave-derived spatial and temporal variations of summer melt on the Greenland ice sheet

THOMAS L.MOTE, MARK R. ANDERSON, KARL C. KUIVINEN AND CLINTON M. ROWE
Department of Geography, University of Nebraska–Lincoln, Lincoln, NE 68588-0135, U.S.A.

ABSTRACT. Passive microwave-brightness temperatures over the Greenland ice sheet are examined during the melt season in order to develop a technique for determining surface-melt occurrences. Time series of Special Sensor Microwave/Imager (SSM/I) data are examined for three locations on the ice sheet, two of which are known to experience melt. These two sites demonstrate a rapid increase in brightness temperatures in late spring to early summer, a prolonged period of elevated brightness temperatures during the summer, and a rapid decrease in brightness temperatures during late summer. This increase in brightness temperatures is associated with surface snow melting. An objective technique is developed to extract melt occurrences from the brightness-temperature time series. Of the two sites with summer melt, the site at the lower elevation had a longer period between the initial and final melt days and had more total days classified as melt during 1988 and 1989. The technique is then applied to the entire Greenland ice sheet for the first major surface-melt event of 1989. The melt-zone signal is mapped from late May to early June to demonstrate the advance and subsequent retreat of one "melt wave". The use of such a technique to determine melt duration and extent for multiple years may provide an indication of climate change.

INTRODUCTION

Climate theory predicts, and climate models generally confirm, that temperature changes due to increased concentrations of radiatively active gases in the atmosphere will be greatest in high northern latitudes. Furthermore, a decrease in snow and ice cover in the Arctic may amplify any global warming by reducing the surface albedo and allowing Earth to absorb more solar radiation. Greater evaporation associated with increased temperatures in the Arctic may also lead to increased atmospheric moisture available for precipitation. In particular, the Greenland ice sheet may experience more accumulation due to increased atmospheric moisture and more ablation due to increased temperatures. An earlier and longer melt occurrence or greater spatial extent of surface melt should evidence an increase in the ice sheet's ablation. Therefore, surface melt could serve as a sensitive indicator of climate change. However, knowledge of the spatial and temporal extent of melt for the Greenland ice sheet is incomplete, in part due to the limited areal extent of surface observations spanning the onset and duration of summer melt.

Satellite remote sensing offers a means of measuring and monitoring the extent of surface melt on the Greenland ice sheet. In particular, microwave-brightness temperatures exhibit a distinct increase during surface melt. This peak in microwave emission stands in sharp contrast to the lower brightness temperatures observed under non-melt conditions for Greenland and Antarctica (Gloersen and others, 1974). The rapid increase in brightness temperatures results from changing surface-snow conditions. It is well known that the emissivity of snow changes rapidly with melt, largely due to an increase in the water content of the snow (Chang and others, 1976; Rango and others, 1979; Foster and others, 1984; Chang and others, 1985). While snow density, temperature, crystal structure and crystal size all contribute to the snowpack's emissivity, changes in the volumetric water content produce the most prominent changes in brightness temperatures.

As the snowpack melts, liquid water forms between the individual snow grains, which increases the absorption and decreases the volume scattering (Rango and others, 1979). The surface scattering is enhanced over the volume scattering by two orders of magnitude (Mätzler and others, 1984). The result is a substantial increase in the emissivity of the snow. Snow with 1–2% liquid-water content may produce 37 GHz brightness temperatures 50 K higher than dry snow (Hofer and Mätzler, 1980). Experimental work has been conducted to describe the relationship between liquid-water content and microwave-brightness temperatures. Stiles and Ulaby (1980) empirically fit an exponential function of the form:

\[ T_B(m_w) = A - B e^{-m_w} \]  

where \( T_B \) is microwave-brightness temperature and \( m_w \) is liquid-water content, for liquid-water content between 0 and 6%. The greatest increase in brightness temperatures occurs from snow with 0.5–1% liquid-water
content (Stiles and Ulaby, 1980). This conspicuous signal and its usefulness as an indicator of climate variability, and thus climate change, has led to repeated calls for scientists to map the melt zones of the ice sheets (Zwally, 1977; Thomas, 1991).

The availability of more than a decade of passive microwave data now provides a viable method of mapping the melt zone and observing the intra- and inter-annual variability of surface melt. This paper examines time series of passive microwave data during the melt season for locations within the wet- and dry-snow zones of the ice sheet. From the time series, an objective technique for determining surface melt is developed. This technique is used to map the melt-zone signal as it advances across the ice sheet during the late spring of 1989.

MICROWAVE DATA

Passive microwave data used to determine the melt zone were acquired from the Special Sensor Microwave/Imager (SSM/I), a second-generation multichannel microwave radiometer. The SSM/I records radiation in seven channels, the vertical and horizontal polarizations for 19.35 GHz (1.55 cm), 37.0 GHz (0.81 cm) and 85.5 GHz (0.35 cm) and the vertical polarization for 22.235 GHz (1.35 cm). The first SSM/I, launched on 19 June 1987, has a sun-synchronous, near-polar orbit with an altitude of 883 km, a swath width of 1400 km and a view angle of 33.1° (Hollinger and others, 1987).

The SSM/I data used in this study, from July 1987 to June 1990, were obtained from the National Snow and Ice Data Center's (NSIDC) archive of brightness temperature grids on compact disc. The 19 and 37 GHz data used in this investigation have been binned by NSIDC into a 25 km x 25 km grid. The binning process averages all observations that fall within the grid cell for each day, midnight to midnight UTC (National Snow and Ice Data Center, 1992). The coastal mask supplied with the SSM/I data was applied to eliminate pixels containing both land and water. However, pixels along the ice-sheet edge that contain land or both land and ice have not been removed from the data.

![Fig. 1. Microwave-brightness temperature time series of the vertically and horizontally polarized channels at 19 and 37 GHz for three locations on the Greenland ice sheet.](image-url)
EXAMINATION OF MICROWAVE MELT SIGNAL

To develop an understanding of surface melt as identified by passive microwave data, time series of SSM/I microwave-brightness temperatures were produced for three locations on the ice sheet. The locations were selected from previously occupied research sites: the Swiss Federal Institute of Technology (ETH) camp (69°34'N, 49°18'W; 1175 m a.s.l.), NASA's camp at New Crawford Federal selected from previously occupied research sites: the Swiss localons on the ice by passive microwave data, time series of brightness temperatures during the summer of 1990. Surface lakes were observed during the summer of 1990. Surface drainage channels formed, and surface lakes filled with water by late June (Laternser, 1991).

Under the assumption that these sites are representative of wet- and dry-snow zones, time series of brightness temperatures for four channels (19V/H, 37V/H) were constructed from three years of SSM/I data (Fig. 1). These time series were examined for differences between microwave signals from locations with and without summer melt.

The most prominent features in the time series for the ETH and New Crawford Point sites are the rapid increases in brightness temperatures during late spring to early summer, the prolonged period of elevated brightness temperatures during the summer, and the rapid decrease in brightness temperatures during late summer (Fig. 1). For example, the 19V brightness temperatures for the ETH site demonstrate a rapid decline in August 1987 from values around 260 K in the summer to approximately 210 K during the winter. A rapid increase in the brightness temperatures occurs at the end of May 1988 and continues through the summer with a subsequent decline in August. This pattern is repeated for the remainder of the time series and a comparable pattern is observed in the 19H channel.

Similar transitions between seasons are observed in the vertical and horizontal 37 GHz brightness temperatures, although greater variability is present within each season for these channels. Most of the gradual increase in brightness temperatures throughout the spring is probably the result of increasing snowpack temperatures. However, examination and discussion of the smaller-scale variability is beyond the scope of this paper.

Large variations are also observed in the brightness temperatures for the New Crawford Point site (Fig. 1), though the summer plateaus are not as prolonged as those observed at the ETH site. The highest summer brightness temperatures are similar at the ETH and New Crawford Point sites. Other locations on the ice sheet had brightness temperatures near 273 K, which result from the emissivity of near unity for wet snow with a volumetric water content greater than 2%. Maximum brightness temperatures of approximately 260 K for the ETH and New Crawford sites during surface melt result from an emissivity of less than one and may be a result of liquid-water content between 0.5 and 2%, in addition to any remaining dry snow within the footprint of the sensor.

Although no rapid changes or periods of elevated brightness temperatures occur during the three-year period for the GRIP drilling site as was observed for the ETH or New Crawford Point sites (Fig. 1), the annual temperature cycle is clearly present in the brightness-temperature time series. The seasonal variation in temperature is more pronounced in the 37 GHz channels than the 19 GHz channels. For example, exclusive of the melt period, the 19V brightness temperatures range from 220 to 235 K, whereas the 37V brightness temperatures range from 200 to 230 K. This is likely due to the fact that radiation received at 19 GHz emanates from a deeper and more thermally stable layer of the snowpack than radiation at 37 GHz.

OBJECTIVE MELT DETERMINATION

In order to catalogue melt onset, duration and accumulated melt days objectively, one channel was selected to identify the brightness temperature peak. The goal in selecting that channel was to minimize the within-melt variance of the brightness temperatures and maximize the melt–non-melt difference. The brightness temperature time series for the ETH site was used to determine means and standard deviations (Table 1) separately for a winter period (1 December 1988–28

| Table 1. Means and standard deviations of brightness temperatures for the ETH site |
|----------------------------------|-----|-----|-----|-----|
|                                  | 19V | 19H | 37V | 37H |
| 1 December 1988 – 28 February 1989 |
| Mean                           | 214.2 | 186.5 | 210.1 | 184.3 |
| S.D.                            | 5.9 | 7.8 | 5.6 | 6.8 |
| 1 June 1989 – 31 July 1989      |
| Mean                           | 255.1 | 237.8 | 234.5 | 221.1 |
| S.D.                            | 10.0 | 12.7 | 23.8 | 24.9 |

255
February 1989) and a melt period (1 June 1989–31 July 1989). The 19V channel demonstrates the greatest difference of the means between winter and the summer melt (41 K) and has the smallest standard deviation during the melt (10 K). Therefore, the 19V channel was selected to serve as an indicator of melt.

The difference between the 19V summer and winter means was used as the basis to determine the melt threshold for two reasons. First, the differencing technique accounts for observed variations in brightness temperatures across the ice sheet prior to the onset on summer melt. Secondly, employing this difference aids in eliminating coastal land contamination due to the smaller variation in brightness temperatures for land surfaces than for snow and ice surfaces. A threshold of 31 K above the winter mean was derived by subtracting one standard deviation of the melt-period brightness temperatures from the difference in means. This was done to avoid indicating a return to non-melt conditions due to the smaller-scale variations observed during the melt period.

**MELT FEATURES**

The brightness temperature threshold of 31 K above the winter mean is used to identify melt periods for the ETH camp and New Crawford Point for the three years of available SSM/I data. Any day with a brightness temperature greater than the threshold was classified as melt. The length of melt, or melt season, can then be determined by the number of days between the first observation above the threshold and the last day above the threshold.

In 1988 and 1990, the first day above the threshold, the melt onset, occurred earlier at the grid cell containing the ETH site than at the New Crawford Point grid cell (Table 2). However, during 1989 the melt onset occurred on 30 May at both grid cells. The ending date for the melt season occurred on different dates for the two sites each year. In general, the last day of melt for the New Crawford Point grid cell is 20 d earlier than for the ETH site (Table 2). The earlier onset and later ending date resulted in a longer melt season for the ETH site than for the New Crawford Point site. The 1988 melt season lasted 99 d at the ETH site and 58 d at the New Crawford Point site. The 1989 melt season lasted 82 d at the ETH site and 59 d at the New Crawford Point site. The difference in the length of the melt season between the two grid cells is likely related to the elevation difference between the two locations.

During the melt season, the brightness temperatures fall below the threshold value on a number of days. This implies that the total length of the melt season may not fully characterize the duration of surface melt for each grid cell. Therefore, the total number of days classified as melt during each season, referred to here as the number of accumulated melt days, is also determined for the two sites. During both 1988 and 1989, the ETH site had more accumulated melt days than New Crawford Point. The ETH site had 76 melt days as opposed to 38 for the New Crawford Point in 1988 and 66 melt days as opposed to 23 for New Crawford Point in 1989. For the two years examined, a large inter-annual variability exists for both sites.

During June 1990, simultaneous daily ground observations were available for the ETH site (Greuell and Konzelmann, 1991). This overlap permits a comparison between the microwave-brightness temperatures and several surface parameters, particularly the water content of the snow. Due to the coarse resolution of the microwave grid, some caution must be exercised in relating the microwave data to surface observations. Nevertheless, there is close agreement between onset of the first continuous microwave peak and the published data on mean liquid-water content of the snowpack. The first continuous peak in emission for 1990 begins on 16 June, the same day the liquid-water content at the ETH camp was first reported greater than 2%. The microwave-brightness temperatures continued to rise until 24 June. Concurrently, the reported volumetric water content increased until it reached a June peak of 5.51% on 23 June (Greuell and Konzelmann, 1991). This comparison supports the conclusion that the volumetric water content of the snowpack is the dominant factor in the microwave signature during melt and therefore can be used to identify melt. Two 4-d peaks and one 5-d peak are evident in the time series between mid-May and early June, before the period of continuous summer melt. These shorter-lived peaks are likely due to radiation melting of the surface. Greuell and Konzelmann (1991) reported evidence of surface melting at the ETH camp as early as 24 May but no measurements of snow properties are available for May.

To assess the usefulness of the objectively determined threshold, the 31 K difference threshold was applied to each grid cell over Greenland to map the advance and

---

**Table 2. Melt dates between 10 July 1987 and 30 June 1990 from SSM/I data for the ETH and New Crawford Point sites**

<table>
<thead>
<tr>
<th>ETH Camp Begin</th>
<th>ETH Camp End</th>
<th>New Crawford Point Begin</th>
<th>New Crawford Point End</th>
</tr>
</thead>
<tbody>
<tr>
<td>15 Aug</td>
<td>23 Jul</td>
<td>9 Jun 13 Jun</td>
<td>20 Jun 26 Jun</td>
</tr>
<tr>
<td>15 May 30 May</td>
<td>9 Jun 13 Jun</td>
<td>4 Jul 5 Aug</td>
<td>20 Jun 26 Jun</td>
</tr>
<tr>
<td>9 Jun 16 Jun</td>
<td>9 Jun 13 Jun</td>
<td>14 Jul 27 Jul</td>
<td>20 Jun 26 Jun</td>
</tr>
</tbody>
</table>

---
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Fig. 2. Microwave-derived surface melt extent (in black) during the first major surface melt event of 1989.

retreat of one “melt wave” during late May and early June 1989. To display the spatial extent of melt, difference maps were produced using individual summer images and the 20 January 1989 image, which served as a proxy for the mean winter conditions across the entire ice sheet. Zhang and others (1989) have shown that microwave-brightness temperatures are stable throughout winter across the Greenland ice sheet; thus, a single winter image can provide a first approximation to the mean winter conditions. If the summer-winter difference for an individual grid cell exceeded 31 K, the cell was classified as experiencing melt.

A sequence of six melt-extent maps, concentrating on the period of rapid increase in melt during late May 1989, was produced (Fig. 2). The 26 May map shows only isolated grid cells in the southwestern part of the ice sheet classified as experiencing surface melt. The number of grid cells classified as melt dramatically increased between 28 and 30 May. By 30 May, the entire southern dome and much of the western edge of the ice sheet were classified as experiencing surface melt. The number of grid cells classified as melting began to decline through the last image on 4 June, when only the periphery of the ice sheet remained classified as melting. As expected, the melt advance approximately followed the elevation contours of the ice in southern Greenland due to the dependence of temperature on elevation. This agrees with the dependence of melt on elevation evident in the comparison of brightness-temperature time series for the ETH and New Crawford Point sites.

SUMMARY AND CONCLUSIONS

Time series of SSM/I data for two sites in the wet-snow zone demonstrate a rapid increase in brightness temperatures during late spring to early summer, a prolonged period of high brightness temperatures during the summer and a rapid decrease in late summer. Previous research on the microwave emission of snow as well as knowledge of the surface conditions at the two sites suggests that the peaks are associated with melting of surface snow.

A threshold based on a comparison of summer and winter time series was developed to classify melt events. This technique was applied to the two wet-snow sites, and it classified a longer and more continuous melt season at the ETH camp, the lower elevation site, than the New Crawford Point site. Additionally, corresponding surface and microwave observations during June 1990 seem to demonstrate a relationship between the volumetric water content of the snowpack and the increase in brightness.
temperature. Earlier, short-lived peaks that are evident in the time series cannot be attributed directly to increases in the liquid-water content due to a lack of concurrent surface observations. These peaks may be due to localized radiation melting of the top snow layer.

An objective technique to determine melt was applied to the entire ice sheet for a 10 d period in late May and early June 1989. The results demonstrate a rapid melt advance across the ice sheet, approximately following elevation contours.

Further refinement of the technique for determining melt events from passive microwave data is warranted. This refinement process should involve co-ordinated surface and satellite observations. Additionally, the small-scale variability evident in the time series needs further examination. Following additional refinements, Scanning Multichannel Microwave Radiometer (SMMR) and Electronically Scanning Microwave Radiometer (ESMR) data could be employed to provide a sufficiently long time series to map the inter-annual variability of melt extent on the ice sheet. This should prove a valuable addition to the effort to understand climate variability and, possibly, to detect climate change.
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