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PREFACE

This document contains the proceedings of the Workshop on Computational Tools
and Facilities for the Next Generation Analysis and Design Environment, held in Hampton,
Virginia, September 17-18, 1996. The workshop was jointly sponsored by the University
of Virginia’s Center for Advanced Computational Technology and NASA. Workshop
attendees came from government agencies, industry and universities. The objectives of the
workshop were to assess the level of maturity of various computational tools and facilities
and their potential application to next generation integrated design environment; and to
provide guidelines for focused future research leading to effective use of these facilities in
the design/fabrication and operation of future aerospace systems. The presentations
addressed several simulation, optimization training and design tools and facilities.

Certain materials and products are identified in this publication in order to specify
adequately the materials and products that were investigated in the research effort. In no
case does such identification imply recommendation or endorsement of products by NASA,
nor does it imply that the materials and products are the only ones or the best ones available
for this purpose. In many cases equivalent materials and products are available and would
probably produce equivalent results.

Ahmed K. Noor

Center for Advanced Computational
Technology

University of Virginia

Hampton, Virginia

John B. Malone
NASA Langley Research Center
Hampton, Virginia
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INTRODUCTION

In response to increasing economic stresses and social concerns, the U.S. aeronautics and
space program is being restructured with a shift in mission strategy for future space activities and a
change in design philosophy for aerospace systems. This shift is from long-term, complex
expensive space missions to smaller, cheaper, faster ones. The future mission set will be more
affordable, involve more frequent space activities and will speed up the evolution of technology.

To meet the goals of design cycle reduction, cost reduction, improved performance, and
technology insertion time reduction for future aerospace systems, the NASA/UVA/JPL Next-
Generation Analysis and Design Environment Project was initiated. The overall objective of the
project is to build/assemble a prototype distributed virtual environment for designing, testing and
prototyping aerospace vehicles and spacecraft configurations. The environment is expected to
radically advance the process by which complex aerospace systems are designed, manufactured
and operated. The distributed virtual environment will link design teams, manufacturing teams,
customers, suppliers and consultants that play a part in designing and manufacturing aerospace
systems. It will incorporate the state-of-technology computational, communication and networking
facilities and tools, and will take advantage of existing and evolving capabilities in industry,
government and academia.

The aerospace systems which will be the focus of this activity are new millennium
spacecraft, space transportation systems, high-speed aircraft, and advanced configuration subsonic
aircraft. The design environment will include generic modules and facilities which are used for all
the systems and application-specific tools for individual systems.

The joint University of Virginia/NASA workshop held in Hampton, Virginia, September
17-18, 1996 provided an opportunity to assess the level of maturity of various computational tools
and facilities and their potential application to the next generation analysis and design environment.

1. The Design Process and Design Environment

Future aerospace systems will have a number of major characteristics which will
significantly impact their design, including:

* a high degree of autonomy - thinking, self-healing vehicles will feature embedded
sensors, actuators and elaborate information processing systems

* miniaturization of subcomponents and/or the entire vehicle

* modularity - using modules to tailor vehicle capabilities to specific mission needs.
Examples of modular vehicles are provided by the Joint Strike Fighter modular aircraft and the
multifunctional bus used in a number of spacecraft.

» incorporation of engineered multifunctional materials.

1.1 Design Drivers

Today design and production are being driven by revolutionizing forces. Technology is
moving rapidly and competitive forces require new products with increasing capabilities to come to
market quickly and be affordable - delivering lasting value at competitive cost. Products must be
affordable, maintainable and safely disposable. Consequently, the design process must, not only
allow for, but encourage, new technology insertion into products and do so at an affordable cost.



The traditional design process does not provide the flexibility required for low-cost
technology insertion and affordability in a global, rapidly changing, competitive environment. The
current move towards integrated product and process design (IPPD) systems represents a paradigm
shift aimed at incorporating manufacturing, maintenance and repair, initial and life-cycle costs, risk
management, and disposal concerns into the early stages of the design process.

Although significant advances have been in concurrent engineering and IPPD systems,
revolutionary changes are still required in the design tools and the whole design process, such as
the revolutionary design tools needed for rapid insertion of new product technology and
affordability.

1.2 Technology Insertion

In the traditional design process of high-tech engineering systems, each discipline (e.g.,
structures, aerodynamics, propulsion, controls, avionics, optics, manufacturing, etc.) uses product
models of varying fidelity at different stages of design, from early conceptual design to detail
design. Generally, the models used for conceptual design consist of simplified rules (relative to
those used in detail design) and formulas which have been embedded into complex spreadsheets.
The spreadsheet entries are filled with formulas developed over many years of experience in that
discipline. It is therefore not too bold a statement to make that conceptual design in the aerospace
business is to a large degree experience-based. This results in incremental advancements in
technology because experience-based design makes large step design extrapolations too risky. The
incremental approach makes it increasingly difficult to compete in today's aggressive and
demanding competitive environment.

In the case of new consumer products, they have, in general, a short "half-life” and an
incremental approach for them makes it difficult to respond to changing customer needs; thus there
is a growing need to insert new technology rapidly and confidently. Most aerospace vehicles are
usually expected to have a longer life than consumer products, but this also tends to make it
important to infuse in them the latest technology to ensure that the vehicle’s long life will produce
the best long-term performance. Moreover, insertion of new technology is meant to drive down
life-cycle costs.

1.3 Product Cost Reduction

As the design process progresses, the level of sophistication of the product model
increases. However, the more detailed data derived from these models usually occurs too late to
impact design decisions that affect the majority of costs. It is well documented that product costs
are set in the early conceptual phase of the design process. Moreover, the change-over of model
type presents its own set of issues because this change-over is not smooth and gradual, but
discontinuous. Hence, there is a need for a seamless model progression from conceptual to more
detail design. For example, in the case of structures, it means discontinuously translating from
spreadsheet modeling in the conceptual design to finite element modeling in the preliminary design
phase. Then, because the preliminary models are physics-based, they can be continuously refined
with more detail added as the design process progresses. However, if available early in the design
process, the critical detail in the finite element models could provide the data needed for better
design decisions and avoidance of costly and time-consuming re-designs. Costs, design cycle-
time and risk could be reduced if more knowledge of the design were available earlier. Thus, it is
desirable to have a seamless design process in which analysis at any level of detail is possible.
This completely integrated seamless analysis and design capability will form an important facet of a
revolutionary change in the design process.



1.4 Vision for Revolutionary Design Process Changes

The new design process that will likely emerge in the early part of the next century will
provide revolutionary changes allowing the designer to readily insert new technology advances into
products while keeping costs under control or reducing them. The environment will integrate
advanced computing, communication and networking technologies to support global project design
and management. Novel paradigms and new methodologies will be developed to represent and
incorporate imprecision and uncertainties as an integral part of the early design process. New
computational tools will facilitate new technology insertion because they will not be based on
extrapolations of experience. They will be easy to use because their employment will be intuitive.
No steep learning curve will be required nor can be afforded because the computational tool
technology will itself be rapidly progressing. Changes in tools will be transparent to the user.
Tools to assess manufacturing costs and issues, uncertainty, risk and product value will be
commonly used. The designer will have multimodal real-time interactions with the product model,
involving several human senses (vision, hearing and tactile). Rich sensorial interaction, coupled
with real-time simulation responses will produce a compelling and captivating feeling of being
immersed in the product model environment.

The immersive environment will also be distributed because design teams will be
geographically dispersed as global partnerships develop, and will be able to collaborate via high-
speed high-bandwidth communication networks. This is being done now on a limited scale with
two-dimensional screen displays, but in the future will be done in three-dimensions (immersive
virtual environment). As with two-dimensional displays which now allow the opening of multiple
two-dimensional windows, the immersive environment of the future will allow for three-
dimensional windows. Designers in different localities will be able to interact with one another and

“with the product models. To accomplish this vision will require new classes of revolutionary tools
and facilities, which are briefly described in subsequent sections. Many of these tools and facilities
will be provided by commercial CAD/CAM/CAE systems and other government-supported
programs. In order to maximize the benefits of the design environment to future aerospace
products and processes, close collaboration with industry will be maintained.

2. Major Components

The following four major components, which are critical to the next generation design
environment, have been identified:

» distributed synthetic environment and advanced human-computer interfaces
* infrastructure for collaborative computing
* rapid computational tools and modeling methods
* system integration tools and databases
each component described in subsequent subsections.

2.1 Distributed Synthetic Environment and Human-Computer Interfaces

The objective of this component is to increase the productivity of the design/manufacturing
team by significantly enhancing the communication bandwidth between researchers/designers and
machines. The environment will be highly interactive and capable of dynamically mapping
information into visual, auditory or kinesthetic representations. This multimedia information will
be presented to the user in an intuitive and coordinated form.



Virtual reality facilities for modeling, presentation, personal and group VR are integrated
into the design environment. Interaction paradigms and techniques which allow
researchers/engineers to see, hear, touch and interact with the product model will be used. The
devices used in the environment include position trackers and sensing gloves as well as facilities
for visual, audio and haptic feedback (e.g., head-mounted displays, three-dimensional audio
localization and touch master). The current rendering tools and the speed of new graphics engines
(such as the SGI Onyx2 Reality Monster with a rendering speed of 80 million polygons per
second) can provide near photo-realistic visualization of the product model.

An immersive virtual environment is beneficial for many phases of the design, including
mission operations planning; interactive visualizations of data from physics-based simulations;
real-time simulations of assembly and manufacturing processes; creating virtual prototypes that can
be manipulated in real time; assessing the accessibility of the different parts of the vehicle for
maintenance and repair; checking the different parts of aerospace vehicles for fit and interference
before building the physical prototypes. By being immersed into the virtual design environment,
engineers can create and modify their designs in real time, seeing the effects of their modifications
immediately. Designers can address operational issues such as, how close must a spacecraft
approach a comet to get the required image resolution? What is the cost trade between resolution,
image smear and attitude control requirements? How far can a rover traverse on a rock-strewn
surface given a certain wheel design before another stereo image set is required? Immersive
environments also provide design teams with a means of looking at ergonomics and other ease-of-
use aspects of commercial aircraft. However, for the full benefits of immersive synthetic
environment to be realized in the design and product development process, a number of technical
problems need to be solved, including the development of both realistic force-feedback mechanism
which enables engineers to feel when they are coming in contact with the virtual prototype, and a
smooth interface with CAD/CAE systems which allows the creation and modification of product
models in real time.

An attempt will be made to identify the promising human-computer interaction paradigms
and techniques which allow the researchers/engineers to see, hear, touch and interact with the
product models. In addition, traditional access mechanisms based on flat screen displays will also
be supported.

2.2 Infrastructure for Collaborative Computing

This component will provide a multimedia environment for enabling collaborative design
and integrated product viewing among geographically dispersed teams (e.g., NASA centers, JPL,
mdustry and universities). A multiperspective approach to collaborative design will be supported.
The Internet, with commercial and public domain software, provides the communication
infrastructure between design and manufacturing teams using a mixed environment of hardware
and operating systems. For large design projects, Intranets (which are networks within individual
organizations) are used for communicating design information among members of each
organization, and Extranets are used to provide secured connection between Intranets. The next-
generation Internet is expected to alleviate the performance problems associated with constricted
network bandwidth and to provide rapid communication of the latest product model data, which is
one of the key requirements to reducing time to market and lowering product cost. The future
Internet will also enable high-quality real-time interaction between users.
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One aspect of collaborative computing is the virtual collocation facility - a new concept of a
three-dimensional telepresence conference (3DTC) room. The concept is somewhat analogous to
that envisioned by the creators of the Star Trek Holodeck where a distributed meeting takes place at
specially-designed conference rooms located at remote sites. A major feature of 3DTC is that
participants are able to fully interact with each other in three dimensions, i.e.,

» exchange objects in three dimensions

» walk around each other (eventually with full-scale systems)

* no special glasses, wands or gloves are required.

The 3DTC is based on combining some of the optical principles with modern electro-optics, digital
image processing and display techniques in a special system configuration.

2.3 Rapid Computational Tools and Modeling Methods

Deterministic design and analysis tools based on mathematical models derived from first
principles of physics (e.g., computational models used in various fields of mechanics and
engineering science) have improved considerably in recent years. Graphical user interfaces (GUIs)
have made the codes easier to use, and postprocessing graphical systems have made the results
easier to understand. Advances in computer hardware and software have resulted in much faster
computations. CAD/CAM/CAE systems have made design easier, aided engineers in coordinating
design activities, and replaced expensive physical mockups with much less expensive digital
mockups. Automatic meshing technology has reduced the time needed to create finite element
models. Equation solvers have reduced computation times by orders of magnitude. Moreover,
high-performance computers, high-end workstations and powerful PCs have done much to
dramatically reduce execution times.

Nevertheless, the critical path to achieving the visionary revolutionary design environment
requires significant reductions in modeling time and increases in analysis speeds which are
presently not achievable. There are, however, ways of meeting these challenges. The objective of
this program element is to develop, implement, validate and demonstrate computational tools which
will provide the real-time simulation-based response capability required by the immersive design
environment described in section 2.1.

2.3.1 Rapid “Plug and Play” Structural Modeling. Today, modeling is a long, tedious
process often taking several months of intense activity. To change this, object-oriented technology
will be used to develop a “plug and play” capability. The “plug” portion refers to an object-
oriented user interface for the rapid assembly of component models, while the “play” portion refers
to immediately available predictions of response, risk, cost and performance information.
Interestingly, while modeling is difficult, assembly is relatively easy. Therefore, the next-
generation design environment will significantly utilize model assembly of part and component
models which are envisioned to be available on demand over the Internet. Tools will be developed
to size, and manipulate shared or purchased component models. Once these enabling tools have
been created, the end result is real-time modeling.

A new technology called “interface technology” facilitates the application of plug and play
modeling capability. The technology provides a means of rapidly assembling diverse structural
models subject to mechanical, thermal or dynamic loads. Collaborative modeling will arise as
models come from different sources such as different organizations or from previous designs
where similar components were used. It is possible that a business venture may arise in model
leasing over the worldwide web. The technology has been formulated to handle grid point
incompatible FEM models, FEM and BEM models and other models generated by other
discretization techniques. The use of this technology opens a new door to expeditious modeling.
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For a new aerospace vehicle under development, an object-oriented library of components
and parts is created with a CAD (computer-aided design) system. These objects will contain all the
information about the component as well as its response-generating models. The components are
next assembled to create the vehicle using visual object-oriented technology in an immersive three-
dimensional environment. Because these components are stored as intelligent knowledge-based
objects, they know what components (or objects) they can connect to, where they connect and how
they connect. When the CAD geometry components are joined, so are their predictive response
and performance models. Before joining, each component is sized or scaled as desired and their
related predictive models are scaled automatically. When the geometries are assembled, the
predictive models are also coupled for multiphysics simulations. Simulation facilities will be
embedded in, and operate seamlessly within, the CAD system. The analysis will be provided from
within the CAD system and will be moved up into the early phase of the design process. Also,
Internet-enabling software will be incorporated to allow the designers to access the product model
data without leaving their application software.

2.3.2 Physics-Based Modeling Tools. Physics-based modeling tools are derived from
such disciplines as aerodynamics, structures and controls and are used to evaluate the response and
performance of any aerospace vehicle. Generally, all aerospace systems experience excitations
resulting from internal and operational disturbances, such as instrument scanning in space systems
and aerodynamic turbulence in aircraft. These excitations can potentially interfere with the mission
of the system. For example, in space systems, excessive vibrations could be detrimental to
science instruments which usually require consistent steady pointing in a specified direction for a
prescribed time duration, or excessive vibrations due to turbulent aerodynamics could diminish the
ride quality of an aircraft. Typically, in the course of the design of a spacecraft, as the definitions
and the designs of the spacecraft and its components mature, several detailed dynamics and
controls analyses are performed in order to insure that all mission requirements are being met.
These analyses, although necessary, have historically been very time consuming and costly due to
the large size of the aerospace system analysis model, large number of disturbance scenarios
involved, and the extent of time domain simulations that need to be carried out.

Current physics-based deterministic computational simulation tools are inadequate for
finding globally optimal designs which take uncertainties and risk into consideration. It is
anticipated that the utilization of nondeterministic methods, such as the ones described in a
subsequent subsection, will provide solutions to these problems.

2.3.3 Cost and Manufacturing Models. Design decisions must incorporate life-cycle costs
and, in turn, costs must incorporate manufacturing, assembly, maintenance and disposal. The
designer needs to have early access to reasonable estimates of cost, product development risk and
product value, since all of these affect design decisions.

Much work is being done to develop cost and manufacturing/assembly models in the
aerospace industry. Though this is still a relatively immature field, there is already considerable
work that can be adopted for the design environment. From a component assembly viewpoint, it
will be necessary to perform cost analysis on components and their assembly/integration.
Estimating component costs, where components have been used before in almost the same form,
should be relatively easy and accurate. However, estimating costs associated with the component
or part assembly is much more difficult. Considerable effort is currently devoted to the
development of virtual manufacturing capabilities for simulating both the manufacturing processes
and equipment. This includes software tools for producibility analysis, process planning, and

predicting the accuracy of parts produced. The envisioned design environment will take full
advantage of existing and emerging capabilities.
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2.3.4 Nondeterministic Analysis and Design Tools. 1t is anticipated that the utilization of
computational intelligence technology and its associated soft computing tools will provide solutions
to complex design problems with system uncertainties. The principal constituents of soft
computing are neurocomputing, fuzzy logic and genetic algorithms. Sofi computing tools exploit
the tolerance for imprecision and uncertainty in real-world problems to achieve tractability,
robustness and low solution cost.

Neurocomputing was inspired by biological neural networks. Neural networks are pattern-
computers-information processing devices (either algorithms or actual hardware). They use
simplified mathematical functions to approximate some of the behavior of neurons in the brain.
Operations performed by neural networks include classification, pattern matching, optimization,
control, and noise removal. They are particularly useful in situations where good mathematical
models are either unknown or extremely complex, and where pattern recognition is involved.
They also provide a means of storing data in a compressed form and of generating interpolation
from retrieved data.

Fuzzy logic provides a mathematical tool for dealing with uncertainty and imprecision. It
aims at rapidly finding acceptable solutions by permitting quantification of information in linguistic
form. A useful role of fuzzy logic in the project is to process large volumes of design and
response data which have been derived from past experiences.

Genetic algorithms are biologically inspired evolutionary processes. They provide an
adaptive, robust, parallel and randomized technique in which a population of solutions goes
through a sequence of variations until a globally optimal solution is identified. Genetic algorithms
are best suited for complex, poorly understood systems where innovative design solutions are
‘sought and where analytical tools for assessing relative goodness of a design are available.

Judicious integration of neural networks, fuzzy logic and genetic algorithms can result in
systems that are better in terms of parallelism, fault tolerance, adaptivity, and uncertainty
management. The reasoning power of fuzzy systems, when integrated with the learning
capabilities of neural networks and the search capabilities of genetic algorithms, can lead to
effective engineering systems.

2.4 System Integration Tools and Databases

Simulation and testing of all the life-cycle phases of an aerospace system is essential for a
truly integrated design environment, from conceptual to detailed design, manufacturing,
operations, and update for reuse or retirement of the vehicle. The environment will be accessible,
integrated and information based. To aid in making design decisions, tools for providing a global
view of the development process, including information about product assembly, test, vehicle and
total mission costs should be part of the environment. These tools include knowledge discovery in
databases (KDD), knowledge sharing, and product data management (PDM) software. They
enable the evaluation of several design alternatives, and the global optimization of the aerospace
vehicle relative to the mission goals.

Xvii



The capabilities described in the next-generation design environment require and assume
the existence of globally-accessible object-oriented multi-database systems, which will be initially
used to store simple objects such as drawings, but later to become repositories of information and
applications such as intelligent agents. The database system supports “plug-and-play” capabilities
and uses a hierarchy of intelligent software facilities at various levels, from tool integration to
knowledge discovery and organization, intelligent query and knowledge additions. The salient
components for semi-autonomous agent-based integration of the tools and facilities include:

* mediators

* agents

» knowledge-based systems/design advisors

* software architecture for design environments, and

» authoring tools and requirements tracking.

A hierarchy of computer processing ranging from large volumes of raw data to information
and knowledge is provided by using the techniques of knowledge discovery in databases (KDD).

Mediators enable the user to view databases of aerospace vehicle components and parts
from different vendors without needing to learn the particular attributes and database schemes of
each individual vendor to retrieve the desired information. It also enables tools to search, retrieve
and analyze what appear to be global databases but which are actually composed of heterogeneous
databases.

A software agent is a migrateable object that can operate on different computer platforms.
For example, an agent could originate with a request by a designer (e.g., find commercial parts that
satisfy a specification), migrate to various vendor databases, and finally to different vendors. This
technology is expected to become one of the key integrating features of the evolving information
design systems (IDS). Agents will be able to perform much of the work required between various
other elements to enable the human operator to use an environment at the human level of
abstraction.

Knowledge-based systems/design advisors are discrete software programs which provide
high-level assistance in performing specific design processes such as manipulating and evaluating
alternative design concepts.

The configuration of complex design environments will be based on reusable families of
design system architectures, with standardized interfaces for plug-and-play components. The base
level of these systems will incorporate a scaleable, cross-platform virtual hardware and operating
system, with standardized protocols and interfaces. Families of design system architectures will be
defined on top of this base level.

Document/design management tools address the issues of authoring, updating (hence
configuration management) of documents and designs, and tools for project management (such as
work flow, requirements/specifications tracking). Automated design capture and document
production will be enabled by intelligent software agents.
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3. Future Directions

Future advances in computer performance, communication and networking technologies
will include teraflop and petaflop-scale machines, mobile computing, wireless communications,
new modes of human-computer interaction, and the next-generation Internet. These will occur
alongside equally significant changes in distributed heterogeneous immersive virtual environment
and CAD/CAM/CAE suites. The latter will include miniature wearable computing devices for
immersive environment, and facilities for enabling concurrent engineering teams to look at key
design criteria early in the design process (such as the What-if Alternative Value Engineering -
WAVE facility of EDS Unigraphics). All these advances will enable rapid accommodation of new
design paradigms and dramatic improvements in the design and development processes of
aerospace vehicles.

The intelligent design environment will allow separate groups to work together and share
information, in a synergistic manner, to develop efficient virtual prototypes of aerospace vehicles.
This will significantly reduce the development times, lower life-cycle costs, and improve the
quality and performance of future acrospace systems.

In the next decade, simpler, more efficient design and development tools, including a
design language, will likely be discovered. The next-generation design environment will evolve
into a shared, highly-flexible, information-based, responsive multimedia design environment with
plug-and-play interoperability across dispersed and disparate organizations, including hardware
and software facilities. It will expand the scope of trade-off analysis; allow multicriteria evaluation
of design and manufacturing options; optimize the product characteristics for quality,
manufacturability, assembleability, and maintainability; and quickly prototype complex products
“and processes.

Realizing the full potential of the next-generation design environment will entail educating
and training design and manufacturing teams, not only in the component technologies but also in
new approaches for collaborative, distributed design and virtual product development.
Universities should work with industry and government labs in developing effective instructional
and training facilities for the new design approach. The challenge facing large aerospace
companies is to effect a cultural change that will transform their design and manufacturing sectors
into rapidly configurable, flexible learning organizations which are relentless in their focus on
improving processes and products.
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OUTLINE

Economic stresses are forcing many industries to reduce cost and time-to-market, and to insert
emerging technologies into their products. Engineers are asked to design faster, ever more complex
systems. Hence, there is a need for novel design paradigms and effective design tools to reduce the
design and development times. Several computational tools and facilities have been developed to
support the design process. Some of these are described in subsequent presentations. The focus of the
workshop is on the computational tools and facilities which have high potential for use in future
design environment for aerospace systems. The outline for the introductory remarks is given in Fig. 1.

First, the characteristics and design drivers for future aerospace systems are outlined; second,
simulation-based design environment, and some of its key modules are described; third, the vision for
the next-generation design environment being planned by NASA, the UVA ACT Center and JPL is
presented. The anticipated major benefits of the planned environment are listed; fourth, some of the
government-supported programs related to simulation-based design are listed; and fifth, the objectives
and format of the workshop are presented.

« Future aerospace systems
— characteristics
- design drivers

« Simulation based design environment
- description of some key modules

» Next generation design environment

~ vision
— major benefits

- Related, government supported programs

» Objectives and format of the workshop

Figure 1



CHARACTERISTICS OF FUTURE AEROSPACE SYSTEMS

Some of the major characteristics of future aerospace systems are listed in Fig. 2. The systems
will incorporate engineered multifunctional materials and intelligent/smart structures. They will have
embedded sensors, actuators and elaborate information processing systems. They will allow
miniaturization and modularity, like the 1-kg Bitsy satellite built by AeroAstro and the modular
aircraft concept shown in Fig. 2. Some of the future systems will operate in harsh environment (such
as very high temperatures).

* Intelligent (smart) engineered
multifunctional materials and
structures

- Have embedded sensors, actuators
and elaborate information
processing systems

X-33/VentureStar

» Allow miniaturization and
modularity

» Operate in a harsh environment

Module
Commonality
Common

Multi-Mission

. Single Mission

BITSY
1-kg Satellite

. Modular
Aircraft

Figure 2




DESIGN DRIVERS

The design drivers for future aerospace systems include (Fig. 3):
» Affordability - emphasis will be placed on reducing life-cycle cost.

* Improved performance - this is accomplished through rapid insertion of new and emerging
technologies.

» Rapid prototyping - which requires reducing both the design and development times.

The design objectives can be achieved through the use of intelligent simulation-based design
environment, which is described subsequently.

Affordability — reduce life-cycle cost

Improved performance - rapid insertion of new technologies

Rapid prototyping — reduce design and development times

Achieved through intelligent simulation-based design environment

Figure 3



SIMULATION-BASED DESIGN ENVIRONMENT

A schematic of the simulation-based design environment, which simulates the entire life-cycle of
the aerospace system, is shown in Fig. 4. The modules and facilities of the environment include:
mission requirements; concept development; modeling, multidisciplinary analysis and design;
simulation of manufacturing, assembly planning and prototyping; cost modeling; risk management;
simulation of testing; simulation of operations, maintenance, repair and disposal; and system
optimization tools. All of the modules will be embedded in an immersive virtual environment. A
dynamic digital mockup of the aerospace system will evolve as the design progresses, and an object-
oriented multi-database system is used to support its entire life cycle.




MODEL GENERATION FACILITIES

Model generation remains one of the pacing items of large-scale numerical simulation. Among

the different facilities that can expedite model generation are (Fig. 5):

L]

= preprocessing codes, such as the paving and plastering codes of Sandia National Laboratories;
» use of visual object-oriented technology facilities;

« collaborative model-generation facilities such as the Shastra System of Purdue University;

- real-time modeling using special gloves and virtual reality facilities; and

» knowledge-based modeling assistance tools.

Preprocessing codes
Object-oriented technology
Coliaborative model generation
Real-time modeling

Knowledge-based modeling
assistance tools

Figure 5



INTELLIGENT COMPUTATIONAL MODULES

Among the major features of the computational modules of the simulation-based design
environment for future aerospace systems are:

Close integration of numerical simulation programs with CAD systems, viz. CAD-embedded
simulation products. The simulation tools will be integrated inside the CAD package, and will look,
act and feel like CAD modules. This paradigm shift will provide for design verification early in the
process and allow cost-effective changes.

Aerospace system project information is organized in a hierarchy with many defaults and
shortcuts. Users can select a set of goals, type of vehicle, model type, material choices, physical
environment, and analysis type. Figure 6 shows the concept of a DesignSpace Explorer, which is
accessed through tool bar, menu pick and comments in the CAD system. No complex series of
functions or data transfer processes will be required to move geometry.

Treatment of uncertainties in the aerospace system and its environment will be incorporated into
the design process. This is further elaborated subsequently.

-« Paradigm shift - CAD
embedded simulation
products

- Aerospace system
information organized in a
hierarchy with many
defaults

: ZaCoupled Field
&84 Cther

 Treatments of uncertainties

Figure 6



TREATMENT OF UNCERTAINTIES
Although it is difficult to list all sources and kinds of uncertainties, the following three are
identified (Fig. 7):
» Probabilistic uncertainty, which arises due to chance or randomness;

* Resolutional uncertainty, which is attributed to limitation of resolution (e.g., sensor resolution);
and

* Fuzzy uncertainty, due to linguistic imprecision (e.g., set boundaries are not sharply defined
such as a set of real numbers close to 7).

One of the important consequences of uncertainty is its effect on precision. As the uncertainty
and/or complexity of an engineering system increases, our ability to predict its response diminishes,
until a threshold is reached beyond which precision and relevance become almost mutually exclusive.
Consider, for example, numerical simulations in which sophisticated computational models are used
for predicting the response, performance, and reliability of the engineering system, but the system
parameters are little more than guesses. Such simulations can be characterized as Correct But
Irrelevant Computations (CBIC); that is, forcing precision where it is not possible.

Sources and kinds of uncertainties include:
« Probabilistic (randomness)
« Resolution (e.g., sensor resolution)

» Fuzzy uncertainty (boundaries are vague — not sharply defined)

Correct
_ But
CBIC= | relevant Complexity
Computation Uncertainty
Precision ——j»

Figure 7



ANALYSIS APPROACHES FOR TREATING UNCERTAINTIES

Three general approaches can be used for the analysis of systems with uncertainties, namely (Fig.
8): Probabilistic methods for random processes; fuzzy sets; and set-theoretical or anti-optimization
methods.

V" Theory of

FLGY probability and
approaches s

~ Fuzzy sets

' optimization
~ approacl

Figure 8
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COMPUTATIONAL INTELLIGENCE AND SOFT COMPUTING TOOLS FOR
NONDETERMINISTIC ANALYSIS

" Computational intelligence is a new paradigm for solving complex problems with system
uncertainties. Its associated tools have been referred to by Lotfi Zadeh, of the University of California,
Berkeley, as soft computing (SC). SC describes several novel modes of computation which exploit
tolerance for imprecision and uncertainty in real-world problems to achieve tractability, robustness and

low-solution cost (Fig. 9).
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Figure 9
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BASIC COMPONENTS OF AN INTELLIGENT AEROSPACE VEHICLE

The concept of an intelligent aerospace vehicle is depicted in Fig. 10. The vehicle has sensors,
actuators, an information-processing system, and uses soft computing tools and facilities. The three
major components of soft computing are: Fuzzy logic, used for handling the imprecision and
uncertainty; neuro-computing, used for performing the learning and adaptation functions; and genetic
algorithms, used for the search and optimization functions.

Intelligent Aerospace Vehicle

Sensor and Information Soft
Actuator Processing .
Technology Technology Computing

Figure 10
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SOFT COMPUTING VERSUS AI EXPERT SYSTEMS

The distinction between expert systems (the most mature and resilient product of Al), fuzzy
logic, neural nets, genetic algorithms, and conventional computational methods can be illustrated by
the extent to which they use nonnumeric (symbolic) and numerical computations (Fig. 11).

Soft computing has been used in the design and development of a wide variety of engineering
products, including intelligent consumer goods, auto components, robots, and manufacturing
equipment.

Soft Computing

| -

Nonnumeric Purely
(purely Numerical
symbolic)
Figure 11
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MODELING APPROACHES FOR COMPLEX SYSTEMS WITH UNCERTAINTIES

Future aerospace systems will include complex dynamic vehicles and subsystems, such as
autonomous “thinking” aircraft and spacecraft, and advanced propulsion systems. Three types of
models can be identified depending on the complexity and the precision, namely: mathematical
models, model-free methods, and fuzzy systems (Fig. 12). In a typical complex system a combination
of the three should be used. Soft computing tools are likely to emerge as an essential technology for
the conception, modeling, analysis and design of future aerospace systems.

Precision

Complexity/Uncertainty of System —

Figure 12
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MEASURE OF INTELLIGENCE

To assess the degree of intelligence built into a vehicle, a metric is needed - Vehicle Intelligence
Quotient (VIQ). The dimensions of this metric include: execution of high-level instructions;
unstructured storage and retrieval of information; decision making; self-diagnostics; real-time damage
assessment; and self repair (Fig. 13).

Vehicle Intelligence Quotient - VIQ
Dimensions of VIQ

« self repair

 self diagnostics

» decision making

- real-time damage measurement

- execution of high-level instructions
 unstructured storage and retrieval of information

Figure 13
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ADVANCED HIGH BANDWIDTH HUMAN-COMPUTER INTERACTION FACILITIES

A number of facilities are now available for high bandwidth human-computer interaction,
including:

» Multimedia workstations which can significantly reduce the time for postprocessing and
understanding the data;

» Sonification facilities for mapping data into the sound domain; and

» High definition technology and advanced visualization engines such as the virtual reality and
augmented reality facilities.

Multimedia
workstations

Sonification facilities -
mapping of data to a
sound domain

HD Technology

Virtual and augmented
reality facilities

Figure 14
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INTEGRATED VR FACILITIES

A wide variety of virtual reality facilities are now available in support of simulation-based design
activities. These facilities can be grouped into four categories (Fig. 15):

 Presentation VR - such as the IWALL;

> Peer VR - such as the Vision Dome of Alternate Reality in Raleigh, North Carolina, the CAVE
at the Electronic Visualization Laboratory of the University of Illinois at Chicago and the Reality
Centre of Panoram Technologies, Inc. in Burbank, California;

» Personal VR - such as the Immersadesk; and

» VR modeling and visualization facilities on desktop and laptop computers.

The different VR facilities can be connected together as is done at the National Center for
Supercomputer Applications (NCSA) at the University of Illinois at Urbana-Champaign.

Figure 15
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INTELLIGENT COLLABORATIVE COMPUTING INFRASTRUCTURE

Since the design of future aerospace systems will be performed by geographically dispersed
teams, an intelligent collaborative computing infrastructure needs to be developed to allow sharing
information and product viewing by the different teams. The infrastructure should also support a
multi-perspective approach to collaborative design. Figure 16 shows examples of collaborative work
between NASA Langley researchers and those at the CAVE, University of Illinois, Chicago; and
between NASA Langley, NASA Ames and JPL researchers.

Figure 16
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SYSTEM INTEGRATION TOOLS AND DATABASES

Since the design activities will be performed on several computing platforms, a portable, self-
describing data format is needed for moving and sharing data in a networked, heterogeneous
computing environment. The Hierarchical Data Format (HDF) developed by NCSA at the University
of Illinois, Urbana-Champaign (Fig. 17), can store several different kinds of data objects:
multidimensional arrays, raster images, color palettes, and tables. It allows individual researchers and
engineers to mix and group different kinds of data in one file according to their needs.

 Hierarchical data format (HDF)
« Different kinds of data objects

» Moving and sharing data in networked heterogeneous computing
environment

iDifferen kinds of data shiscts|
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Figure 17
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HIERARCHY OF COMPUTER PROCESSING AND ORGANIZATION

Figure 18 shows the hierarchy of computer processing. Raw data (small unstructured items) can
be organized and refined into more efficient representations. Information, knowledge and intelligence
are progressively smaller subsets of increasingly more organized data. Information is a collection of
structured data items. Data items become structured as information when they are linked by semantic
and syntactic relationships. Knowledge is represented by linking information items together and
manipulating them symbolically. The application can be quite powerful, as with knowledge-based
diagnostics. Al applications are concentrated in the area of knowledge processing. The emerging field
of Knowledge Discovery in Databases (KDD) deals with data preparation, selection, cleaning and
mining (i.e., extracting patterns and knowledge from fused data - data coming from different sources
in real time). Most of today’s computer processing belongs to the category of data processing. There
has been no intelligence processing to date, but it is a goal of the AI community.
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Figure 18
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NEXT GENERATION INTEGRATED DESIGN ENVIRONMENT

The overall goal of the next-generation integrated design environment project is to build/
assemble an advanced analysis/design environment for aerospace systems which incorporates the
state-of-technology computational and communication facilities and tools. The environment will
allow the simulation of the entire life cycle of the aerospace system from concept development to
detailed design, prototyping, testing for qualification, operations, repair and disposal. The
environment is expected to significantly shorten the design and development times of future systems,
reduce their life-cycle cost and improve their performance (Fig. 19).

Vision
« Significantly shorten design and development times of aerospace
vehicles
» Reduce their life-cycle cost
» Improve their performance

Through
« Creating leading-edge computational and synthetic environment for

- simulating the entire life cycle from concept development, detailed
design, prototyping, testing for qualification, operations, repair and
disposal

Figure 19
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BASIC COMPONENTS OF NEXT GENERATION ANALYSIS AND
DESIGN ENVIRONMENT AND EXPECTED BENEFITS

The four major components of the next-generation analysis and design environment are:

¢ Distributed immersive environment and human-computer interfaces
» Infrastructure for collaborative computing

« Intelligent computational modules and modeling facilities

» System integration tools and databases.

The immersive environment will increase the productivity of the design/manufacturing team by
significantly enhancing the communication bandwidth between researchers/designers and machines.
The environment will be highly interactive and capable of dynamically mapping information into
visual, auditory or kinesthetic representations. The computational tools cover the entire life cycle of
the aerospace system. The system integration component will use object-oriented technology to
facilitate the linking of different modules of the environment.

Basic Components

Benefits
Reduced

» Design and development times
- Life cycle cost
« Technology insertion time

Improved
- Performance

Figure 20
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RELATED TECHNOLOGY PROGRAMS

A number of related government supported programs are listed in Fig. 21. They include
programs supported by NASA, DARPA, DoD, DOE and NIST. An attempt will be made to
incorporate the useful components from these programs into the design environment.

NASA
+ Small Spacecraft Technology Initiative (SSTI)
- Information Technology Strategic Program
» New Millennium Program (NMP)
« Human Explorations and Development of Space (HEDS)
- HPCCP
« EOS
» Space Science
« HSCT
- Affordable Design and Manufacturing program (ADAM)

NASA Supported Programs and Grants
« MDO

- IClass (lllinois)

DARPA
- Simulation-Based Design (SBD)
- Rapid Design Exploration and Optimization (RaDEO)/Manufacturing
Automation and Design Engineering (MADE)
 Agile Infrastructure for Manufacturing Systems (AIMS)
- Rapid-Prototyping of Application Specific Signal Processors (RASSP)

DOE
« Accelerated Strategic Computing Initiative (ASCI)

oD
- Simulation Assessment Validation Environment (SAVE)
- DoD Distributed Simulation Multi-modal Virtual Environment

NIST
- National Advanced Manufacturing Testbed (NAMT)

O

Figure 21
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OBJECTIVES AND FORMAT OF THE WORKSHOP

The objectives of the workshop are to assess: a) the level of maturity of a number of
computational tools and facilities, and b) their potential for application to the next-generation
integrated design environment (Fig. 22).

The workshop including thirteen presentations, discussions and software demonstrations,
illuminate some of the key issues in developing the design environment and provide fresh ideas for
novel design paradigms.

Objectives
- To assess level of maturity of computational
tools and facilities
- To assess potential applications to next
generation integrated design environment

Format
- Presentations
- Software demonstrations
« Discussion
- Proceedings
- printed (NASA CP)
- electronic (on the web)?

Figure 22
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REVENUE SLIDE

Parametric Technolody Corporation is the developer of the Pro/Engineer software which has
revolutionized the mechanical design automation industry.

- PTC exhibits the second highest growth rate in the history of the software industry (Microsoft is
the highest).

- PTC has the fourth highest performing stock on the NASDAQ stock market over the past five
years.

- For PTC to step into a thirty-year old, well established industry and achieve such recognition in
only eight short years indicates different and unique attributes of our software.

1989 =311.0 M
1990 =$27.3 M
1404 1991 = $49-4 M
1992 =$98.4 M

1993 =$179.3 M
1994 =3267.0 M
1995 =$394.3 M
1996 = $600.1 M
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FIRST GENERATION TOOLS

Thirty years ago, the CAD industry was created as electronic drafting tools were developed to
move people from the traditional two-dimensional drafting boards. While these tools provided an
improvement in accuracy (true perpendicular lines, etc.), they did not offer a significant improvement
in productivity or impact development times. They electronically captured a manual process.

Drafting
Boards

TECHNOLOGY.
CORPORATION
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SECOND GENERATION TOOLS

The second generation evolved as the industry developed specific task-oriented codes (software)
to address discrete pieces of the design process, which means that there were additional tools
developed to do two-dimensional drafting, separate tools developed to do manufacturing, other tools
focused on analysis, while others focused on three-dimensional modeling. These tools were “glued”
together creating massive bundles of layer- upon-layer of code. With a total lack of communication
between the different pieces within the bundle, the design process was forced to be sequential as data
was recreated with each new stage of the design process. You cannot get a detailed drawing started if
upstream changes to the model will obsolete all of your work. The same is true for analysis,
manufacturing, etc.

Other Problems:

- The constant recreation of data results in design integrity problems as the final product is not
necessarily identical to the original version.

- Unintelligent data (wireframe, surface, solid) make modifications very costly.

- Problems discovered when the parts are finally produced (interferences, structural failures, etc.)
result in an ECO (engineering change order) which takes you all the way back and drops you into the
initial design phase to rerun the entire sequential process.

This is the failed architecture of traditional systems which have produced the all-too- familiar
cost/schedule overruns of organizations worldwide. All of the major tools in our industry have
evolved from this same core engine. This includes EDS, UG, SDRC, Intergraph, CV, etc.

ANVIL
Computervision
Unigraphics
Intergraph
CATIA

SDRC
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SINGLE DATABASE

PTC developed a unique architecture which would create a highly intelligent model at the core -
from which all deliverables would be created. All drawings, assemblies, manufacturing toolpaths,
process plans, exploded views, etc., would simply point back to the single location for the model
geometry and obtain the necessary information to create that specific deliverable. The data would
never be copied or translated. As a result of this unique architecture, changes made in any deliverable
automatically propagate (with the appropriate approvals) and update throughout every other
deliverable which has been created. In addition, engineers/designers work concurrently on their tasks
focusing exclusively on their input rather than the recreation of work that has already been performed.

TECHNOLOGY
CORPORATION
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THIRD GENERATION

PTC then created a unique way in which the core model could be created as a solid object
through the use of highly intelligent feature-based construction techniques. Solid geometry is not
something new - it has been around our industry for about twenty-five years. The way solid geometry
has been created in the past, however, has been through the use of Boolean operations which some of
you may be familiar with. Pro/E uses intelligent features such as rounds, chamfers, slots, etc., to
intuitively build solid geometry. Most important, however, is that these features understand what they
represent and how to co-exist with their surroundings.

v’ Single associative database

v’ Parametric feature based data
v’ Design / shape optimization
v’ Easy to use

v Hardware Independence

CHNO
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THE THIRD GENERATION

PTC realized that it had to start with a clean sh<ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>