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ABSTRACT

A new method based upon high-spatial-resolution imagery is presented that matches cloud and shadow regions to estimate cirrus and stratus cloud heights. The distance between the cloud and the matching shadow pattern is accomplished using the 2D cross-correlation function from which the cloud height is derived. The distance between the matching cloud-shadow patterns is verified manually. The derived heights also are validated through comparison with a temperature-based retrieval of cloud height. It is also demonstrated that an estimate of cloud thickness can be retrieved if both the sunside and antisunside of the cloud-shadow pair are apparent. The technique requires some interpretation to determine the cloud height level retrieved (i.e., the top, base, or middle). It is concluded that the method is accurate to within several pixels, equivalent to cloud height variations of about ±250 m. The results show that precise placement of the templates is unnecessary, so that the development of a semiautomated procedure is possible. Cloud templates of about 64 pixels on a side or larger produce consistent results. The procedure was repeated for imagery degraded to simulate lower spatial resolutions. The results suggest that spatial resolution of 150–200 m or better is necessary in order to obtain stable cloud height retrievals.

1. Introduction

A thorough description and understanding of processes at the earth's surface and in the atmosphere are necessary before realistic climate predictions can be realized. Important large-scale cloud parameters include: cloud-top and cloud-base height, cloud optical thickness, cloud effective particle size and phase, liquid or ice content, cloud cover, and cloud morphology. Roeckner et al. (1987) suggest that global warming may significantly alter cloud optical properties, particularly for high clouds, and Mitchell et al. (1989) suggest that significant adjustments in the water–ice ratio in mixed phase clouds may result from global warming. In this case, some ice clouds would be replaced by water clouds, thereby altering the balance between solar reflection and infrared emission.

Cirrus clouds are characterized by relatively low albedos and low cloud-top temperatures. Generally, depending upon their optical thickness, these clouds have a warming effect on climate. Based upon 12 years of ship-reported observations over the north Atlantic Ocean, Hahn et al. (1982) report cirrus cloudiness with a frequency of occurrence of 20%–45%, depending upon location and season. The First ISCCP (International Satellite Cloud Climatology Project) Regional Experiments (FIRE) have improved our understanding of cirrus cloudiness, especially cloud amount, height, and optical depth. The importance of small ice crystals and the superiority of hexagonal crystal scattering phase functions over spheres have been established. However, global cloud parameters remain largely unknown.

Two critical cloud parameters are cloud-top and cloud-base heights; cloud-base heights strongly modulate downward longwave irradiances at the earth's surface (Gupta 1989). Likewise, the presence of cloud shadows significantly alters the downward solar irradiances at the earth's surface and contaminates the reflected signatures used for remote sensing applications. While cloud-top height can be directly estimated from satellite infrared channel sensors, cloud-base height must be inferred. Frouin et al. (1988) used the combination of TOVS sounder profiles and GOES cloud parameters to deduce cloud-base height from cloud-top height and liquid water path. Four different methods were examined; it was found that the simpler methods often performed as well as some of the more complex approaches. Pandey et al. (1983), Wu (1987), and Minnis et al. (1993) used microwave and infrared satellite measurements to infer cloud-base heights, and Manschke (1988) showed that cloud-base temperature...
can be retrieved from AVHRR data in convective situations.

Using high-spatial-resolution imagery, Gurney (1982) and Hambrick et al. (1987) showed the feasibility of locating cloud shadows, and Berendes et al. (1992) developed an automated technique to estimate cumulus cloud-base height. The purpose of the present investigation is to demonstrate that high-spatial-resolution imagery likewise can be used to provide an independent measurement of cirrus and stratus cloud
heights. Section 2 discusses the Landsat TM data and the scenes used in this study, and section 3 outlines the methodology. Section 4 presents the results, and section 5 concludes.

2. Data

Eight Landsat Multispectral Scanner (MSS) and five Thematic Mapper (TM) images are used in this definition-phase study. The eight MSS images and four of the TM images are shown in Fig. 1. The fifth TM image appears in Fig. 9. These images are selected from an archive of Landsat scenes at the South Dakota School of Mines and Technology (SDSM&T). They are not representative of the full range of cirrus and stratus conditions; however, they represent a variety of cloud types and solar-illumination conditions.

The Landsat satellites are in sun-synchronous orbits, sampling the earth at approximately 0930–1000 local solar time. Each geometrically corrected MSS scene is a 3246 × 2983 pixel array covering a surface area of 185 km × 170 km with pixel resolution of 7 m in four narrow spectral bands at 0.5–0.6, 0.6–0.7, 0.7–0.8, and 0.8–1.1 μm. Scene B in Fig. 1 is incomplete due to missing data. The gray levels in MSS band 3 have a range from 0 to 127, corresponding to a saturated reflectance of about 57% (Robinove 1982). MSS band 2 has higher Rayleigh scattering, whereas band 3 has oxygen absorption. In this study, MSS band 3 is selected for clouds with ill-defined edges such as cirrus or stratus. In particular, cirrus clouds often are optically thin and transparent, making edge detection problematical. The precise location of cirrus shadow edges also is extremely difficult over a land surface of variable albedo.

Cloud-base height was estimated by computing the separation distance between the corresponding generalized Hough transform reference points. While such an approach is applicable for cumulus clouds, in general it cannot be used for clouds with ill-defined edges such as cirrus or stratus. In particular, cirrus clouds often are optically thin and transparent, making edge detection problematical. The precise location of cirrus shadow edges also is extremely difficult over a land surface of variable surface reflectance. Therefore, a much different approach is required.

In many image processing applications, a pixel-by-pixel comparison of two images is necessary in order to spatially register them. In this way, it is possible to correct for translational shifts, scale differences, and rotational differences. The typical approach is to compute the normalized cross-correlation function between the two images and to find the translational offset from the correlation function peak. Let \( C(x, y) \) be the gray scale (i.e., brightness) value of a portion of a digital image of \( M \) columns and \( N \) rows, where \( x \) and \( y \) are the column and row indices, respectively. Now we wish to determine if it contains a subregion that is similar to some subregion \( S(x, y) \) of size \( J \times K \), where \( J \leq M \) and \( K \leq N \).
and $K \leq N$. Because the correlation function is sensitive to amplitude variations, we first compute the average gray level in the subregions $C$ and $S$, respectively. Then the correlation function is defined as

$$R(m, n) = \frac{\sum \sum [C(x, y) - \bar{C}] \times [S(x - m, y - n) - \bar{S}]}{\left(\sum \sum [C(x, y) - \bar{C}]^2 \times \sum \sum [S(x - m, y - n) - \bar{S}]^2\right)^{1/2}}.$$  

(1)

where the summations are taken over the indices common to both $C(x, y)$ and $S(x, y)$. The correlation function, $R(m, n)$, ranges in value from $-1$ to $1$. Generally, the values of $m$ and $n$ that maximize the function determine the coordinates in which $S(x, y)$ best matches $C(x, y)$.

A variation of the above image registration procedure using the correlation function is used in this investigation; the $C(x, y)$ region contains the cloud, and subregion $S(x, y)$ contains the shadow region that best matches the cloudy region. Since cloudy regions generally are brighter than the background regions, and since shadow regions generally are darker than the background regions, the values of $m$ and $n$ that minimize the correlation function, $R(m, n)$, provide the best template match in this case. Three techniques are implemented to improve the correlation results. First, in order to enhance the brightness contrast in the image, a histogram equalization (e.g., Richards 1993) is applied to extend the gray-level brightness range of the images. Second, in the cloud subregions, an inversion of the gray scale is applied,

$$g' = 255 - g,$$  

(2)

where $g$ is the original histogram equalized gray level and $g'$ is the inverted value. Using this latter transformation for the $C(x, y)$ subregion, then a maximum value of the correlation function is found. In the present case, a $M \times N$ cloudy subregion first is identified. Then a template of the same size is used to search regions suspected of containing the cloud shadow, and the correlation function is generated. From the minimum value (or maximum value if inversion has been applied) of the correlation function, the retrieved values of $m$ and $n$ [Eq. (1)] then provide the horizontal distance $D$ between cloud and shadow in the image (Fig. 2a),

$$D = R(m^2 + n^2)^{1/2},$$  

(3)

where spatial resolution $R$ is $57$ m for geometrically corrected Landsat MSS data and $28.5$ m for TM data. Cloud top or base, $H$, is computed from solar zenith angle $\theta_0$ (Fig. 2b), as

$$H = D \cot \theta_0.$$  

(4)

Finally, as mentioned in Gonzalez and Wintz (1987), correlation also can be carried out in the frequency domain. This approach requires that the cloud and shadow template regions be of the same size, with sides of length $2^n$, where $n$ is an integer. Then, the fast Fourier transform (FFT) can be applied. Gonzalez and Wintz (1987) report that the result often is a more accurate implementation of correlation than in the spatial domain.

The previous discussion assumes that the satellite observes the cloud at nadir. However, substantial errors may result for nonnadir observational angles $\theta$. For the case shown in Fig. 2b, the horizontal distance between cloud and shadow would be taken as $D + X$ instead of the correct value of $D$. Following Berendes et al. (1992), the fractional error in retrieved cloud height, $\Delta H/H$, due to nonnadir observation angles is

$$\Delta H/H = \tan \theta \cot \theta_0,$$  

(5)

where $\Delta H$ is the absolute error in height, $H$ is height, and $\theta_0$ is solar zenith angle.

The swath width of Landsat imagery is $185$ km; therefore, the horizontal distance along the ground from the nadir point to the edge of the image is $92.5$
km. For Landsats 1–3, the orbital height is 920 km, so that the maximum observation angle $\theta$ at the edge of the image is $\tan \theta = 92.5 \text{ km}/920 \text{ km} = 0.05$ for Landsats 4 and 5, the orbital height is 705 km, so that the maximum observation angle at the edge of the image is $\theta = 7.47^\circ$. In this study, the zenith angle varies from 34° to 59° for the MSS data and 67° to 78° for the TM data, so that the maximum possible error in cloud height retrievals is $\Delta H/H = 0.12-0.15$ for scenes A and B; $\Delta H/H = 0.06-0.10$ for scenes C–H; $\Delta H/H = 0.03-0.05$ for scenes I–L.

This means a bias of up to 15% in cloud height may occur in the worst case scenario if the off-nadir effect is not taken into account. The cloud-to-shadow distance (see Fig. 2b) on the east side of the swath will be too large, leading to overestimates of cloud height, while on the west side of the swath this error leads to underestimates of cloud height. Following Berendes et al. (1992), off-nadir corrections are made for cloud height.

The technique applied in this paper is similar to the Berendes et al. (1992) technique in that it estimates the displacement of a shadow from the cloud. However, it differs in two respects. First, it estimates the displacement of a shadow segment or subregion from the corresponding cloud segment or subregion that casts the shadow. That is, it estimates the displacement in an average or local sense in which every pixel in the cloud and shadow subregions contribute to the result. This is in contrast to the Berendes et al. (1992) technique that finds the displacement between specific points on the shadow and cloud edges. Second, in the Berendes technique, shadow and cloud edge points were specifically selected to retrieve cloud-base height of optically and physically thick clouds. In this technique, the height retrieved is a function of the shadow and cloud subregions selected for cross correlation. In addition, the clouds analyzed in this study are optically and physically thinner and, within the certainty interval of the height retrieved for a given cloud, the notion of cloud top or base may be meaningless.

### a. Limitations

There are a number of limitations of this method. First, as in the Berendes technique, it is applicable only during the daytime since it is based on near-IR channels. Second (again, as in the Berendes technique), if the cloud shadow falls upon a sloping surface, the cloud will be retrieved with one side higher than the other, also leading to errors in retrieved cloud height. However, the ability to correct for this type of error requires high-spatial-resolution digital elevation models (DEMs). No attempt is made in this preliminary investigation to correct for surface slope effects. Lastly, the method is limited to clouds of moderate to large optical thicknesses that cast discernible shadows. Also, note that the cloud template must be chosen so that the shadow template can be located on a surface without interference from nearby clouds.

### b. Interpretation of the retrieved cloud height

To demonstrate the meaning of the retrieved height from this technique with respect to cloud top or base, consider the illustration in Fig. 3. The point labeled CS in Fig. 3 indicates a region on the sunside of the cloud, while the point labeled SS indicates the corresponding shadow region. Likewise, the point labeled CA indicates a region on the antisunside of the cloud, while the point labeled SA indicates the corresponding shadow region.

The cloud–shadow geometry represented by CS and SS is the most desirable for determining the cloud-base height. When cross correlating these two regions, the distance labeled as DS is retrieved. The error associated with this type of retrieval [and is also common to the Berendes et al. (1992) technique] is labeled as $\epsilon$, and is due to the displacement between that part of the cloud depicted in the imagery and the part of the cloud casting the shadow. This error increases with increasing solar zenith angle because the area of the cloud casting the shadow moves farther away from the sunside edge of the cloud. In this case, the tendency is to overestimate cloud-base height. If we assume that the cloud base is relatively flat, this error is small. A mitigating factor, also due to the illumination geometry, is the small incremental height per pixel for large solar zenith angles. For example, when the solar zenith angle is 75°, each pixel corresponds to 6 m of height change (assuming a spatial resolution of 28.5 m), so that errors of a few pixels result in only 20–30 m of error in retrieved cloud-base height.

Many times the only apparent corresponding cloud and shadow features in satellite imagery are located on
the antisunside of the cloud. Regions like this are
labeled as CA and SA, respectively, in Fig. 3. In this
case, the retrieved cloud height corresponds more
closely to an upper cloud level (higher than the base),
depending on the cloud shape and solar zenith angle.
Here the interpretation of the retrieved cloud height is
more subjective than when retrieving cloud-base
height. If the solar zenith angle is small, then poten-
tially a level close to cloud base is being retrieved. If
the solar zenith angle is large and the cloud top is rel-
tively flat, then the retrieved height corresponds
closely to cloud top. If the solar zenith angle is in the
range of 30°–60°, then, depending on the cloud struc-
ture, the retrieved height corresponds to some middle
cloud level. Here again an error is introduced due to
the solar-illumination geometry. The portion of the
cloud on the back or antisunside that casts the shadow
usually is not at the cloud edge (see ε2 in Fig. 3). This
results in an underestimation of the apparent cloud-top
height. Unlike the case described previously for the
sunside of the cloud, the errors here are potentially
larger, since the shape of the top of the cloud may not
be flat. The cloud shape may be approximated using
the Landsat infrared channel (Kuo et al. 1993). Then
a much more detailed analysis of cloud-height varia-
tions can be made. While beyond the scope of this con-
cept-based paper, this approach will be applied in a
follow-up investigation.

4. Results

The 13 scenes used in this investigation are shown
in Figs. 1 and 9. Subregions of 512 × 512 pixels from
each of the scenes in Fig. 1 are shown in Fig. 4 and a
subregion of 750 × 750 pixels is shown in Fig. 9. In
the present investigation, these subregions have been
selected manually; however, a fully automated classi-
fication scheme could be used to identify cirrus and
stratus clouds (e.g., Kuo et al. 1988; Welch et al. 1989;
Chen et al. 1989; Lee et al. 1990). The smaller regions
shown as boxes in Fig. 4 are used in the following
analysis. The analysis of scene M (Fig. 9) is discussed
in section 4d.

a. Retrieval of cloud height using cross correlation

Figure 5a shows a 512 × 512 pixel subregion over
China (scene A). A smaller 128 × 128 pixel region of
cirrus clouds is indicated by the white box in the center
of the image. The corresponding shadow box to the
upper left is the region that has the highest correlation,
as given by (1). An expanded view of the selected
cirrus subregion is shown in Fig. 5b, and the FFT for
this region is shown in Fig. 5c. The inverted image of
Fig. 5b is shown in Fig. 5d, and its corresponding FFT
is shown in Fig. 5e. The best-fit shadow region is
shown in Fig. 5f and its FFT is shown in Fig. 5g. In
this procedure, the shadow regions of size 128 × 128
pixels are correlated with the inverted cloud region us-
ing FFTs. The shadow region with the largest correla-
tion coefficient is selected. In this particular case, the
best-fit correlation coefficient is 0.93151. The retrieved
height is estimated to be 9997 m.

Figure 6a shows a similar 512 × 512 pixel subregion
of scene F. A smaller 64 × 64 pixel region of cirrus
clouds is indicated by the white box in the lower por-
tion of the image. The best-fit correlation coefficient
is 0.89404 in this case, and retrieved height is estimated
as 9293 m. A similar image is shown in Fig. 6b (scene
H) for a subregion of size 64 × 128 pixels. The cloud
region (highlighted by a black box) is to the far right
side of the image, and the corresponding shadow region
(highlighted by a white box) is to the upper portion of
the image. The best-fit correlation coefficient is 0.62090
in this case, and retrieved height is estimated as 7597 m. Finally, a low strato-cumulus cloud deck off
the coast of Antarctica is shown in Fig. 6c (scene I).
In this case, the subregion selected is 256 × 128 pixels
in size. The cloud region is shown in the center-right
of the image, and the shadow region is to the lower left
(both highlighted by white boxes). Note the presence
of broken sea ice in the shadow region. The best-fit
correlation is 0.83157 in this case, with an estimated
retrieved height of 2388 m. The presence of broken sea
ice does not significantly impair the retrievals.

In all four of these height retrievals (i.e., Figs. 5 and
6), 1) the cross correlated shadow-cloud region pairs
correspond to the antisunside and 2) the solar zenith
angles are greater than 40°; therefore the retrieved
height probably corresponds to a middle to upper level
of the cloud (i.e., Fig. 3). In the case of scene I, because
of the very large solar zenith angle (i.e., 67°), the
retrieved height probably corresponds more closely
to the top.

The retrieved values of cloud height and best-fit cor-
relation coefficients are shown in Table 2 for the 12
subregions of Fig. 1 selected in this investigation.
Cloud heights are found to vary from about 1106 m in
case L to 1307 m in case C. Correlation coefficients
are found to vary from a high of about 0.93 in scene A
to a low of about 0.26 for scene G. Our interpretation
of the retrieved height (i.e., top, base) also is indicated.

b. Verification of retrieved height

To demonstrate the accuracy of this technique for
estimating the displacement between a selected cloud
dge and its corresponding shadow edge, a manual pro-
cess is used. Through visual examination of the imag-
ery, salient features in the cloud structure can be
identified along with their corresponding shadow fea-
ture on the surface. The distance between these features
then can be compared with that derived from the 2D
cross correlation technique of the previous section.

Figures 7a–d shows small subregions extracted from
each of the four Antarctica scenes (i.e., scenes I, J, K,
Fig. 4. (a)–(l) 512 × 512 subregions used in the analysis from Fig. 1.
Fig. 5. (a) 512 × 512 subregion of scene A; (b) 128 × 128 pixel cloud subregion (center box); (c) FFT of (b); (d) inverted image of (b); (e) FFT of (d); (f) shadow region (box in upper left); (g) FFT of (f).

and L) that contain cloud and shadow features that can be used in a manual cloud–shadow matching technique. In each subregion a ruler is superimposed on the imagery to indicate distance in height above the surface for any point of interest that coincides with a point on the ruler. The tic marks and numbers on the ruler indicate kilometers above the surface. The origin of the ruler is placed at the location of a salient cloud feature, and the location of the appropriate shadow feature on the ruler gives the height of the cloud. One large vertical mark is indicated on the ruler corresponding to the cloud height determined from the cross correlation method. Note that the scenes have been rotated such that the solar azimuth is aligned along the horizontal direction and the solar illumination is originating from the left side of the figure. Upon examination of Figs. 7a–d, it can be seen that the cloud height retrieved from the cross correlation method coincides closely to the value one would select manually, well within plus or minus 10% of the total cloud height.

In Figs. 7a and 7b the cross correlated cloud–shadow pairs correspond to the antisunside. The large solar zenith angles in these two scenes suggest that the retrieved height is close to cloud top. In Figs. 7c and 7d both sunside and antisunside cloud–shadow pairs are apparent. The rulers are placed at sunside cloud–shadow pair locations and the retrieved height is indicative of cloud-base height. Some additional cloud–shadow pairs are manually selected in these two figures and are annotated as “O” and “x” for the sunside and antisunside, respectively. The cloud-base height retrieved from the “O” pairs is indicated to the right as “H=.” To demonstrate the potential for using cloud–shadow pairs from both the sunside and antisunside for retrieving cloud thickness, the retrieved height from the corresponding “x” pairs is differenced with the cloud-base height and is also shown to the right as cloud thickness (i.e., “T=”). Note that in both figures the retrieved cloud-base heights from the manually selected points agree with those values retrieved from the cross correlation method within plus or minus 20 m. The retrieved values for cloud thickness show larger variability but suggest that the cloud in Fig. 7c is between 85 and 125 m thick, while that in Fig. 7d is on the order of 60–80 m thick. The appearance of these clouds suggests that these retrieved thickness values are reasonable.

c. Comparison of retrieved heights with a temperature-based height-retrieval method

As a means to validate the heights retrieved from the cross correlation method, cloud-top height is retrieved using cloud-top temperature. If the temperature structure of the atmosphere as a function of height is known from a sounding, then cloud-top height can be inferred. Of course, in the MSS scenes selected for analysis in this study, a thermal IR channel is not available for a temperature-based retrieval, which only leaves the shadow based approach. For the four Landsat TM scenes of Antarctica (i.e., scenes I, J, K, and L) selected for this study, a thermal IR channel is available; how-
ever, soundings from Antarctica are sparse, to say the least. As a surrogate for a sounding, a vertical temperature structure for each of the Antarctica scenes (i.e., scenes I, J, K, and L) was extracted from the mean monthly European Centre for Medium-Range Weather Forecasts (ECMWF) model analyses for the 2.5° grid closest to the location of scene center. The ECMWF analyses were obtained from the National Climatic Data Center (NCDC) CDROM of Global Upper Air Climatic Atlas (GUACA). In Figs. 8a–d the mean vertical temperature profiles for the month for each of the scenes is shown in addition to plus and minus one standard deviation. The cloud height determined from the cross correlation method also is indicated as a solid horizontal line. The error bounds on the retrieved cloud height for these scenes are estimated to be 50 m, based on examination of the rulers in Fig. 7, and are potentially larger due to the $\epsilon_2$ error described in section 3 and depicted in Fig. 3. The vertical dashed lines in Figs. 8a–d show the mean cloud-top temperatures obtained from the Landsat TM data for the clouds of interest. Unfortunately, the Landsat TM thermal IR data is known to have a bias (Orheim 1988). However, through a simple vicarious method, we adjust the cloud-top temperatures in the following way. In a number of areas in this imagery, small areas of open water occur in the broken sea ice. We assume the actual temperature of the water is 271 K and adjust the cloud-top temperatures by the difference between the apparent temperature and 271 K. In this imagery, the adjustment is approximately 7°. This unsophisticated method does not take into account the attenuation due to the atmospheric path between the surface and the cloud top, but we assume that the polar atmosphere is dry and therefore the atmospheric effects are small. In Figs. 8a, 8b, and 8d the retrieved cloud height from the shadow-based method coincides with the temperature-based method within the range of plus and minus one standard deviation of the temperature profile. Note that the temperature profiles from the ECMWF analyses are refer-
enced to sea level, and in Fig. 8d the height retrieved by the cross correlation method was adjusted by approximately 700 m to compensate for the height of the surface above sea level. The cloud heights for Figs. 8a–c did not require any adjustment, as the surfaces in these scenes are already at sea level; that is, they are from the Weddell Sea and Prydz Bay. In Fig. 8c there is a large disparity between the height retrieved from the cross correlation method and the cloud-top height inferred by the temperature profile. If we assume that the Landsat TM thermal IR data (i.e., Band 6) for this scene is good, the disparity can only be explained by an extraordinary variation in the temperature profile from the mean for the date of this overpass.

d. A special validation case

One additional scene (to those in Fig. 1) was analyzed and is shown in Figure 9 (i.e., scene M). This scene was reserved for this validation section for two reasons. First, it contains an optically very thin cirrus cloud that is virtually transparent everywhere and requires a special procedure to retrieve cloud-top height from the temperature profile. Second, it is data that has a thermal IR channel (i.e., Landsat TM) for which radiosonde soundings are available on the day of the overpass. For this scene the 0000 and 1200 UTC sounding bracketing the overpass time provides for a direct comparison between the temperature and cross correlation retrieved heights.

It is difficult to retrieve the cloud-top height from the temperature-based method since this cloud has an emissivity of less than 1. Cloud-top height cannot be retrieved without first correcting the apparent cloud-top temperature for emissivity. A technique for correcting the temperature is outlined in Minnis et al. (1993); however, knowledge of cloud optical depth is required. Optical depth can be retrieved with some assumptions about the cloud particle (i.e., ice crystal) distribution, type (i.e., plates, columns, etc.), and background albedo (e.g., King et al. 1992); however, there is some uncertainty in the retrieved optical depth value.

It is difficult to retrieve the cloud height from the cross correlation method due to the indistinct edges of the cloud and shadow, and in this case the cloud is virtually transparent everywhere. One advantage of using the cross correlation method is that it does not necessarily require distinct cloud and/or shadow edges for it to be applicable. The factor that confounds the cross correlation the greatest is the high brightness variability of the background. For example, the surface depicted in Fig. 9 is dominated by a patchwork of agricultural land, and the surface brightness can vary from very dark to very bright depending on whether the ground has been tilled or not. The nonuniform background areas in and around the cloud and shadow areas that are cross correlated can skew the cross correlation function away from the desired location. The effect of

<table>
<thead>
<tr>
<th>Table 2. Retrieved cloud heights, correlation coefficients, and azimuth errors as a function of scene.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Scene</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>A</td>
</tr>
<tr>
<td>B</td>
</tr>
<tr>
<td>C</td>
</tr>
<tr>
<td>D</td>
</tr>
<tr>
<td>E</td>
</tr>
<tr>
<td>F</td>
</tr>
<tr>
<td>G</td>
</tr>
<tr>
<td>H</td>
</tr>
<tr>
<td>I</td>
</tr>
<tr>
<td>J</td>
</tr>
<tr>
<td>K</td>
</tr>
<tr>
<td>L</td>
</tr>
</tbody>
</table>
the background on the cross correlation method in this imagery can be mitigated somewhat by using the gray flip of the thermal IR channel of Landsat TM (i.e., band 6) when selecting the cloud region. (Note that the band 6 imagery is not shown.) In band 6 the background appears homogeneous and the cold, cirrus cloud contrasts well with the background. The shadow region to cross correlate with the cloud region is then selected from band 5 (1.55–1.75 μm) which was found from experience to provide the best contrast between shadowed and unshadowed areas in this scene. Note that in other scenes this may not necessarily be true.

In Fig. 9 the imagery is rotated as in Fig. 7 such that solar azimuth is aligned with the horizontal. Once again, a ruler is superimposed on the imagery to give a sense of the approximate height of the cloud. It is much more difficult to gauge the cloud height in this scene than for those in Fig. 7, but it appears that the value of approximately 12 km retrieved from the cross correlation technique is accurate to within plus or minus 1 km. Because the solar zenith angle is much smaller than in the Antarctica scenes and since the cloud and shadow edges are from the back or antisun-side of the cloud, we are probably retrieving a cloud height from the middle of the cloud. However, because this cloud is not only optically thin but also physically thin (probably less than 1 km), and since the accuracy is not less than 1 km, there is no point in determining whether the retrieved 12-km height corresponds to the base or the top of the cloud.

Figure 10a shows the soundings before and after the time of the overpass (i.e., 1200 UTC 14 June 1984 and 0000 UTC 15 June 1984) from Longview, Texas. There is little difference between the two soundings over the 12-h period, and we can probably assume that there is not much difference at the time of the overpass. The retrieved cloud height from the shadow-based method is indicated as a solid horizontal line with plus and minus 1-km error bounds indicated. In Fig. 10b, surface temperature is plotted as a function of corrected
cloud-top temperature for a given 238-K apparent cloud-top temperature for six different values of optical depth. The curves are derived using the technique of Minnis et al. 1993. The apparent cloud-top temperature of 238 K is the minimum value found for the cloud examined and probably corresponds to the optically thickest and highest part of the cloud. The mean surface temperature for the clear areas surrounding the cloud is found to be 300 K and is indicated in Fig. 10b by a solid horizontal line. We can see from this plot that, for the two techniques to be in agreement, the optical depth of the thickest part of the cloud would have to be from 3.5 to 4.5, which is reasonable. To retrieve the optical thickness of this cloud would require a ray-tracing model to generate the phase function for the assumed particle distribution within this cloud and a radiative transfer model. However, because the background is not homogeneous (an assumption that is required for the radiative transfer model) and it is difficult to determine the exact surface reflectance under the pixel for

FIG. 8. Temperature profiles derived from ECMWF analyses for scenes (a) L, (b) L, (c), J, and (d) K.
which we are retrieving optical depth, a sufficiently accurate estimate of optical depth could not be obtained. We conclude that the temperature based method for retrieving the height of this cloud (the top or the base) is no more accurate than the shadow-based method and requires significantly more resources to perform.

e. An indirect verification of the cross-correlation method

Direct measurements of cloud height for the cases investigated are not available. Therefore, no exact validation of the results is possible. Therefore, an indirect method is employed. Both solar elevation and solar azimuth angles are available from the Landsat header files. Next, the skew angle, which is a function of latitude $L$ is computed (Mather 1987)

$$\phi_s = 90 - \cos^{-1}\left[\frac{\sin(\theta_s)}{\cos(L)}\right] \quad \text{(in degrees)}, \quad (6)$$

where the satellite heading (across-scan direction) at the equator is $\theta_s = 9.09^\circ$ and $8.2^\circ$ for Landsats 1–3 and 4 and 5, respectively. Table 1 lists the solar zenith and
azimuth angles and the skew angle for the 12 scenes investigated. Then the skew angle $\phi_s$ is subtracted from the solar azimuthal angle $\phi_0$. This angle \( \phi' = \phi_0 - \phi_s \) then is compared to the effective azimuthal angle computed between the cloud and shadow, $\phi$ (Fig. 2a). The difference between these two angles, $\Delta \phi = \phi' - \phi$, is listed as "azimuth error," $\epsilon$, in Table 2. The largest azimuth error is $\pm 1.5^\circ$, and the average azimuth error is about 0.7° for the 12 cases. These small $\epsilon$ values provide another indication that the cross correlation method accurately determines the displacement between a cloud-shadow pair.

Another test is made to determine the effect of a single pixel error in the location of the shadow region. Figure 11 shows the situation for scene A (Fig. 1). The effective azimuthal angle is $\phi = 25.3^\circ$, and the displacements in the $x$ and $y$ directions are 133 and 63 pixels, respectively. For the eight nearest neighbor pix-
els labeled in Fig. 11, Table 3 shows the variations in $\Delta \phi$ and the azimuth error $\epsilon$ that would have resulted. In this case, the point of highest correlation (i.e., the center pixel) yields a value of $\epsilon = -0.5^\circ$, whereas the pixels labeled as 2 or 3 in Fig. 6 would have yielded a smaller value of $\epsilon = \pm 0.1^\circ$. This suggests that the method probably is subject to at least $\pm 1$ pixel errors in horizontal displacement. Note, however, that the solar elevation and azimuthal angles are given as integers on the Landsat header files. Therefore, both of these angles are accurate to no better than to $0.5^\circ$. Furthermore, pitch, roll, and yaw motions on the satellite plat-
form introduce additional unknown variations. Therefore, it is not possible to conclude that the method is accurate in detecting horizontal displacements between cloud and shadow to better than a few pixels, corresponding to errors in cloud height of about 50 to about 250 m.

f. Sensitivity of cross-correlation method to template location

For an automated cloud-height retrieval scheme to be developed based upon this correlation approach, both the locations of the cloud template and the size of the cloud template need to be selected by the algorithm. As mentioned previously, a robust cloud-classification scheme can be used to detect the presence of cirrus and stratus cloudiness. However, whether or not the sizes of the templates and the locations of the templates affect the results needs to be answered. Figure 12a shows four cloud subregions labeled as A, B, C, and D, each of 128 × 128 pixels in size for scene B (Fig. 1). The corresponding shadow regions are labeled as a, b, c, and d, respectively, in Fig. 12a. The retrieved cloud heights are 10 076, 10 186, 9998, and 9965 m for subregions a, b, c, and d, respectively. These results suggest the use of a template size on the order of 64 or 128 pixels on a side. The retrieved cloud heights are 11 307, 11 217, 11 184, and 11 132 m in Fig. 13b (scene C); 9148, 9293, 9185, and 9148 m in Fig. 13c (scene F); and 2388, 2405, 2423, and 2373 m in Fig. 13d (scene I). In each case, A is the largest and D is the smallest template size. In each case, there is a decrease in correlation coefficient with decreasing template size. It can be concluded that template sizes of about 64 or 128 pixels on a side are adequate for accurate retrievals; however, smaller template sizes on the order of 16 to 32 pixels on a side are not advisable.

g. Sensitivity of cross-correlation method to template size

The next question is in regard to the template sizes chosen for the analysis. Figure 13a shows highlighted white boxes of decreasing size of 128 × 128, 64 × 64, 32 × 32, and 16 × 16 pixel regions selected from scene B. The location of the cloud templates is labeled as A and the corresponding shadow template is labeled as a. The retrieved cloud heights are 10 776, 9799, 9965, and 9998 m, respectively. The correlation coefficients decrease steadily with decreasing template size. These results suggest the use of a template size on the order of at least 64 pixels on a side. The retrieved cloud heights are 11 307, 11 217, 11 184, and 11 132 m in Fig. 13b (scene C); 9148, 9293, 9185, and 9148 m in Fig. 13c (scene F); and 2388, 2405, 2423, and 2373 m in Fig. 13d (scene I). The nearest neighbor array labeled shadow pixels used for the azimuthal angle error analysis. The center pixel labeled “O” is the selected shadow reference point.

Table 3. Errors in azimuth expressed as $\Delta \phi$ and as $\epsilon$ as a function of single pixel displacements (see Fig. 11) in the retrieval process.

<table>
<thead>
<tr>
<th>Case</th>
<th>Center</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>A</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.2</td>
<td>0.4</td>
<td>0.5</td>
<td>0.2</td>
<td>-0.2</td>
<td>-0.4</td>
<td>-0.5</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>-0.5</td>
<td>-0.3</td>
<td>-0.1</td>
<td>0.0</td>
<td>-0.3</td>
<td>-0.7</td>
<td>-0.9</td>
<td>-1.0</td>
</tr>
<tr>
<td>B</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.3</td>
<td>0.4</td>
<td>0.6</td>
<td>0.2</td>
<td>-0.3</td>
<td>-0.5</td>
<td>-0.6</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>-1.3</td>
<td>-1.0</td>
<td>-0.9</td>
<td>-0.7</td>
<td>-1.1</td>
<td>-1.6</td>
<td>-1.8</td>
<td>-1.9</td>
</tr>
<tr>
<td>C</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.3</td>
<td>0.2</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.3</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>-1.2</td>
<td>-1.2</td>
<td>-1.0</td>
<td>-0.9</td>
<td>-1.0</td>
<td>-1.2</td>
<td>-1.4</td>
<td>-1.5</td>
</tr>
<tr>
<td>D</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.0</td>
<td>0.3</td>
<td>0.6</td>
<td>0.3</td>
<td>0.0</td>
<td>-0.3</td>
<td>-0.6</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>-0.3</td>
<td>-0.3</td>
<td>0.0</td>
<td>0.3</td>
<td>0.0</td>
<td>-0.3</td>
<td>-0.6</td>
<td>-0.9</td>
</tr>
<tr>
<td>E</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.0</td>
<td>0.3</td>
<td>0.6</td>
<td>0.3</td>
<td>0.0</td>
<td>-0.3</td>
<td>-0.6</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>0</td>
<td>0.1</td>
<td>0.4</td>
<td>0.7</td>
<td>0.4</td>
<td>0.1</td>
<td>-0.2</td>
<td>-0.5</td>
</tr>
<tr>
<td>F</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.5</td>
<td>0.2</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.5</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>-1.5</td>
<td>-1.5</td>
<td>-1.3</td>
<td>-1.0</td>
<td>-1.3</td>
<td>-1.5</td>
<td>-1.7</td>
<td>-2.0</td>
</tr>
<tr>
<td>G</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
<td>0.2</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>1.4</td>
<td>1.4</td>
<td>1.6</td>
<td>1.8</td>
<td>1.6</td>
<td>1.4</td>
<td>1.2</td>
<td>1.0</td>
</tr>
<tr>
<td>H</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.4</td>
<td>0.2</td>
<td>0.1</td>
<td>-0.2</td>
<td>-0.4</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>1.5</td>
<td>1.4</td>
<td>1.7</td>
<td>1.9</td>
<td>1.7</td>
<td>1.6</td>
<td>1.3</td>
<td>1.1</td>
</tr>
<tr>
<td>I</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.0</td>
<td>-0.2</td>
<td>-0.4</td>
<td>-0.2</td>
<td>0.0</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.1</td>
<td>-0.1</td>
<td>0.1</td>
<td>0.3</td>
<td>0.5</td>
<td>0.7</td>
</tr>
<tr>
<td>J</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.0</td>
<td>-0.1</td>
<td>-0.3</td>
<td>-0.2</td>
<td>0.0</td>
<td>0.1</td>
<td>0.3</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.4</td>
<td>0.2</td>
<td>0.3</td>
<td>0.5</td>
<td>0.6</td>
<td>0.8</td>
</tr>
<tr>
<td>K</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.1</td>
<td>-0.2</td>
<td>-0.4</td>
<td>-0.2</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.4</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>0.1</td>
<td>0.2</td>
<td>-0.1</td>
<td>-0.3</td>
<td>-0.1</td>
<td>0.0</td>
<td>0.3</td>
<td>0.5</td>
</tr>
<tr>
<td>L</td>
<td>$\Delta \phi$</td>
<td>0</td>
<td>0.1</td>
<td>-0.2</td>
<td>-0.5</td>
<td>-0.3</td>
<td>-0.1</td>
<td>0.2</td>
<td>0.6</td>
</tr>
<tr>
<td></td>
<td>$\epsilon$</td>
<td>0.2</td>
<td>0.3</td>
<td>0.0</td>
<td>-0.3</td>
<td>-0.1</td>
<td>0.1</td>
<td>0.4</td>
<td>0.8</td>
</tr>
</tbody>
</table>
h. Sensitivity of the cross-correlation method to sensor spatial resolution

The final question concerns the spatial resolution necessary to apply this technique. In particular, the Moderate Resolution Imaging Spectrometer (MODIS) will be used to retrieve global cloud properties on the upcoming Earth Observing System (EOS) series of platforms. This instrument has several visible spectral channels at a spatial resolution of 250 m. The question is whether such degraded spatial resolution is sufficient to apply this cloud-height correlation approach.

Table 4 shows the retrieved cloud heights as a function of spatial resolution for several scenes. For scene E, the cloud-height retrieval is stable with values of about 7200 m up to spatial resolutions of 171 m; then at spatial resolution of 228 m, the retrieved height increases to about 8000 m. Similar results are found for scene B with relatively stable retrieved values for spatial resolutions up to 171 m and then large increases at spatial resolution of 228 m. These results suggest that the 250-m spatial resolution available on MODIS may not be sufficient to apply this method. However, Table 4 shows relatively stable cloud-height retrievals for the low stratus clouds over Antarctica. These stable values can be explained by the fact that these are low clouds and because the solar zenith angles are large, providing large shadow regions for the template cross correlation procedure.

5. Conclusions

Cloud heights typically are estimated using the 11-μm infrared channel on most operational satellites; however, there is a vast array of data available from sensors like Landsat MSS that do not have thermal IR bands and do not lend themselves to a temperature-based cloud-top height retrieval approach. Cumulus cloud-base heights have been retrieved using high-spatial-resolution imagery by matching cloud and shadow edges (Berendes et al. 1992). The purpose of the present investigation is to extend this cloud-shadow
matching approach to produce independent estimates of cirrus and stratus cloud heights. This is accomplished by applying a pattern matching approach using the cross-correlation function.

The method uses histogram equalization to expand the contrast in the scene and image inversion and fast Fourier transforms to improve the accuracy of the method. Through manual analysis, the cross-correlation method is shown to accurately match cloud-shadow region pairs. The retrieved heights in four polar scenes are compared with temperature-based retrievals derived in mean monthly ECMWF analyses. In three of the four cases, good agreement is indicated. In a fifth comparison for a cirrus cloud over Texas, in which radiosonde soundings are available, reasonable agreement also is demonstrated. The effective azimuthal angle between the cloud and shadow templates is compared with the solar azimuth corrected for the orbital skew angle. This comparison is used as an indirect measure of retrieval accuracy, since no direct measurements are available. It is concluded that the retrieval method is accurate to within several pixels, and it is a function of cloud type and solar zenith angle. However, interpretation of the results is required to apply meaning to the retrieved height with respect to cloud base or top. Matched cloud-shadow pairs from the sunside correspond to a retrieved cloud-base height, while those from the antisunside correspond to a retrieved midlevel or top height. For low (\(<2500\) m) clouds and large solar zenith angles (\(>60^\circ\)) the technique is accurate to less than \(100\) m. However, for high (\(>10\) km), transparent cirrus clouds at smaller solar zenith angles (e.g., \(40^\circ\)), the accuracy is on the order \(1\) km. This and other cloud-shadow matching techniques have limitations in that they can only be applied to daytime imagery. In addition, without high spatial resolution elevation models, topography elevational differences between the surface beneath the cloud and the shadow introduce errors. And finally, matched cloud-shadow pairs must be apparent and discernible.
The results show that precise location of the cloud templates is unnecessary. This is a positive result that suggests that an operational cirrus and stratus cloud height retrieval algorithm may be constructed. A semi-automated approach would require the reliable classification of cirrus and stratus cloud regions. However, based upon high spatial resolution cloud classification results by Kuo et al. (1988), Welch et al. (1989), Chen et al. (1989), and Lee et al. (1990), an effective global cloud masking scheme now is being developed and is scheduled to be used with the EOS Advanced Spaceborne Thermal Emission and Reflection Radiometer (ASTER) data. The results also show that the cloud templates of 64, 128, or 256 pixels on a side all produce equivalent cloud-height retrievals. However, templates of 16 and 32 pixels on a side are undesirable. It appears that a template of about 128 pixels on a side may be optimal. For areas in which there is considerable cloud cover, it is advisable to apply the smaller templates.

The results show that this method is fully applicable to the polar regions. In fact, the large solar zenith angles in the polar regions produce large shadow regions that improve the cloud-shadow matches. The application of this technique to polar regions is especially important due to the sparsity of sounding data there.

One objective of this study is to determine if this approach can be used with 250-m spatial resolution MODIS data. The results suggest that spatial resolutions of about 150–200 m still produce reliable cloud-height retrievals, but that the method breaks down for spatial resolutions greater than 200 m. Additional analysis is required to verify these preliminary findings. While the intent of the present investigation has been to demonstrate a potentially useful independent cloud-height retrieval scheme, follow-up studies will focus upon validation of the technique and its application to multilayer cloudiness.
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