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Planning and Scheduling Training
For Working Project Teams at NASA

by F. G. Patterson Jr.

In 1988 the National Aeronautics and Space
Administration began its Program/Project Manage-
ment Initiative (PPMI), a curriculum of Agencywide
training in systems engineering and systems engi-
neering management. Since its inception, many
courses have been offered. Sixteen courses are now
offered on a regular basis, shown in Figure 1.
Between 1988 and May 1996, PPMI conducted 294
courses and trained 6,368 people.

Each of the courses has been designed and prepared
for an Agencywide audience and addresses specific
issues that confront NASA management. One of the
most basic project management skills is planning
and scheduling. In even the most rudimentary per-
formance, a manager must prepare an ordered list of
tasks, allocate resources to each task, and prepare a
schedule that is realistic enough to convince higher
level management that proper controls are in place.
Because of its importance, planning and scheduling
is included as part of several PPMI courses. These
courses present a methodology for planning and
scheduling to a diverse NASA-wide audience of
both civil servants and contract personnel.

Problems with Traditional Methods of Project
Planning and Scheduling

Planning and scheduling is an activity that has much
in common with the definition of product require-
ments, and although the similarities may be recog-
nized, the activities are usually conducted much dif-
ferently. In the generation of product requirements,
the engineering community is increasingly alert to
the need of working with a group of stakeholders that
is thought to be representative of all active interests
in the development of the product. Representing
what he refers to as the viewpoint of the sociologist,
M. Jackson (1995) describes the definition of a sys-
tem as something that *has to be continually renego-

tiated subjectively between the various stakeholders,
who all have their own agendas and perspectives.” In
most NASA projects, the efficiency of the require-
ments team approach is preferred to a canvassing
approach. Thus, a requirements team of stakeholders
is carefully picked, and a process of requirements
engineering is carried out (Patterson, 1997). The
result of the team approach is a specification that
reflects the needs of all the members of the team.

APM Advanced Project Management

CoF Construction of Facilities Management

CBP Construction of Facilities Best
Practices

IPM International Project Management

MPM Multi-Project Management

PM Project Management

PPS Project Planning and Scheduling

PROGM | Program Management

REQ System Requirements

SAM Software Acquisition Management

SE Systems Engineering

SPI Software Process Improvement

™ Task Management

TPM Topics in Project Management

TSPM | Topics in Software Project
Management

TTC Technology Transfer &

Commercialization

Figure 1. A current offering of PPMI courses.

Most planning and scheduling activities, on the other
hand, are done by the project manager, who often has
the “help” of a support contractor, sometimes
referred to as a planner. The conscientious project
managers who compose their own plan and schedule
have the benefit of adjudicating every decision,



negotiating every tradeoff, and, indeed, of participat-
ing in every word and symbol in the documentation,
thus taking ownership of the documentation and its
contents. Now, while the dedication of such a project
manager is commendable, this process limits the
scope of the task to the best efforts of a single per-
son.

There is no one right person or group who, to the
exclusion of the others, can do an adequate job of
planning and scheduling. We have seen again and
again that the program or project manager cannot
know, or even analyze the quantity and level of
detailed data necessary to synthesize a comprehen-
sive plan. Task managers, while collectively repre-
senting a broader scope that a single individual, do
not speak for or understand the issues of other stake-
holders, such as the user community. Scientists are
primary customers at NASA, but they are focused on
the problem rather than the solution. Engineers have
the opposite bias and address the solution rather than
the problem.

When plans and schedules are written by a single
person or group, and in cases in which contractor
planning and scheduling personnel are used, the
community of stakeholders is sometimes asked to
“review and approve” the work. However, such
methods do not often get the investment, under-
standing, or adequate attention of stakeholders who
may be overwhelmed by—or, indeed, may not even
recognize their own inputs in—the technical and
symbolic language that is commonly in use. Thus, in
such cases, there can be little sense of ownership of
the plans by the stakeholder community.

A more fundamental problem is that a systems engi-
neering approach (Sage, 1992) to planning and
scheduling requires attention to project variables in
three dimensions (Figure 2):

1. Structure,
2. Function, and
3. Purpose.

While the best efforts of project management may
bring structure and process to a project, without
stakeholder involvement the purpose dimension is

likely to be underrepresented. The result is inevitably
reflected in faulty planning.

Purpose

Function Structure

Figure 2. Three dimensions of planning and
scheduling.

Problems with Traditional Methods of Project
Planning and Scheduling Training

Traditional methods of planning and scheduling
training use a “slide, lecture, demonstration, and
exercise” format that does not engage the student
adequately. In the best cases, fascinating case studies
may be presented, in which important classes of
problems are brilliantly analyzed and interpreted
with the participation of the student. However, with-
out the realism, and the attendant urgency offered by
a project in progress, such exercises are little more
than toys. In the worst case, students may be passive
viewers of a “spectator sport.” There is little invest-
ment and no urgency about the critical path or other
results.

Moreover, the traditional “slide, lecture, demonstra-
tion, and exercise” format by its nature even in the
best case fails to emphasize the most important
aspects of planning:

* Realistic negotiations among stakeholders is
unlikely. Planning, and replanning as a result
of scheduling or other resource studies, is a
process of “give and take” that loses
effectiveness when it is merely “role playing”
in a simulated negotiation in a traditional class
setting.



s The critical role of project manager cannot be
realistically simulated, except perhaps by a
well prepared instructor who has thoughtfully
studied the script (thus denying the students
the opportunity to play the project manager
role). There is no real basis for the project
manager to decide among alternatives, since
there is no reality to use for a reference.

s Training may be unduly focused on
automation, since, of all the elements of the
classroom exercise, the computer-driven
process is the most realistic and most
transferable to the participant’s own project
domain.

o Inadequate training for identifying tasks and
dependencies among tasks is arguably the most
elementary and important challenge of all.

NASA Project Planning and Scheduling (PPS)
Training

Based in planning theory, NASA PPS training
addresses fundamental needs that embody structure,
function, and purpose:

» The need to allocate and structure resources
(the structure dimension):
— division of labor, positions;
— structuring of time;
— phasing of cost.

* The need to implement and to support an
orderly process (the function dimension):
— performance of tasks;

— interrelationships among tasks;
—roles of people and groups.

* The need to define, develop, and deploy a
product that satisfies stakeholders in the
project (the purpose dimension):

— continual involvement of stakeholders;

— availability of appropriate management
controls;

— attention to quality.

NASA PPS training focuses on the structuring of
time and cost. As preliminary coursework (for which
the Project Manager is responsible before the course
meeting convenes), a work breakdown structure
(WBS) is developed that will permit the identifica-
tion of responsibility for the development of subsys-
tems, including civil servants, contractor personnel,
and their sub-contractors. Thus, the division of labor
and the identification of positions in the project have
been accomplished in advance, allowing the PPS
training to address the division of time and cost.

During a PPS course, a team of stakeholders is
assembled that includes the project manager and
staff, subsystem managers and other task managers,
customers (in NASA’s case, these are often scien-
tists), and experts in other areas whose contribution
is essential to the success of the course. For example,
an expert on project documentation is usually
required. Depending upon the size of the project, the
team size may vary greatly.

The basic task for the PPS participants is to deter-
mine and write down the tasks that need to be done,
to create a partial ordering of the tasks that leads to
successful completion of the project, to identify
dependencies among tasks, to identify the person
responsible for each task, and to estimate the
resources required for each task. To accomplish the
work of planning and scheduling, the representation
of the tasks, their interrelationships, and their
resource requirements is an important factor. We
have two methods of representation that are current-
ly in use for PPS training, depending upon the size of
the project. For smaller projects, we use a Cards-on-
the-Wall format that creates a network of resource-
loaded tasks using cards to represent tasks and col-
ored string between cards to represent dependencies.
Each stakeholder sub-team has its own color for
cards. This “life size” representation and color cod-
ing of the network allows stakeholders to navigate
the walls, inspecting paths of special importance,
bringing events of the future into the present where
they may be purposefully influenced. For larger pro-
jects, we use the “one-pager” (Schoenfelder, 1995)
representation.



Method for Smaller Projects

Qur PPS course was developed by the Center for
Systems Management in Cupertino, California. The
course follows the following basic steps:

1. Identification of stakeholders.

2. Commitment to 4-day, 96-hour, off-site meeting
with a single goal.

3. Using a WBS, identifications and ordering of
project tasks by functional teams.

4. ldentification of dependencies among project
tasks.

5. Cards-on-the-Wall technique for displaying
ordered tasks and dependencies.

6. Approval of network by project manager.

7. Capture of network into automated project
management system.

8. Computation and analysis of critical path.
9. Tradeoffs of resources and goals.

10. Repetition of process to create a successful plan
and schedule.

PPS training is different from a simple “facilitated .

meeting” in which a facilitator captures ideas and
tries to assist in forming consensus among group
members. PPS training uses a format in which the
project manager presides over the process, but in
which the leader conducts the process. It has proven
to be essential to keep these roles distinct. That is,
the project manager must not conduct, and the PPS
process leader must not preside. The project manag-
er is responsible for the correctness of the planning,
for all assignments of responsibility, and for all other
decisions about the project. The leader, on the other
hand, is an expert on the PPS process and brings effi-
ciency, objectivity, and closure to the meeting, but
may know very little about the technical domain of
the project being planned. The choice of a leader

who can conduct and control the meeting is essential
to its success. At NASA this separation of roles has
been used very effectively.

Method for Larger Projects

To date, NASA PPMI has had only one experience
with a large group of more than 200 people. Our
approach used the *“one pager” representation for-
mat, as previously mentioned. While the “cards on
the wall” process undoubtedly scales up for use in
larger groups, project managers may wish to use
other representation formats for capturing informa-
tion. For large projects, a recursive system of sys-
tems approach is used, in which parallel project plan-
ning and scheduling efforts are carried out for the
smaller systems.

Beneficial Side-effects of PPS Training

Based upon surveys, participation, and personal
observation, there is no doubt that each of the student
participants in a PPS training session leaves with a
new definition of planning and scheduling; a deep
appreciation of the basic tools, including GANTT
charts, PERT charts, logic networks, critical path
analysis, project resource estimation, and automated
tools; a personal success story that serves as a model
for future planning activities; and an appreciation of
the need for and the benefits of good planning. From
the viewpoint of the NASA Office of Training and
Development, these factors alone justify the use of
the intact team approach as a training vehicle.

Moreover, at least four predictable side-effects are
extremely beneficial to projects and have made PPS
training very popular among knowledgeable project
managers. They are:

I. Team building. Without exception, every PPS
class has reported strongly effective team-build-
ing activity, recognition of the needs of other
stakeholders, and improved understanding of and
appreciation for product requirements.

2. Identification of high-risk project plan ele-
ments. Teams are compelled to recognize
neglected or hard-to-face areas (often software),



understand interactions among tasks, and per-
ceive relationships to critical paths. For example,
in one project in which software had been large-
ly ignored, the entire software documentation list
was defined, planned, and scheduled during the
training, an activity that resulted in identifying
software development as the critical path.

3. Reprogramming of inefficiently used
resources. Each of the most critical resources of
a project—time, money, and people—is the object
of careful scrutiny by a group of stakeholders,
whose interests in the project (the purpose dimen-
sion) are at the forefront of their attention.

4. Recognition and resolution of potential future
problems. By structuring a project plan that
extends well into the future to the point of project
completion, many errors and omissions may be
corrected in the present, eliminating a future cost
impact to the project.

Project Planning and Scheduling training with intact
teams has been beneficial for students, projects, and
the Agency. The intact team format has been used very
successfully for more than a dozen smaller projects
(25 or fewer participants) over a period of 18 months.
It has also been used extremely successfully for one
larger project (more than 200 participants).

Because of the PPMI’s success with PPS training
techniques, training with intact teams is being inves-

tigated for use in other program and project manage-
ment needs. In particular, there are two candidate
training programs whose team orientation suggests
the intact team approach. They are requirements def-
inition and software process self-assessment.
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Project Planning and Scheduling Workshops:

An Overview

by W. M. Lawbaugh

A highly acclaimed and well-received new training
effort on the part of NASA’s Program/Project
Management Initiative (PPMI) has been taking
shape over the past couple of years.

So far, about a dozen Project Planning and
Scheduling (PPS) workshops have been completed.
Each has been designed to provide project teams
with an understanding of the principles of planning
and scheduling, along with an opportunity to apply
those principles to their own current project.

NASA staff and their contractors are brought togeth-
er for four or five days (and late nights) to work on a
project in the early planning or replanning stages.
Project teams execute the fundamentals of planning,
create and use a methodical work breakdown struc-
ture (WBS), and develop some kind of project logic
network. From there, they generate a project sched-
ule, and usually the definition and management of
the critical path. Throughout the workshop the pro-
ject team is expected to apply the principles of effec-
tive planning and scheduling in a hands-on effort for
their current project.

Project Planning and Scheduling workshops are con-
ducted on an as-needed basis at various sites for
intact project teams, including NASA staff, cus-
tomers and contractors. In order to develop a high-
level integrated network with a calculated critical
path, participants are asked to prepare for the plan-
ning process on two levels.

The first, essential level of preparation calls for a
team leader, usually the NASA project manager, to
work with a PPS facilitator and knowledgeable peo-
ple who are responsible for the project. Upon arrival
at the training site, the project team should have a
detailed description of project objectives and control,

along with a list of project milestones and deliver-
ables, both internal and external.

First-level preparation also calls for computer hard-
ware and software such as Microsoft Project to cap-
ture the project team’s critical path at the end of the
PPS workshop. An expert operator, furnished by the
project team, is expected to handle up to 400 tasks,
process all the data generated by the team, meet the
online needs of the group, and then print out the pro-
ject network.

A second level of preparation is advised to assure
success of the workshop process. It is a good idea,
for example, to create a pictorial illustration of all the
essential components and interfaces of the project. A
flow chart should show how those components are
related to other systems. A hierarchical diagram
should show the decomposition and integration
structure, while an organizational diagram could
illustrate the reporting structure of the project team.
A list of constraints on the project would be helpful,
along with a description of any strategy for project
delivery.

To make sure the project managers, engineers and
technicians are all speaking the same language, both
a project glossary and list of acronyms are suggest-
ed. Often these lists are supplemented during the
Project Planning and Scheduling workshop as it pro-
gresses.

Space Station Support Equipment (SE) Planning,
Scheduling and Integration

One of the first PPMI Project Planning and
Scheduling workshops involved the Space Station
Support Equipment Integrated Product Team (IPT)
from the Kennedy Space Center. Larry Manfredi



served as project manager and leader of the PPS
workshop. The KSC support equipment is developed
for the processing of International Space Station
flight hardware resupply and return missions. The
KSC support equipment IPT faces daunting chal-
lenges in terms of planning, scheduling and integra-
tion. The team will design, procure, and conduct ver-
ification of more than 75 end items of support equip-
ment. Their task also includes the continuous coordi-
nation of interface control documents, design/docu-
ment reviews, schedules and deliverables pertaining
to more than 49 end items of non-KSC-developed
support equipment to be turned over to the IPT for
sustaining engineering.

The purpose of the PPS workshop was to ensure that
members of the Communication & Avionics Sub-
IPT, Simulators Sub-IPT, Electrical & Instrumen-
tation Sub-IPT, the Test, Control and Monitor
System (TCMS) IPT, and Logistics and Maintenance
IPT would integrate their planning and scheduling

for the U.S. International Standard Payload Rack
(ISPR) Checkout Unit development. The ICU pro-
vides a sufficient fidelity test station, which will be
used to verify that the ISPRs and EXPRESS
(Expedite the Processing of Experiments to Space
Station) racks are electrically and mechanically com-
patible with the space station module prior to
prelaunch installation. The Integrated Product Team
approach is used to ensure that empowered teams,
staffed and supported by functional organizations,
are accountable for designs that fully meet customer
requirements and expectations. The team is responsi-
ble for requirements definition, design development,
acquisition, fabrication, verification, training, opera-
tions support, maintenance, configuration account-
ing, and sustaining engineering of standalone end
items and systems that must be integrated in order to
complete the ICU.

The team members were given instructions on the
Support Equipment IPT’s technique of using concur-

Figure 1. Space Station Support Equipment checkout unit.
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rent engineering and integrated process-based man-
agement flows to facilitate planning and implemen-
tation. The End Item teams were briefed on the struc-
ture of the development process, which facilitates
continuous improvement by incorporating all
required products, activities and associated con-
straints into an automated project management/
scheduling tool. Each product being developed by
the team was identified at the task level, along with
required duration, input/output requirements, and
interdependencies. Required skills were identified
and assigned at the task level. Constraints were iden-
tified to facilitate Critical Path Method analyses. The
planning and actual cycle time of each activity and
product development will be traced to facilitate vali-
dation of future planning and Root-Cause Analysis.

As the team began to link interdependencies exter-
nally and internally, it became evident that there was
a need for a more structured activation/validation
plan to verify all interfaces in the ICU, including ser-
vices from the Communication & Tracking
Checkout System, Command & Data Handling,
Power, Fluids and TCMS. This structured plan
evolved as an integrated test scenario known as the
Payload Integration Checkout Facility. The PICF is
designed to integrate experiments and carriers such
as ISPRs and perform a final interface verification
test utilizing the TCMS and all other supporting sub-
systems.

All in all, the multi-disciplined composition of the
End Item teams, along with the many international
customers that utilize the ICU to accomplish their
payload and experiment processing needs, says
Michael Jones, makes the KSC Support Equipment
Integrated Product Team’s implementation task a
unique challenge for effective project planning,
scheduling and integration.

Stratospheric Aerosol and Gas Experiment III
(SAGE III)

SAGE III comes from a long lineage of successful
Langley Research Center SAGE-series programs.
Three of the four previous instruments operated
beyond their design-life and none has failed in-orbit.
The fourth, actually the first instrument in the series,

was operated for only four orbits during the Apollo-
Soyuz mission in 1975 to establish measurement
validity of the newly invented solar occultation con-
cept. Two of the four instruments were operated
beyond 14 years, with SAGE II still operating today
and returning good science measurements. Each suc-
cessive instrument added new spectral channels, but
older instruments were kept operating to preserve the
long-term data set. The SAGE series has the longest
term data set for acrosols and ozone in the middle
atmosphere, and is considered by the World
Meteorological Organization to be the standard for
global ozone and aerosol profile measurements.

SAGE III, like its predecessors, will be a principal
source of data for global changes in aerosols, ozone,
water vapor and clouds. State-of-the-art Charge
Coupled Device (CCD) detector technology has
been employed to boost sensitivity and spectral res-
olution. Increased sensitivity allows solar occultation
measurements to be taken deeper in the troposhere to
determine long-term global warming or episodic cli-
mate cooling after volcanic eruptions on Earth such
as the 1991 Mount Pinatubo disturbance, and addi-
tionally, allows for lunar occultation measurements.
Using lunar occultation, SAGE III measures night-
time species such as chlorine dioxide.

I I l |
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Figure 2. SAGE III WBS.

SAGE III is currently planned for multiple launches
as part of the Earth Observing System. The first
instrument will fly on a Russian spacecraft—METE-
OR 3M—in 1998. NASA Headquarters is currently
negotiating with space agencies of other countries to
find a home for the second instrument. An
International Space Station mission beginning in
2001 1is planned for the third instrument.
International aspects of this program place special
challenges on the SAGE III Team. Each team mem-



ber must be open not only to different cultures and
new technical concepts, but to new ways of doing
business that are very different from the American
norm. Virtually every aspect of the Russian interface
(personal, technical and programmatic) is vastly dif-
ferent from past experience. These challenges have
the greatest effect on team efficiency. Thus, project
work planning must include huge inefficiency fac-
tors to account for cultural differences, such as the
language barrier where all discussions with the
Russians must go through interpreters.

Figure 3. SAGE Ill measurements.

SAGE III was very fortunate in being able to sched-
ule a PPMI Project Planning and Scheduling
Workshop in Hagerstown, Maryland to coincide with
the first week of the hardware development (Phase
C/D) program. Twenty-seven team members repre-
senting Langley, Goddard, Wallops, and Head-
quarters civil service, on-site Langley contractors,
and the prime contractor, Ball Aerospace, met during
the second week of January 1995. Not just engineer-
ing team personnel, but everyone associated with the
Project was invited to attend. During the first
evening, sub-teams were organized to divide plan-
ning of overall team activities into smaller groups
categorized by instrument subsystems, interfaces,
operations, etc. Each sub-team planned its piece of
the program for two days, and then reconvened as a
team to integrate activities on the last two days. One
of the most popular of the team building exercises
was a meeting that lasted several hours early in the
week, in which each statement, and each require-
ment in the government contract with Ball

10

Aerospace was challenged. Each requirement and
each deliverable to the government, including docu-
ments, had to meet a strict test: if it didn’t contribute
to measurement of ozone and aerosols in the atmos-
phere, it was thrown out. Needless to say, many
statements and requirements were eliminated.

CSM facilitator John Chiorini helped the team orga-
nize the work into a detailed work breakdown struc-
ture (WBS), and indicated the time-phased, interre-
lated activities using yarn and the Cards-on-the-Wall
approach. As each captain described the sub-team’s
plan, critiques from members of the other sub-teams
served to brainstorm activities and interrelationships
until yarn stretched completely around the large
room and into smaller rooms at the back to describe
relationships among the approximately 400 activi-
ties. The first critical path to be calculated indicated
that delivery of the flight instrument was 14 months
after the 34-month requirement. Subsequently, the
team brainstormed more efficient logic to establish a
plan to deliver flight hardware on time.

It was not surprising that the newly formed team
began the week as an amorphous group of strangers
with only a vague understanding of what SAGE was
all about, but ended the week functioning as a high-
performance team with a good work plan. According
to Ed Mauldin, SAGE III Project Manager and
Hagerstown team leader, the most important benefit
from the week was quick development of new inter-
personal relationships among team counterparts and
establishment of a high-performance team very early
in the program. Being off-site in an informal envi-
ronment made it easy to forget who was government
and who was contractor, thus eliminating useless
communication barriers. A united team dedicated to
building the best possible scientific instrument with-
in budget and schedule constraints was formed and a
common sense of purpose was instilled. Now, about
halfway through the program, this team remains
within budget and on schedule, a remarkable success
story. This team is very proud of its record of estab-
lishing new standards for others to follow and high-
ly recommends this PPMI Project Planning and
Scheduling workshop process to other newly formed
project teams.



Transport Research Flight Facilities

The third PPS workshop involved a diverse team of
engineers, designers, computer hardware and soft-
ware experts, QA, fabrication and resource analysts,
schedulers and project management people headed
by Allen C. Royal of Langley Research Center.

Their task was to plan and schedule the modification
of a B-757 aircraft from an airline configuration to a
research facility. In addition, the project team was
expected to develop an instrumentation integration
laboratory and create a simulator facility to replicate
the aircraft research flight deck.

“The team needed the time away from the everyday
working environment,” said Royal, “to concentrate
exclusively on the job at hand, which was to develop
logic diagrams, work breakdown structures, GANTT
charts, resource assignments, etc.”

He added: “In addition, the time spent ‘locked up’ in
a room 12 to 14 hours a day actually resulted in a
closer knit group of people (very important, consid-
ering the job at hand).”

The four-and-a-half day experience brought the
Langley team closer together with specialists from
Lockheed, PSI, Unisys and CSC, Computer Sciences
Corporation. “One of the many positive results of
this experience was that as the individual teams
worked,” noted Royal, “people began to realize just
what was expected of them and what they were to
expect from another team, and the enormity of the
overall project—this was a big plus.”

Another big plus was the momentum that was built
up during the PPS workshop that propelled the pro-
ject past its first major internal milestone. This pro-
ject team, too, asked for another PPS workshop but
the principal players could not be scheduled at the
same time.

Guidance, Navigation and Control Integration
and Test Facility

The next PPS workshop was designed for the guid-
ance, navigation, and control (GN&C) group devel-
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oping a test facility for the International Space
Station (ISS) of Johnson Space Center. The ISS
GN&C function is distributed not only among differ-
ent segments of the ISS, but between U.S. and
Russian hardware and software. The GN&C
Integration and Test Facility (GITF) was proposed
by JSC Engineering as a facility where a majority of
these pieces could be integrated and tested during
development to increase the likelihood of the success
of the on-orbit configuration.

GITF is bringing together all of the U.S. GN&C
components to perform real-time closed loop testing.
Flight-equivalent processors for both the GN&C and
the Command & Control software will be integrated
with the Global Positioning System (GPS) receiver
processor, being fed inputs from the GPS radio fre-
quency signal generator, the engineering unit rate
gyro assembly, mounted on a three-axis rate table;
and an emulator, which is being developed and built
at JSC, of the Control Moment Gyro.

The Russian portion of the GN&C system will hope-
fully be represented by development units of the
flight processors, being provided to the Russians by
the European Space Agency, loaded with both devel-
opment and final versions of the Russian flight soft-
ware, and high fidelity models of the Russian sensors
and effectors.

Project manager and group leader Karen Frank of
JSC faces the challenges of relying on international
cooperation for significant deliverables to her pro-
ject, as well as the integration of institutionally
owned resources with program-contracted hardware.
Since the original workshop was conducted, numer-
ous deliveries to the project have slipped schedule
and the team has conducted its own mini-workshop,
based on the PPS experience, to re-network and
replan the project.

The next two Project Planning and Scheduling work-
shops occurred simultaneously but by different facil-
itators in September 1995. Blackhawk Management
Corporation led the High-Speed Research planning
and integration workshop in Hampton, Virginia, and
CSM, the Center for Systems Management of
Cupertino, California, facilitated the AGATE work-



shop in Hagerstown, Maryland. The two different

approaches are detailed here.
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Figure 4. HSCT prototype.

High-Speed Research Program

For more than a quarter of a century, NASA has
sponsored research for a supersonic transport air-
craft. Environment concerns in the early 1970s led to
a halt in funding while the British-French Concorde
program moved forward.

A decade ago NASA received funding for Boeing
and McDonnell Douglas to conduct studies of a sec-
ond generation SST to carry about 300 passengers
and flying 6,000 nm.

Phase 2 of the NASA/industry effort to develop the
technology for the nation’s first high-speed civil
transport (HSCT) shifted into high gear with the
High-Speed Research (HSR) planning and integra-
tion workshop held at the Chamberlain Hotel on Fort
Monroe in Hampton, Virginia, in September 1995.
More than 168 participants were present at the work-
shop, including officials and engineers from three
NASA Centers (Langley, Ames and Lewis) and
Boeing, Douglas, Lockheed and Northrop. The
workshop, supported by NASA Headquarters under
the Program/Project Management Initiative, used
NASA expertise and the Blackhawk Management
Corporation to teach the HSR Integrated Technology
Development teams the latest advances in project
management and planning skills. Rob Calloway of
Langley was the NASA group leader. Specific tools
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presented to the attendees included the “One-Pager”
tracking methods, logic networks and team building
approaches.

In early 1995, Joe Shaw, Project Manager for the
Propulsion segment of HSR at LeRC, and
Dan Walker, Business Manager, sponsored a differ-
ent approach to the application of the One-Pager
concept to the HSR project. Rather than utilizing the
workshop format, Joe Shaw formed a small team
comprising, among others, James Wilcox of
Blackhawk Management Corporation and Lisa
Vietch of LeRC, to analyze the available data and
develop the One-Pager products. This was success-
fully accomplished, and early returns suggest that the
concept has proved to be very useful. (The One-
Pager illustrations in this article are from the
Propulsion segment of the HSR project at LeRC.)

At the PPS workshop, the high-speed research agen-
da for the next three years was set regarding HSCT
airframe development. The workshop involved the
efforts of 16 NASA/industry teams representing the
following areas of study: structures and materials,
aerodynamic performance, flight deck technology,
environmental impact and overall technology inte-
gration. Phase 1 of the HSCT development program,
involving technical solutions for environmental con-
cerns, were completed later that year. Phase 2 of the
program was fully implemented that year and
addresses the cost effectiveness and economic via-
bility of the aircraft systems.

The HSR program was spending approximately $20
million a month on HSCT research. NASA facilities,
including advanced computer simulators, wind tun-
nels and labs, were being utilized to develop an
HSCT technological database. As stated by Dr. Alan
Wilhite, Deputy Director of the High-Speed
Research Project Office at NASA Langley,
“Technology is being developed for industry use in
the year 2001.”

The One-Pager approach involves a concise, inte-
grated, executive level set of cost, logic, schedule
and metrics data that encourages communication of
plans and of progress against plans. This approach
focuses on definitive end products with one or more



of these characteristics: high cost, high schedule risk,
high technical risk and/or key integration intersec-
tion. (Weeding out less important items is extremely
difficult, say the facilitators.) It starts with an under-
standing of intermediate level logic flow: “If you
can’t represent your area in one readable chart, you
have too much detail.” The approach relies not on
milestone density but rather on defining schedule
activities that can be communicated.

Implementation of the One-Pager concept calls for
the imposition of certain intermediate level require-
ments on the technology manager in order to satisfy
the requirement of consistency. While it requires a
defined interface with detailed cost, logic, schedule
and metric plans, it does not impose specific require-
ments on how a director manages below defined
interfaces, such as a formal performance measure-
ment system or low-level logic. Automation is desir-

able but not mandatory—communication is the key,
and no known software can yet meet the conciseness
and integration requirements.

Earned value computation with the One-Pager is
somewhat subjective. Earned value is estimated at a
high level and does not depend upon milestone
counts. The plan is rebaselined only once a year
unless otherwise directed, and earned value is com-
puted against the baseline, not updated for changes.
Thus, there are no “who’s at fault” implications in
the One-Pager approach.

The One-Pager concept is a proven methodology
which should be given serious consideration for use
in both very large hardware development projects
and technology projects. It was developed by Phil
Shanahan and James Wilcox in Texas and refined by
NASA.
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Figure 5. The One-Pager approach.
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The AGATE Project Cycle

The Advanced General Aviation Transport
Experiments (AGATE) project team in Hagerstown,
Maryland, took a different approach with CSM facil-
itators. A stakeholder team approach to project plan-
ning and scheduling involves a Cards-on-the-Wall
approach pioneered by Kevin Forsberg and Hal
Mooz in California.

The purpose of the CSM workshop is to create a
high-level integrated network with a calculated path.

The first effort is to develop a coherent Work
Breakdown Structure (WBS) upon the foundation of
a Project Products List. The PPL is a complete list of
hardware, software, support equipment, support ser-
vices, tools and documentation required to perform
the contract. The WBS is broken down into manage-

able work packages that can be scheduled, budgeted,
organized, statused and controlled.

Networking and scheduling are then introduced for a
Project Master Schedule reflecting any requirements
fixed by the customer. The Project Master Schedule
usually includes project completion dates and cus-
tomer-imposed reviews such as preliminary and crit-
ical design reviews, document delivery dates and the
like.

The Critical Path Analysis is at the heart of the
“Cards on the Wall” approach. A “Task Planning
Form” is filled out and tacked or taped on the wall.
Colored strings or yarn run from card to card show-
ing “input” and “output” (expressed in nouns), con-
nected to a “Task Description” expressed in verbs.
Thus, “data” might connect to a verb such as “draft”
with a noun output such as “report.” The strings rep-
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Figure 6. AGATE's baloney chart.
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resent various tasks that feed into and flow out of
major milestones and deliverables along a timeline.

General Aviation manager Bruce J. Holmes of Langley
Research Center led the project team from Langley,
Lewis, Avrotec of Oregon, Kestral of Oklahoma,
Lockheed Martin, the National Institute for Aviation
Research and Raytheon of Kansas, the Research
Triangle Institute, Rockwell and Hamilton Standard.

After lectures on WBS development, networking and
scheduling, and critical path analysis, the project
team of 25 established assumptions and ground
rules. Holmes presented the AGATE program
roadmap showing the formation of a consortium
among NASA, the FAA and the small aircraft indus-
try. Following market analyses and general aviation
system requirements, the AGATE group hopes to
identify technology options, evaluate options, evalu-
ate candidate system components and publish a
library of documents for a revitalized small aircraft
transportation system in America by the year 2001.

The AGATE project will require government and
industry coordination in five work packages: flight
systems, propulsion sensors and controls, integrated
design and manufacturing, icing protection systems,
and a new one, the AGATE integration platforms.
Most of the facilities, such as simulators and labora-
tories/computers, are furnished by Langley. Lewis is
furnishing the icing tunnel, and industry/university
facilities are scheduled for flight tests.

SAGE III Science Plan

A year after the SAGE III project team met in
Hagerstown for Project Planning and Scheduling, the
project’s science team met to coordinate the efforts
among four contractor groups and two NASA
Centers. Science Manager Lelia B. Vann of Langley
Research Center led the project team from Langley,
Goddard Space Flight Center (and Wallops Flight
Facility), CSC, GATS, SAIC and IDEA, Inc.

The SAGE III is scheduled for launch in August
1998 on a Russian Meteor 3M spacecraft as part of
NASA’s Mission to Planet Earth (MTPE) program.
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The SAGE III science team included algorithm
development, software development for data
processing, simulations, validation and mission
operations. The team began with a detailed Work
Breakdown Structure and ended up with a critical
path. Some questions asked included: “What work
needs to be done? Who will do it? How long will it
take? What will it interface with?” Each task was
assigned an estimate of labor, material and other
resources. By focusing on critical path tasks, the
project team can identify those sequences that will
most likely determine the duration and drive the
schedule of the project.

The LaRC SAGE III Principal Investigator (P1.) is
responsible for the science research activities, algo-
rithm development, data processing, validation and
mission operations. The MTPE program office is
responsible for overall coordination of the mission,
including funding, program integration and reporting
on investigation. They will support SAGE III’s com-
munications, ground receiving station, and data gen-
eration and distribution.

To show the critical path for this multi-year project,
CSM facilitator John Chiorini generated a chart at
least 12-feet long showing the relationships of tasks
among different organizations. So, why plan? His
response: “To bring the future into the present so you
can do something about it.”

There is every indication that the SAGE III teams, as
well as the other Project Planning and Scheduling
workshop teams, will not execute their efforts exact-
ly as conceived. Funding irregularities, management
structure changes, personnel shifts and unforeseen
events will inevitably alter their One-Pager and crit-
ical paths. That is to be expected.

What each of these project teams have, however, is a
sense of direction. Team members know up front
what the project will cost in terms of payroll, facili-
ties and equipment. Any subsequent trade-off in any
of the estimated resource areas will, they know, cost
the project in terms of budget, schedule or perfor-
mance. It may even derail the project if the trade-off
is excessive.



Another thing each of these project teams now shares
is camaraderie, if not just a better understanding of
each other and the needs of each component in the
project. For some projects, the PPMI Project
Planning and Scheduling workshop was the first

time all the major players came together in one room
at the same time. That intangible, in and of itself, is
invaluable, especially in an era where teamwork is
the single most cited component of success in com-
pleted missions.

10| Task Name Duration Start Finish Resource Names
1 1.1 Mission Operations s1od 031196 03/20/98
2 1.1.1 DAAC /NOC Interface 60d 03/11/96 06/03/96
3 1.1.1.1 Data Transfer for Prolocol 2w 031196 03,2296 PD{0.2],5N[0.2]
A 1.1.1.2 Support ECS Level 0 ICD 2w|  osom6| 060396 MC[0.5],SN[0.5]
] 1.1.1.3 Dy ine Laval 0 Took Kit Specification 2w 03/25/96 04/05/66 SN
6 1.1.1.6 Determine Definitive Orbit Format and Mela Dala iw 05/13/96 05/17/96 SN
7 1.1.2 MOC/WFF interface 100d 0311796 07/30/96 }
3 1.1.2.1 Define and Determine Comm Link LaRC lo WFF 2w 04/01/96 04/12/96 AS
9 1.1.2.2 Define Acquistion Data Require menis 1w 04/22/96 04/26/96 AS,SN[0.2]
10 1.1.2.3 Define SAGE Raw Data and 9C Formals o 03/11/96 032096 SNj0.2)
o1t 1.1.2.4 Data Transfer from WFF 1o LaRC Aw 04/20/96 05/24/96 SN[0.1],AS
112 1.1.2.6 Develop interface Documents aw 06/25/06 0772396 AS,MC[0.25]
13 1.1.2.8 Schedule Passes 4w 05/28/96 06/24/96 SN[0.2),AS
14 1.1.2.9 Inkial Data Transier Tesis LeRC to WFF iw| 07724/96|  07/30v96 AS,MC[0.2)
15 1.1.3 MOC / FDF inleriace 155d 03/11/96 10/47/98
16 1.1.3.1 BRU AOS/COS 20d 03/25/96 041996
17 1.1.3.1.1 Deline Siation Predict Format 2w 032596 040596 MBI0.1].MC[0.1]
18 1.1.3.1.2 Define IRV File Format 2w 0406/96 04/19/86 SN[0.1),AS[0.1]
19 1.1.5.2 Definitive Orbit esd 03/11/96 06/10m08
20 1.1.3.2.1 Define QA Parameter and Formal 2w /1196 03/22/86 MB[0.1).MCl0.1]
21 1.1.3.2.2 Define GPS /Glonass State Vector fie Format iw] 042296 042606 MC[0.1].MB{0. 1}
r- 1.1.3.2.3 Define State Veclor Set file Format 2w 02096 05/10/06 MB,MC[0.1],MRj0.1}
23 1.1.3.2.4 Deline Job Control P: for Flight Dynamics 2w 05/13/96 05/24/96 MB.MCJ0.1]
|24 1.1.3.25 Define Predicted Ephemeris File Format 2w 05/26/96 06/10/08 MB,EP.MC[0.1]
128 1.1.3.6 Prepare FDD SAGE Ill Operations Gukie 2w 06/11/96 06/24/06 MB.MC[0.1]
26 1.1.3.7 Flight Dynami 8od|  o0e/25/96]  10/17/06
7 1.1.3.7.1 Devslop Flight Dynamics Bw 06/25/96 08/20/06 MB
28 1.1.3.7.2 Verily, Validale Flight dynamics 4w 08/21/86 091896 SN[0.1),MB
29 1.1.3.7.3 Port Flight Dynamics 4w 08/19/96 10/17/96 SN|0.5). M8
30 1.1A_NOC Dets Pr ing 365d 03/1196 08/19/97
" 1.1.4.1 MOC Duts Processing 3854 03/11/968 081997
2 1.1.4.1.1 Develop High Level Design Require lor MOC Data [ 03/11/96 041996 SN
13 1.1.4.1.2 Design Level 0 Data Ingest iw 07/16/97 07/22197 SN
M 1.14.1.3 Health and Safety 80d Qo7IRT 0602/97
35 1.1.4.1.3.1 Design SAGE Il Healh and Safety Reports Aw 00787 030787 SN
% 1.1.4.1.3.2 Design SAGE Il Heatth and Saistly Notilication Pro 6w 031097 04/16/97 SN
” 1.1.4.1.3.3. Design SAGEIl Heakh and Salsty Standard Dala aw 042197 05/16/97 SN
» 1.1.4.1.3.4 Design Network Link Monitor 2w 05/1997 0602/97 SN
39 1.14.1.A. Lavel 0 Data Collection 170d 08/04/96 02/08/97
40 1.1.4.1.4.1 Design and Develop Level 0 Meta Data (DAAC) 1w 0/19/96 05V25/96 SN
41 1.1.4.1.4.2 Deslgn Modal Files Aw 01/00/97 02/06/97 SN,BC
42 1.1.4.1.4.3 Design Level 0 Data (DAAC) aw Q7724796 0 18/96 SN
43 1.1.4.1.4.4 Design Data Archive System 2w 12/24/96 010897 SN
D 1.1.4.1.4.5 Dovelop Data Delivery Method 1o DAAC/SCF 2w 1203/96 12/16/96 SN
[ 45 1.1.4.1.4.6 Design and Develop SAGE ) Definitive Orbit Form 8w 08/26/96 11/22/96 SN
|46 1.1.4.1.4.7 Design Caiculation of 2RV 1w 121706 12/23/96 SN
47 1.1.4.1.4.8 Design SAGE Il First Data lime Process 2w 06/04/96 06/17/96 SN
48 1.1.4.1.4.9 Develop Definitive Orbit Meta Data Code tw 11/25/96 12/02/96 SN
49 1.1.4.1.5 Design Data Calaloging System 4w 06/17/87 07/1597 SN
50 1.1.4.1.6 Procure TK Hardware 2w 04/22/96 05/03/96 SN,MC EP
5 1.1.4.1.7 Procure TK Soltware 3w 05/06/96 054/96 SN MC

Figure 7. A planning print-out showing relationships of tasks.
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Project Planning at NASA

by John R. Chiorini

A number of NASA project teams have recently
experienced a change in the way in which they have
created their project plans. This has been brought
about by a fundamental shift in the understanding of
the purpose of the planning process.

The traditional view of planning is that the essential
end product of the process is a schedule of anticipat-
ed events together with a statement of the resources
necessary to perform all required work. Such a
schedule is best produced by identifying all neces-
sary tasks, their logical dependencies, the estimated
duration of each task, and the resources required or
to be made available for the performance of each
task. While such a view carries the implicit assump-
tion of interdependencies, durations and resources,
there 1s nothing in the end-product statement that
validates such an assumption.

Plans allow the simulation of a project. Too often,
however, the finished logic network and resulting
schedule are viewed as suitable for “what if” games,
and future event management is restricted to antici-
pating risks and managing tasks on the critical path.
Because the physical plan is the simulation, this view
assumes that such a plan, whether created by a plan-

Team Network Development.

Figure 1.

ning department, by the project manager working in
isolation, or by a project team working as a whole, is
an equally useful product, as long as it is “correct.”
That is, as long as it represents the future state of the
project, the process by which it was created is imma-
terial.

The fundamental shift in thinking came with the
understanding that the true purpose of the planning
process is the translation of requirements into agree-
ments to perform the necessary work. The agree-
ments are made by the members of the team tasked
with actual work performance. The schedule, with its
underlying logic network and task-level resource
plans, is an intermediate product. The agreements are
derived from the process of creating that network in
a team setting. It is this team process which holds the
key to effective planning because validity evolves
from the collective decisions made by the project
team in the process of creating the project plan. The
derived logic network and schedule, which are the
end products of this simulation, are more valid than
any created in isolation by a planner or project man-
ager hoping to anticipate the future decision of the
team.

To date, eight NASA teams have been facilitated in
the development of their project plans through a task
order contract between NASA Headquarters and the
Center for Systems Management (CSM). The teams
have included, among others, the Gravitational
Biology Facility Project, the Transport Research
Flight Facility Project, the Advanced General
Aviation Transportation Experiment—AGATE, and
both the SAGE Instrument Development and SAGE
Software Development Projects. The planning ses-
sions are intensive one-week team events which pro-
duce resource-loaded schedules. Facilities used for
the planning have included the NASA Wallops
Island Management Education Center and off-site
facilities provided either through CSM at their plan-



ning center in Cupertino, California, or at other off-
site locations provided by NASA.

NASA employees who have attended Project
Management training courses conducted by CSM are
familiar with the planning process taught by them
and the use of facilitated Cards-on-the-Wall sessions
to capture the team decisions on the Work
Breakdown Structure and project plan prior to entry
into the planning software of choice (see Figure 1).

For those not familiar with the process, tasks are first
described on large cards (see Figure 2) by team
members. Each card contains space to document cer-
tain background information on a task, describe the
work to be involved in performing the task, identify
the input information required to start the task, list
output products of the task, describe the estimated
duration of the task, and the resources estimated to
be needed to accomplish the task work. Team mem-
bers construct a Work Breakdown Structure using
the cards and then link the cards on a large wall with

Task Planning Form [V

yarn, review the resulting task descriptions and logic
with the project manager and the entire team, and
only when concurrence is reached, the task cards and
logic are captured in project planning software.
Because the team gets to participate in the actual
planning process, agreements on task interactions,
resource commitments, risk mitigation actions, and
concessions on durations and hand-off logic are
made by the team during the planning process. The
initial simulation of the project occurs during the
planning, not as some post-plan creation of the logic.
That is, the planning process, conducted in a team
setting, allows decisions on future events, compro-
mises to be made now that will be implemented
some time in the future, workarounds to be planned
today to be used, if necessary, at some future event,
and agreements to be exercised in the future to hand
off products in specific formats to subsequent task
teams.

The strength of the process is best understood in the
observation from one participant who noted that only

Task Name:

Task 1D:

Estimated Duration:;

Circlg one
Minutes Hours Days Weeks Months

Task Manager:

Form Prepared By:

Form Preparation Date:

Constraint, Stant:

Finish:
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From: To:

2. 2.

From: To:

3. 3.

From: To:
I Resource Requirements:

Figure 2. The Task Planning Form.
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one or two people can stand around a 19-inch com-
puter monitor and critique planning logic, but the
whole team can stand around the 8-foot by 30-foot
wall of the planning room and participate in the cre-
ation of project logic.

The facilitation model used for planning by CSM
involves a multi-step process carried out over a four-
to five-day period.

The team gathers, typically the evening before the
actual planning begins. For the best planning, the
attendees should consist of representatives of all
stakeholders: NASA staff, contractors and their sub-
contractors if the latter groups have already been
chosen. Participants should be able to commit their
respective organizations in terms of resources to be
expended on tasks and risk mitigation actions. It is
essential that all involved stakeholder groups be rep-
resented during that opening session and throughout
the planning session so that critical decisions about
tasks, actions, resources, etc., can be made by the
group during the planning session and not deferred to
players not present during the actual planning. The
first session is an opportunity for introductions and
for the project manager to brief the group of the cur-
rent status of the project, get consensus on any deliv-
erables, and review the work breakdown structure
and other planning documents that currently exist.
The evening overview is essential to ensure a com-
mon frame of reference for all participants.

As a conclusion to the evening, the facilitator then
presents an overview of the planning process and
explains the work to be undertaken in the next few
days. One of the most important discussion points is
the definition of the agreed-to event that will consti-
tute the terminal event of the planning: launch,
delivery to KSC, etc. All participants must under-
stand the deliverables due at this event so that the
deliverables, can be defined in the actual planning
process. Also explained in this introductory session
are the ground rules by which configuration man-
agement will be maintained. The essential ingredient
in that process is the role of the project manager as
the final arbiter of the information to be entered into
the computer after posting on the walls of the plan-
ning center.
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The planning work begins with the development of a
product-oriented WBS or the critique of the current
WBS if a suitable product-oriented WBS already
exists. The planning cards are used to describe the
lowest level of the WBS—task work, and any high-
er level integration/testing/procurement work. In this
way, those cards can be used directly in the creation
of the logic network.

Once a WBS has been created and approved by the
project manager, a milestone spine is created and
placed on the walls. This spine consists of the major
milestones for the project, as agreed to by all partic-
ipants. A milestone is a decision point where
progress on some portion of the project or with the
project as a whole can be reviewed and approved.
For each milestone, participants must agree on the
products to be reviewed, the name or office of the
reviewer with authority to approve or limit progres-
sion, and the nature of the proof to be demanded at
the milestone of the readiness to proceed with the
rest of the project. The milestone spine provides a
physical frame of reference for all participants, indi-
cating points on the planning wall where strings of
project logic need to come together. It constitutes a
top-level picture of the completed logic network.

Once the milestone spine is created, sub-teams are
designated to work on the portions of the logic
between network milestones.

Now the logic network can be created with the plan-
ning cards connected by yarn to create the physical
network. Each card contains a description of the
work to be done for a given task, the input(s) needed
to start the task, the output product(s), the resources
required to perform the work, and the amount of
resources needed and/or the duration that those
resources will be required.

Once the collective effort of the team has created the
network and the project manager has “walked the
walls” to review and approve all cards and logic, the
data is captured in whatever software the team will
be using to manage the project logic once they return
home. A critical path is calculated and the team as a
whole analyzes the results to determine if the derived
dates for milestones meet target dates imposed by



users, launch dates, etc. The process of analyzing the
network and shortening the critical path begins by
identifying the earliest milestone date that the team
judges to be unacceptable. Decisions are made to
change logical relationships, reduce durations by
adding resources, etc., until the derived date is as
close as possible to the team’s target date. The next
milestone in chronological turn is then analyzed, and
so on until dates are accepted for all milestones. This
process of network analysis produces the baselined
schedule against which the team agrees to work.

Throughout the planning process, five additional
activities of major importance to the usefulness of
the final product are occurring. All acronyms used in
the planning process are listed as the start of a com-
mon project vocabulary. Any project risks identified
during the planning are listed for later analysis and
development of mitigation plans. Any assumptions
made during the planning process are listed, as are
action items taken by specific team members.
Finally, team building is an ongoing activity.

Participants in this facilitated process have univer-
sally praised it for its value in bringing the team
together and making clear to all team members the
interdependencies that exist. To quote a few:

“It brought all of us together . . . It made us
think about the work involved, the chain of
action, the flow, the team work, the commu-
nication.”

“[1t] forced me to think through all of the
functions that [ will have to perform.”

“[1 particularly liked] the schedule resolution
with all interested parties present.”

“[It] gave me a scope of the program that I
did not have before.”

As noted above, one end-product of the planning ses-
sion is a resources-loaded project logic network with
the critical path clearly identified. Sufficient time is
always allowed to balance the critical path such that
the team can see the actions necessary to achieve tar-
get milestones. Perhaps more importantly, another
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end-product is a clear understanding on the part of
the entire team of their mutual interdependencies.
The process of creating the project logic network and
reconciling scheduling problems builds teamwork
and ownership from participants to the shared chal-
lenges of completing the project according to the
schedule they have produced as a team.

Successful facilitation will require that the team be
prepared to dedicate four to five days to this process,
and all critical team members must plan to be present
for the full planning event. The project’s deliverables
and internal products must be well-defined and a ter-
minal event must be defined or definable. An existing
product-oriented WBS is desirable since, in the
absence of one agreed to in advance by the team, one
must be created during the planning session. The pro-
ject team must include one person knowledgeable in
the use of the planning software to be used to capture
the logic network so that a team member can take
responsibility for exercising the software when the
team returns to its home facility. Teams are also
responsible for providing their own copy of the soft-
ware to be used, a suitable computer, and a high-speed
printer or plotter. If the team desires to resource-load
the network, an agreed-to list of resources by name or
labor category must be provided or definable during
the planning event. Any limitations on the use of spe-
cific resources (i.e., limited numbers of a specific
resources, limited availability of a specific resource,
etc.) must also be known at the time of planning.

If the team proposes to use a facility other than the
CSM planning facility or one provided by NASA
Headquarters, the facility must include at least 120
linear feet of hard-surface walls on which cards and
yarn may either be taped or tacked. The planning
room must be dedicated to the process so that the
logic network can remain up on the wall throughout
the full planning session.

Planning is most effective when it is done as the ini-
tial event on a project. Planning must also be done at
the transition from one project phase to another or
whenever the current state of the project is such that
the existing plan is no longer valid because of project
changes or discovery that the original plan was an
inadequate reflection of the actual project.



The “One-Pager”’: Methodology & Application,
Experiences and Lessons Learned

by Tony E. Schoenfelder and James Wilcox

An article entitled, “‘The One-Pager’: Methodology
& Application” appeared in the Spring 1995
(Volume 9) issue of this publication. The methodol-
ogy of the One-Pager technique was described in
some detail, as were applications in assessing a pro-
gram’s baseline plan and determining progress
against the plan. This article will describe the appli-
cation of the One-Pager in assessing planning alter-
natives, and will also share some experiences and
lessons learned since early 1995. Although a careful
review of the previous article would greatly assist the
reader in deriving the maximum benefit from this
article, the following excerpts will serve to recapitu-
late the objectives of the One-Pager technique:

* NASA program and project managers need a
system that will facilitate timely, accurate top-
down program/project assessments required to
establish and/or assess the program’s baseline
plan, determine progress against the plan and
assess planning alternatives.

* Cost, schedule and performance measurement
systems must operate effectively and efficient-
ly under constantly changing conditions.
Existing NASA systems often fail to satisfy
these requirements.

* Scheduling and performance measurement
systems are often very detailed and generate
vast amounts of data, but rarely in a form or
format that is conducive to providing timely
visibility into today’s programs.

* Contractual arrangements between NASA and
its contractors do not incentivize the contrac-
tors to provide good long-range schedule and
cost planning.

* The One-Pager is a single chart that presents
an integrated cost, schedule and content (met-
rics) display for a selected end item. The
selection of candidates for One-Pagers is
based on the principle that management atten-
tion should be focused on major drivers, i.e.,
those definitive end-items that exhibit one or
more of the following characteristics: 1) high
cost, 2) high technical risk, 3) high schedule
risk, and 4) key integration intersection. There
is generally a high correlation between risk
(technical and schedule) and cost.

* Who performs the work has no bearing upon
whether a system or subsystem is selected for
a One-Pager.

* Deciding what not to include is perhaps the
most difficult process. Since the objective is
to focus management’s attention on major dri-
vers, minor products and processes should be
reviewed on an exception basis only, and
should not be included in a One-Pager.

Assessing Planning Alternatives

NASA programs and projects currently operate in an
environment of increasing volatility and uncertainty.
One consequence of this situation is the frequent
need to engage in program/project replanning activi-
ties. Replans are often necessitated by budget reduc-
tions, content changes, unanticipated technical prob-
lems, schedule slips, cost overruns, or some unique
combination of these events. One-Pagers, by virtue
of their basic simplicity, facilitate timely, top-down
replanning by capturing the critical elements of the
project and providing a macro look at the program-
matic impact of various changes.
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Figure 1. A Simple One-Pager.

Figure 1 was used in the previous article and repre-
sents a simple One-Pager for a fictitious spacecraft
subsystem. We are currently at T-Now and have just
completed the project Preliminary Design Review
(PDR). Let us suppose that we have just been noti-
fied of the following circumstances, and have but a
few hours to provide a credible response:

* Due to project-wide budget constraints, fund-
ing across the project will be reduced by
approximately 20-25% for FY2 and FY3.

* At the same time, external pressures (from
both Congress and our international partners)
have dictated that the flight date be given only
three months schedule relief.
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The first step should be just a simple, overall assess-
ment of the nature and magnitude of the problem and
what it implies in terms of any proposed solution.
Note in Figure 1 the FY3 4th quarter cost plan for
$8.4M (approximately 12% of the $66M FY2/3
spending plan). Clearly, pushing a full three months
of costs into the future will not solve the 20-25%
reduction requirement, so we must consider other
options, such as changes in program logic or content,
schedule bar length squeezing and/or slack reduc-
tion.

Start first by identifying and considering those actions
that can be taken at the project level, where the dol-
lars involved are greater and more responsive to
schedule movement. Then consider actions at the sys-



tem and subsystem levels. Our ground rules indicated
that we could give the flight date a maximum of three
months schedule relief, so our first action should be to
move the flight date three months to the right.

Our next action is also at the project level, but its
genesis can be traced back to the early stages of cre-
ating this One-Pager. Remember that one of the first
steps to be taken in building the baseline plan was to
review the schedules, understand how they were
developed and identify the underlying assumptions
with respect to bar length, shifting, lead time, etc.
This knowledge would aid in calibrating the overall
risk inherent in the schedule rationale, and would

identify areas where future actions might be taken.
When we reviewed the underlying assumptions of
this particular schedule, we learned that the space-
craft integration, assembly and check-out (IACO)
was to be performed on a single-shift basis. Notice in
the baseline schedule at the top of Figure 2 that the
IACO bar length is eight months long. By adding a
second shift and utilizing an accepted program
analysis rule of thumb that a second shift is approxi-
mately 70% as efficient as the first, IACO is reduced
to five months (8+1.7 = 5). This IACO compression,
in concert with the three-month slip to the flight date,
yields a six-month slip to the start of IACO (See
Figure 2, Rev. 1).

Subsystem 1 Schedule
Baseline vs. Revision 1 vs. Revision 2
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FY3
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Figure 2. Baseline with two revisions.
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The next steps should be taken at the system and sub-
system levels. All of the system and subsystem activ-
ity bars should be moved six months to the right,
retaining the same orientation to one another as in
the baseline. No attempt should be made at this time
to adjust bar lengths or take any other action which
might call into question the validity of the exercise.

Notice in Figure 2, Baseline, that although the pro-
curement activities for the various fidelities of both
Components | and 2 begin at the same time (proba-
bly for the convenience of the procurement process),
there is from three to six months’ worth of slack
between the completion of testing of the various
fidelities of Component 2 and the beginning of
Subsystem 1 assembly and test. This presents us with
yet another opportunity to move scheduled activities.
By simply moving the activity bars for the various
fidelities of Component 2 to the right until all slack
is removed (See Figure 2, Revision 1), we eventual-
ly move additional costs out of the constrained years.

Finally, notice in Figure 2, Revision 1, that there is
an apparent gap of six months between the T-Now
line at PDR and the future scheduled activities. From
studying the completed schedule activities and met-
rics found on Figure 1, we observe the following:

* Subsystem | is well into its design phase.

* Roughly 70% of the breadboard/engineering
model (BB/EM) drawings have been complet-
ed.

* The project PDR has just been completed.

* Specification releases and purchase orders for
the engineering model part have been issued.

It would be too disruptive and inefficient to attempt
to terminate the project and then restart it six months
later. Our final action should be to stretch the engi-
neering model schedule over the six-month gap and
work at a lower spending rate (See Figure 2, Rev. 2).
This maintains momentum on the breadboard and
engineering model units, takes full advantage of
relief to both qualification and flight hardware deliv-
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eries, and delays the buildup in both the engineering
and manufacturing workforces.

The final step is to adjust the costs and the metrics to
reflect the revised schedule. Figure 3 shows a One-
Pager for Subsystem 1 which reflects all the changes
made to accommodate the 20-25% budget reductions
in FY2 and FY3.

An experienced analyst can easily adjust the baseline
cost plan to both fit the new schedule restraints and
provide a smooth transition from T-Now into the
replan. An examination of Figure 3 will reveal the
following:

* The total Estimate-at-Completion grows from
$90M to $95.5M, reflecting a penalty of
$5.5M due to schedule stretch and some
disruption;

The FY2 Engineering spending rate avoids the
immediate FY2 build-up, while the peak
activity moves into FY3. The brunt of the
penalty falls in the Engineering/Other
category,

The Manufacturing spending rate avoids a
build-up until FY3, and the peak activity
moves completely out of the FY2/3
timeframe;

* The Purchasing replan maintains appropriate
relationships between spending and scheduled
procurement activities.

Figure 3 also shows the adjustments made to the
baseline metrics plan to fit the new schedule. An
experienced analyst can calculate a revised metrics
phasing which retains the baseline metrics/schedule
relationships. Note in Figure 3 that the revised met-
rics plan maintains continuity for engineering draw-
ings and parts deliveries, and previous relationships,
such as NS Spec Releases vs. the start of procure-
ment for Qual units, remain in place.

Utilizing the methodology just presented, an experi-
enced analyst could accomplish this replan in a cou-
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Figure 3. An adjusted One-Pager.

ple of hours, including consultation with a knowl-
edgeable technical person. The accuracy would be
entirely sufficient to support management-level deci-
sions.

Experiences and Lessons Learned

Since Spring 1995, considerable effort has been
expended in incorporating the One-Pager critical ele-
ment analysis technique into several large applied
technology projects. In addition, the One-Pager tech-
nique—whereby a template embodying a discrete set
of selection criteria is used to identify activities to be
tracked for each critical element—was used to pro-
duce an integrated schedule summary for a large
spacecraft development project. The following
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lessons learned are the results of these and other
experiences.

Lesson 1

The One-Pager itself has evolved into a One-Pager
packet comprising four charts. These charts are, in
the order in which they should be developed:

Step 1. Summary Level Logic Network

Step 2. Logic Network Description

Step 3. All-Year Cost, Schedule & Metrics

Step 4. Near-Term Cost, Schedule & Metrics



Step 1, developing the summary-level logic network,
has proven to be the most difficult yet most impor-
tant step toward successful implementation of the
One-Pager approach. When the precursor to the One-
Pager was developed, the originators of the tech-
nique were working in a large development project
where the overall logic was identified and well
understood. What they did not fully appreciate was
that at the inception of a project, logic is developed
from the top down, and is relatively simple and well
understood by many. However, over an amazingly
short period of time, as the major parts of a project
are dispersed to different contractors and subcontrac-
tors, the overall logic flow becomes more complex,
convoluted, and understood by only a few.

Developing the summary logic network as the first
step in implementing the One-Pager approach

enables all the project participants to see exactly how
the major pieces fit together and relate to one anoth-
er.

Project logic should be established from project
inception through project completion, and should
clearly and concisely outline how the project will
converge on the final product. Figure 4 illustrates the
relationships of design cycles, test cycles and project
milestones for both a spacecraft development (Phase
C/D) project and a pre-Phase C/D applied technolo-
gy project. Note that both projects converge in the
same manner, and that the same techniques can be
applied to both. Note also that in both cases, the test
programs related to each design cycle are the most
concrete and easily communicated measure of the
project plan, and thus should be highlighted in devel-
oping the summary project logic.
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Figure 4. Project Logic.
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Figure 5. Logic Network.

Figure 5 displays a very top-level view of the logic
network of an applied technology research project
for an improved combustor. With only a cursory
review, one can rapidly observe the following:

1. Two competing concepts will undergo the
following test cycles:

* Coupon testing
* Sector testing with and without new materials
» Annular rig testing without new materials

2. Following the test cycles and core combustor
design, a downselect will occur.

3. The selected concept will then undergo the
following test cycles:

* Annular rig testing, with new materials
* Core combustor testing

4. The final test cycles will validate that the
concept is ready for the development phase.

Figure 6 is a slightly expanded version of this logic
network at about the right level for One-Pager pur-
poses. Each logic box or node is identified by a
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{1 Configuration)

WBS-like number, the importance of which will
become readily apparent.

Step 2, developing the logic network description,
requires the identification of the key features of each
box, including the products entering and leaving, the
activities and/or tests performed there, and any other
useful information concerning that box. Notice in
Figure 7 that each logic description has a number
that corresponds to a logic box found in Figure 6. By
referencing the logic box number and consulting the
associated logic description, it is possible to immedi-
ately find out what is occurring there. Notice also
that special attention is devoted to describing the
number of candidates tested in each cycle, the nature
of the test programs, and the relationship of one logic
box to others.

In addition to providing increased visibility and
understanding, these summary logic networks have
been shown to be excellent aids to communication.
Discussions concerning some aspect of a project are
considerably enhanced by using the appropriate
logic network to provide much-needed context.

Steps 3 & 4, development of the All-Year and Near-
Year Cost, Schedule and Metrics charts, were cov-
ered in extensive detail in the Spring 1995 issue of
this publication. Therefore, no further discussion is
offered herein except for the following: The basic
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Figure 6. Logic Network expanded.

1.1 & 2.1 Subcomponent Evals
* Many coupons tested
* Feeds sector test program

* Continues during sector test prog
» Used for sector design refinement

1.2 & 2.2 Rectangular Sector Evals
» Combines components for integrated evals
4 configurations tested for each concept

* Primary feed to annular test program design
 Secondary feed to core combustor test program design
* Uses no new Mitls

w/0 new Mtls
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Sector Rig
Test
| configuration

winew Mtls)
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New Mtls
Candidates
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1.5 & 2.5 Annular Rig Tests
+ Full up combustor components combined
» 1 Configuration tested for each concept

* w/0 new materials
* Feeds downselect decisions

1.6 & 2.6 Core Combustor Design

* | Configuration for each concept

* Includes engine modification, systems integ &
instrumentation design

* Feeds downselect decision

2.1 Annular Rig Tests

1.3 & 2.3 Curved Sector Evals

» Added shape fidelity over rectangular evals

» Two test series of single configuration for each concept
* Feeds core combustor test program design

+ Final liner from New Mtls program added 10 test
configuration
* Feeds core combustor test program

2.2 Core Combustor Tests

» Fab selected combustor concept

* Modify engine

* Includes test prep, core engine assy & instrumentation, test,
and data analysis

1.4 & 2.4 Sector Rig Tests

* Actual liner candidates from New Mitls program added to
test configuration

» Feeds downselect decision

Figure 7. Logic Descriptions.
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One-Pager template for the Cost, Schedule and
Metrics chart was originally limited to 20 lines of
data. This was a deliberate act with a twofold pur-
pose. First, in an effort to maintain the utility of the
chart such that problem areas tended to “jump off the
page,” it was thought that more than 20 lines of data
would present too much clutter. Second, it forced the
person preparing the One-Pager to select wisely
from among a large body of competing data.
Experience has taught that up to thirty lines of data
can be incorporated into the One-Pager without
destroying its utility. Finally, we would like to
emphasize that a good job of preparation in Steps |
& 2 will make Steps 3 & 4 relatively simple to
accomplish. An All-Year Cost, Schedule and Metrics
chart is provided for your information in Figure 8. A
Near-Year chart contains the same data, but covers
only 18 months.

Lesson 2

The logic network you build and the schedules you
select should focus on activities leading to a specific
convergence or milestone. Activities describe the
step-by-step process for arriving at a convergent
point, e.g., design, fabrication and test, or design,
code and test. By tracking activities, you can observe
progress, anticipate problems and take appropriate
early corrective action. If you limit your focus to
delivery milestones, you will know if a milestone has
been met only when the due date arrives. You will
not know how well the milestone has been met until
it is far too late. A review of one possible scenario of
the combustor example illustrates the point (See
Figure 9). In this scenario, the baseline plan called
for coupon, sector and annular rig tests to be per-
formed prior to downselecting a concept. The actual
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1:2:3°4)11:2:3:411:2:3:4/1:2:3:4]1:2:3:4]|1:2:3 4[1:2:3:4
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1.4| Sector Rig Tests 5 o TYE y: DL;!;%
1.5| Annular Rig Tests Dol el (T g vl
1.6 Core Combustor Design . Lol LAl R : T-Test
Concept 2 2.1{ Subcomponent Evals Ly Lo Yy Dl’fWﬂSfe'ec!: Finai Corfiguration
2.2| Rectangular Sector Evals y1 yz %_‘V “ ‘1:°"'“23‘: o Do
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2.5| Annular Rig Tests o cPAl LT g o Do : : L
2.6/ Core Combustor Design : Do P A
Selected Concept |3-1}Annular Rig Tests - D i FiA = T: V :
3.2|Core Combustor Tests Fi @ g A ' T V
Models Designed 8 4 2
Models Fabricated E 8
Tests Completed 5 12 10
Analyses Completed 2 13 12
Simulations Completed 5 5 2
1.0} Concept | 6 10 5 1 22
2.0| Concept 2 [} 10 5 1 22
3.0| Selected Concept 1 4 10 8 4 25
Total 12 20 11 6 10 6 4 65

Figure 8. All-Year Cost, Schedule and Metrics.
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Figure 9. Baseline Plan vs. Actual Performance.

performance shows that the downselect milestone
was met; however, the overall quality of the mile-
stone was compromised because the annular rig tests
were deferred into the future. Assuming that the dol-
lars originally required to arrive at the compromised
milestone were spent, achieving the final configura-
tion milestone will likely require additional dollars
and a longer schedule.

Lesson 3

Representatives of various project elements, e.g.,
IPT’s, system and subsystem managers, contractors,
etc., may on occasion insist that One-Pagers are of
no added value to them and, in fact, intrude upon
their autonomy. Accusations of micro-management
have, at times, been hurled. If you are attempting to
implement a One-Pager correctly, you are actually
defining the information you need and the formats
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you will use at an intermediate level, not a lower
level. You will be using existing data, and you do not
care how the data is structured or managed below
that intermediate level. You must carefully think
through this entire issue before implementing a One-
Pager, and you must be prepared to deal with some
negative feedback. You need to be able to clearly
describe what you are trying to accomplish and why.
Samples of a completed product may often help to
deflect or defuse criticism and turn it into support.
Your success also depends upon the degree to which
project management is convinced that this is the right
way to go and lends its unqualified support.

Lesson 4
If you wait until a stable baseline is in place before

you begin using the One-Pager to assess project sta-
tus and performance, you may never start the



process. Force yourself to start assessing project sta-
tus and performance, and do not allow yourself to
lose this discipline.

There is a need for both near-term and strategic per-
formance measurement, and the two measurements
have different objectives. Near-term performance
measurement is performed either monthly or quar-
terly, and seeks to determine progress against the
current baseline plan. Strategic performance mea-
surement should be performed annually, and
addresses macro performance over a period of at
least a year. Strategic performance measurement also
looks at the changes in both risk profiles and logic
relationships, and seeks to assess their impact on
overall program health.

The following example illustrates the dynamic
nature of most projects and highlights the different
objectives of near-term and strategic performance
measurements.

Figure 10 displays a baseline program established at
the beginning of FY96. There is an all-year baseline
and a more detailed baseline for fiscal year 1996.
During the first year, the FY96 baseline was
replanned in December and again in March (See
Figure 11). The actual cost and schedule status at the
end of FY96 is also represented. Using the most cur-
rent plan (3/96), the computations in Figure 11 sug-
gest that the project should receive a good grade
(B+), as the overall accomplishment ratio was .87.
This is a perfectly valid measurement and is consis-
tent with the manner in which formal performance
measurement systems are supposed to work.

However, a strategic performance measurement
taken annually would address the following ques-

tions:

* What was the earned value in a macro sense?

FY96 FYe7 FY98
| |
l 9/85
Subscale Tests Intermediate All Year
Scale Tests — Baseline
$100
v Full Scale
$100 v Tests
$100 v
FYo6
I —_
I
Round 3
: Subscale Tests
Round 1 Round 2
: 9/95
v v
\ - Baseline
$25 5 $25 $25 $25

Figure 10. Near-Term and Strategic Performance Measurement.
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Round 3
Round 1 Round 2 Subscale Tests
. : 9/95 Baseline
\V V4 :
$25 : $25 $25 $25 Round 3
Round 1 Round 2 Subscale Tests 12105 Ren
: eplan
Y \Y A :
$25 $25 $25 $25 $25 : Round 3
Round 1 Round 2 Subsgale Tests
R : 3/96 Replan
Y \V4 \Y,
$25 $25 $25 $25 | $25 $25 Round 3
- Subscale Tests
Round 1 -
.~ Round 2 : 9/96 Actual Status
\V{ \Y/
$25 $25 $25 $20 :

The earned value computations for the end of FY96 should be based on the most current plan, i.e. the

3/96 plan, and would be computed as foliows.

Actual $ Spent
Planned $

Spending Ratio

Sch Accomplishment Ratio

Months Accomplished -

Months Planned

Sch Acc Ratio

Overall Accomplishment Ratio - >
Spending Ratio

Figure 11. Earned Value Computations.

* What programmatic objectives have been
compromised by accommodating this year’s
problems?

* Has risk been added to the out-year plan by
increasing parallelism and shortening time
spans?

* Is the out-year plan still valid and achievable,
or have cost and schedule been force fitted to
an unachievable plan?

Figure 12 illustrates the strategic measurement of
this project. Remember from Figure 11 that the base-
line was replanned twice, such that the completion of
the Subscale Tests now occurs 18 months from the
start of the project rather than the original 12 months.
A strategic look at schedule accomplishment at the
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395

9
$100 5
10 -
1 = 83
83 - 87
95

end of FY96 would indicate that the project has only
accomplished 10 months of what is now an
18-month plan, yielding a schedule accomplishment
ratio of .56. The resultant macro overall accomplish-
ment ratio of .60 is far removed from the B+ grade
computed earlier. It is very important to periodically
perform this kind of *“conscience” check. Subtle
problems can cause a project’s schedules to drift to
the right, yet the effects of this drift tend to remain
undetected by near-term performance measurements,
particularly in cases where the baseline 1s adjusted
frequently. By forcing yourself to go through the
analysis, you and the rest of the project will be in a
position to address the schedule drift factor in a time-
ly manner. Many projects have drifted into severe
difficulty because they failed to take this kind of
macro view.



FY96 FY97 FYg8
T v
Subscale Tests Intermediate
Scale Tests
$100 $100 Ful 9/95 Baseline
Scale Tests
$100
Subscale Tests
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$55 v Scale Tests
$75 v Eull 9/96 Actuals
Scale Tests
575 ‘5
. o Actual $ Spent _ $95 _
Spending Ratio Planned $ = $ 100 = .95
. . Months Accomplished _ 10 _
Sch Accomplishment Ratio Months Planned = 18 = .56
. _ Sch Acc Ratio .56
Overall Accomplishment Ratio = S__pen ding Ratio = o5 = .60

Figure 12. Strategic Measurement.

Lesson 5

It would be wise to solicit help from someone who
has prior experience in the execution of the One-
Pager process, and it is mandatory that a knowledge-
able project office civil servant be dedicated to the
task of coordinating the One-Pager development
process.

Putting a One-Pager system in place is not easy. It
requires first that you understand and accept the phi-
losophy that sometimes “less is more.” You must
also be able to identify and lay out logic flows,
define templates and select appropriate schedule
activities, and develop costs and metrics at the prop-
er levels. You must, above all, have a clear vision of
your ultimate destination, because you will be plow-
ing through mountains of data in search of the right
pieces. Someone who is experienced in this process
would prove invaluable, because the exercise is quite
different from anything most projects have done
before.
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Particularly during the early phases of establishing a
One-Pager system, there is a great deal of coordina-
tion required. The right people must be made avail-
able at the right time, and encouraged to cooperate to
the fullest. There must be a dedicated civil servant
who has both the knowledge and the authority to
ensure that the proper degree of cooperation and
coordination occurs. Without this person, success
will be difficult, if not impossible, to achieve.

Lesson 6

If your program/project is large, with many systems
and/or subsystems, you might want to consider an
additional step to help focus attention on the major
drivers, i.e., those definitive end-items that exhibit
one or.more of the following characteristics:

1. High cost

2. High technical risk
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Figure 13. Thermal Control System.

3. High schedule risk
4. Key integration intersection

In a large program such as the Space Station devel-
opment program, there may be as many as 1,000
major definitive end-items in the program. Using the
One-Pager technique, you may have reduced the
focus list to 150 end-items. A further narrowing of
focus may be achieved by using standard risk crite-
ria to rank each of the 150 end-items. Those items
which receive high scores are singled out for special
management attention in the normal course of pro-
viding program/project status and performance mea-
surement. Figure 13 shows an example of a One-
Pager-type schedule for a thermal control system.
The radiator activity bars are darkened to indicate
that they are critical path items. The heavy black line
indicates progress as of T-Now.
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Figure 14 shows the Critical Path Survey form with
the six standard criteria. These criteria have been
used to assess the risk in the ATCS radiator’s path.

Experience has shown that, with the assistance of
knowledgeable project personnel, a critical path sur-
vey can be done in relative short order with depend-
able results. The following is a brief discussion of
what one should consider for each criterion:

* Design Difficulty

— Has performance has been scaled up from a
lesser design?

— Are there complex or critical interfaces? If
$0, are there many?

— Will this design have to satisfy a number of
different users?

—Is new technology required or involved in
the design?



Item: _ATCS - Radiators Subsystem/Element Manager: __John Jones

Months to Ist Flt Delivery E
(T-Now = 1 195)

Months to 1st Flt Nee High Moderate Low
Risk Risk Risk

Factor Description 3 2 1 Remarks

|. Design Difficulty Significant increase in performance requirements of an Significant Little Deployment mech, fluid lines
existing technology and/or complex interfaces
2. Historical Problem Area Degree of past cost, technical or schedule Moderate Little Large cost growth, schedule drift
3. Development Maturity Degree of develoment program maturity vs flight delivery Moderate  Significant Dev. model redesign; Tight
Qual/Flt relationship

4. Status Behind current schedule plan Significant Little Qual assy 3 months behind schedule
5. Workarounds Relief available from extra shifts or altemate Moderate  Significant Facility constraints

6. Slack Time between need date and planned completion Moderate  Significant No planned slack

{Circle column 1, 2 or 3 for cach factor)

Average Score 2.6

Figure 14. Critical Path Survey.

* Historical Problem Area — Risk ranking of 2 = mod = 2 to 3 mos.
— To what degree have cost, schedule behind
and/or technical problems occurred in — Risk ranking of 3 = high = 4+ mos behind
the past? Is there a history of cost
overruns, schedule drifts or requirements * Workarounds - Are workarounds possible due
changes? to the availability of some or all of the
— What is the performance capability of the following?
contractor? Is this the A-Team? Is there a — Additional shifts
broad experience base? — Alternate logic
— Schedule compression
* Development Maturity — Additional equipment or skills
— How much parallelism is there with respect
to engineering models, qual units, and flight * Slack - Does the planned completion date
hardware? support the planned need date?
— Is there a modified development template, — Risk ranking of 3 = high = 0 to 2 mos slack
such as protoflighting? — Risk ranking of 2 = mod = 3 to 6 mos slack
— How does the build span (# of months) — Risk ranking of 1 = low = 7+ mos slack
compare with hardware of similar type and
complexity? Anote of caution is in order: After you have obtained
inputs from your various project sources, and before
* Status - What is the actual schedule you assign final values to the different risk criteria,
performance to date vs the current plan? you must do a bit of reconciliation. For example, a
— Risk ranking of 1 = low = 0 to 1 mos. structures engineer may rank the risk associated with
behind the new design of a particular structure as high. Yet
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when compared to the high risk associated with the
design of a new piece of complex avionics requiring
new technology, the structures risk would not be of
equal footing. You need to be the final arbiter to
ensure that the final risk rankings of the various crit-
ical paths are balanced with respect to one another.

Please remember that warning signals do not always
flow up to the project manager early enough to per-
mit the most effective corrective action. In many
cases, the contractor is incentivized to view the future
in a dangerously optimistic fashion. It is up to you to
establish the protocols to flush out problems in a
timely manner. The small investment required of an
approach like this will force improved communica-
tions and aid in setting the right agendas. On smaller
projects, the project manager may do this kind of
ranking in his or her mind, however, as the size and
complexity of a project grow, the ability to compara-
tively analyze all components becomes virtually
impossible without a communication aid of this type.

The One-Pager critical element analysis technique
results in a packet comprising four charts for a
selected end item:
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Summary Level Logic Network

2. Logic Network Description

3. All-Year Integrated Cost, Schedule and Metrics
display

4. Near-Term Integrated Cost, Schedule and

Metrics display

The technique was designed to help management
focus on key cost, schedule and technical drivers and
serve as a common basis for communications. The
products are simple in concept and appearance, are
produced using a consistent methodology, focus at
the subsystem or key ORU level, are done in the
context of a hardware/integration/test “‘backbone,”
capture only the important “nuggets,” and place the
emphasis on “programmatics” (the interplay and
relationship between the cost, schedule and techni-
cal aspects of a program). The One-Pager is not easy
to develop, but is relatively easy to maintain, and
once in place, will prove to be a powerful tool that
will enable project managers to manage more effec-
tively.



A Project Control Milestone Approach to

Schedule Control

by Walt Majerowicz

One of the principal benefits of logic network sched-
uling is that it provides a mechanism for the project
manager to focus on potential schedule problems in
order to apply the resources necessary to reduce, mit-
igate or avoid them. However, logic network dia-
grams can be cumbersome for the project manager to
personally manage from, especially on major pro-
jects which consist of hundreds of activities, mile-
stones and interrelationships. Likewise, the various
Gantt charts, tabular listings, histograms and other
products which today’s automated project manage-
ment systems are capable of generating can be over-
whelming. And while a detailed schedule is impor-
tant, the control process can be augmented through
the technique of monitoring Project Control
Milestones (PCMs). PCMs enable the project man-
ager to understand the schedule “big picture” and
focus on urgent schedule issues with the confidence
that the PCMs are supported by the underlying detail
contained in an integrated project logic network.

The first step in using the PCM approach to schedule
control is identifying a suitable set of PCMs. A mile-
stone is an event which represents the start or com-
pletion of an activity and is based on a fixed point in
time. In general, milestones fall into three categories:
major, contract and detail. A major milestone is as its
name implies: a key event or one of extremely high
visibility such as a Critical Design Reviews (CDR)
or launch date. Contract milestones are those in
which a supplier is legally obligated to deliver a
product or service on a specified date. While major
milestones can also be contract milestones, other
examples of contract milestones are delivery of a
hardware component, completion of a first article
qualification test, delivery of a technical data pack-
age or completion of a facility’s construction.
Finally, detail milestones represent the accomplish-
ment of work at lower levels of the project schedule.
Examples of detail milestones include release of

37

engineering drawings, placement of a purchase
orders for materials or sign-off of test procedures.

PCMs are key events within the project schedule
which are considered critical. As such, they can be
identified from any part of the logic network and can
include major, contract or detail milestones. In addi-
tion to the example milestones listed above, PCMs
might also include deliveries of flight hardware from
industry suppliers, release of major builds of ground
system software, successful completion of a proto-
type test, the release of a Request For Proposal
(RFP) to industry, etc. They can also represent the
completion of interim stages of work within a major
activity. The major criterion for PCMs is simple but
important: would missing the milestone threaten pro-
ject cost, schedule or technical health? If the answer
is yes, then it is a candidate for the PCM list.

PCM Illustrated

By way of illustration, Table 1 is the first page of the
Project Control Milestone & Total Float Report for
the hypothetical Meteoroid Identification & Space
Tracking (MIST) Project under development by the
TriStar Aerospace Corporation, which is the prime
contractor for this NASA mission. The PCMs were
identified from MIST’s integrated project logic net-
work. For example, the first PCM in Table 1 is
MIST255 “Pre-Environmental Test Review” (PER).
MIST255 is the activity identifier within the MIST
schedule database which corresponds to the comple-
tion of the PER. Table 1 also contains the Baseline
Delivery and Baseline Total Float columns, which
refer to the delivery or completion dates and total
float of the PCMs that were planned when the project
schedule was baselined. Also included in Table 1 are
the current (April) and prior (March) months’ fore-
cast delivery dates and total float. An actual PCM
completion is identified with the letter “A” next to



"METEROID IDENTIFICATION & SPACE TRACKING (MIST) PROJECT

PROJECT CONTROL MILESTONE & TOTAL FLOAT REPORT

DATA DATE: 30APR%

ACTIVITY ACTIVITY BASELINE BASELINE MARCH MARCH APRIL APRIL TF CHANGE
IDENTIFIER DESCRIPTION DELIVERY TOTAL FLOAT DELIVERY  TOTAL FLOAT DELIVERY  TOTAL FLOAT MAR / APR
mST_b-‘II I.-E;TO?ES ———————————————————————————————————
MIST255 Pre-Environmental Test Review (PER) 1TMAY96 19 1TMAY 96 23 1TMA Y96 23 0
0BS242 Pre-Shipment Review (PSR) 17MARS? 15 26MARY? 9 02APR97 3 6
0BS240 Obscrvalory Ready for Shipment 2TMARS7 1 0SAPR97 3 12APR9? -5 -8
(BS0248 Observalory Amival af Launch Site 22APR97 11 0IMAYS? 1 08MAYS7 -5 -6
OBS500 MIST Launch Readiness 01APR98 0 01APR98 0 06APR98 -5 -5
MIST250 MIST Mission Operations Review (MOR) 28MAR96 87 8MAR9S 87 29MAR96(A) 0 0
POWER SUBSYSTEM
POSA670 +Z Solar Array Panels Delivery 06MAR%6 34 19APR96 52 10MA Y96 44 -8
POSA69S +Z Solar Array Panels Ready for SADDS [&T 20MAR%6 34 03IMAY96 52 AMAY9S 44 -8
POSAGTE -Z Solar Array Panels Delivery 03MAY96 49 IIMA Y96 26 IIMAY% 33 7
POSA696 -7. Solar Array Pancls Ready for SADDS 1&T 1TMAY96 49 {4JUNGS 26 14JUN%6 33 7
POBAT960 Super NiCd Battery Delivery 1SAPR96 152 JOAPR96 142 30APRIG(A) 0 0
POBAT980 Super NiCd Battery Delivery (spare sel) 1IMAY96 152 WMAY% 142 29MA Y96 144 2
C&DH SUBSYSTEM
CDH6012 RTT A Ready for OBS [&T 22MAR9%6 49 12APR%6 s 23APR96(A) 0 [}
CDH6022 RTT B Ready for OBS [&T 28MAY96 5 28MA Y96 A 04JUN96 B 3
ATTITUDE CONTROL SUBSYSTEM
ACS402A ACS B5.2 Ready for Formal SW IV&YV ISMAR96 35 14MAR9S ] 14MAR96(A) 0 0
DEPLOYABLES SUBSYSTEM
DES08021 +Z SADDS Flight Wing Ready for OBS 1&T 04SEP96 12 {2SEP96 2 03SEP96 14 12
DES08022 -Z SADDS Flight Wing Ready for OBS 1&T 06SEPY6 14 12SEP96 6 020CT9% -3 9
DES2016 SADA Ready for OBS 1&T 1SMAR96 10 18MAR96 0 I8MAR96(A) 0 [}

Table 1. Project Control Milestone and Total Float Report.

the date in the April delivery column. These ingredi-
ents comprise the fundamental elements of schedule
reporting: baseline schedule, actual performance,
current forecast and variance.

To describe this concept further, located under the
subheading Power Subsystem, is the seventh mile-
stone in Table 1: POSA670 “+Z Solar Array Panels
Delivery.” Again, POSA670 is the activity identifier
which corresponds to the delivery to TriStar of the
+Z Solar Array Panels from the Nova Corporation,
the industry supplier. Upon delivery to TriStar the
panels will be inspected and tested prior to turnover
to the next higher assembly. As indicated in Table 1,
the baseline delivery for the +Z Solar Array Panels
was March 6, 1996 (early finish) with a total float of
+84 days. In other words, if the +Z panel delivery is
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delayed beyond March 6, there are 84 days of float,
or slack, available before this delay would impact the
target completion date of the hypothetical MIST
Project which is its launch date of April 1, 1998.
Similar delivery and float status for the current
month of April and the prior month of March are
contained in the Project Control Milestone & Total
Float Report in order to highlight variances against
the baseline as well as the prior month’s forecast.
Float will be described in more detail under the sec-
tion Control Milestone Analysis.

Lets examine why the POSA670 “+Z Solar Array
Flight Panels Delivery” has been identified as a PCM
in terms of the schedule, technical and cost health
criteria described earlier. First, in terms of schedule
health, a delay in the +Z Solar Array Panels could



mean a later than planned completion of the + Z
Solar Array Flight Wing: the deployable subsystem
of which the +Z Arrays are the critical component.
Delays in Flight Wing build-up and test could further
delay the MIST observatory integration and test pro-
gram. Ultimately, the launch readiness could be in
jeopardy.

Next, the technical health of the project could be
threatened by a delay in this PCM. For example, fur-
ther serious schedule delays with the +Z Solar Array
Panels could result in a decision to eliminate or
reduce the scope of downstream testing in order to
meet the launch date. If the delay of this or any PCM
resulted in a slip in the planned launch date, it could
mean losing valuable science mission life and possi-
bly lead to a significant cost overrun. In terms of
cost, TriStar has a firm fixed price (FFP) contract
with the Nova Corporation for the Solar Array
Panels. With the exception of change orders, delays
in delivery would not necessarily impact MIST’s
cost for the solar array panels themselves in terms of
their development budget. While this direct cost may
not be at risk in the case of further delays for this
FFP delivery, there is almost certainly the additional
indirect cost associated with: 1) the technical team’s
investigation into the problem 2) further project and
procurement management attention, 3) additional
travel funds to coordinate with Nova, 4) delay to the
start of the next higher assembly, and 5) possible
delay to the observatory integration and test pro-
gram.

Therefore, delivery of the +Z Solar Array Panels
from the Nova Corporation to TriStar is a critical
milestone on the PCM list primarily for schedule rea-
sons, although cost and technical elements are also
considerations. As a first step, identifying the proper
PCMs is an important part of providing the project
manager with a concise set of the milestones that
summarize the entire project schedule and provide a
focal point for management control.

Establishing the Project Control Milestone Plan
Once the PCMs have been identified, their corre-

sponding planned completion dates (early finishes)
can be easily depicted as a cumulative plan over
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time. MIST’s cumulative PCM plan from its
February 1996 rebaseline through December 1996 is
summarized in Figure 1. Figure 1 was constructed
simply by adding together each month’s PCMs and
plotting a cumulative curve. The cumulative curve is
a logical format for depicting the PCM plan because
its realism will be readily apparent in the conserva-
tive build-up, rapid acceleration and slow reduction
in PCMs typical of the standard “S” curve. The same
summary can be done for any period of time,
depending on the needs of the project. For a project
just getting underway, a summary of the PCMs lead-
ing up to the Critical Design Review (CDR) 1s a
good starting point. Additional PCMs could be added
in a “rolling wave” fashion as time elapses. The scale
could be by week, month or quarter. This approach is
similar to cumulative cost plans, drawing releases,
etc.

It is important to emphasize that since the PCMs are
drawn directly from the project logic network, the
PCM plan is traceable to all levels of the project
schedule: master, intermediate and detail. The PCM
plan is not separate from, but part of, the overall pro-
ject schedule. A PCM plan similar to Figure 1 con-
veniently summarizes what is expected to be accom-
plished over a fixed period of time.

With the PCM plan, the project manager now has a
summary metric or way of measuring the schedule in
terms of plan, performance and forecast-to-com-
plete. This high level view of the schedule allows
him or her to see the big picture, further enhancing
schedule control.

Control Milestone Performance & Forecast

On a hypothetical major project such as MIST, the
logic network is updated with the current status and
forecast once each month to coincide with workforce
and financial reporting. Since the PCMs are an inte-
gral part of the logic network, they are automatically
updated each month when the network is statused.
For example, in Table 1 the PCM ACS402A “ACS
Build 5.2 Ready For Formal S/W IV&V”’was actual-
ly completed on March 14, 1996. This actual com-
pletion date is identified by the “A” in the April
delivery column. This means the build testing of atti-



MIST 1896 PROJECT CONTROL MILESTONE PLAN

(PLAN = 2/25/96 RE-BASELINE)

Feb Mar Apr May Jun Jul Aug Sep Oct Nov Dec
96 ‘96 '96 '96 '986 '96 ‘96 ‘96 ‘96 ‘86 '96 ‘96
|
Jan '96 | Feb '96 | Mar'96 | Apr '96 { May "96| Jun '96 | Jul '96 | Aug '96 | Sep '96 | Oct '96 | Nov '96 | Dec '96
2/25/6 Rebassline 0 3 6 13 20 30 a7 45 47 50 52 54
ACTUAL
FORECAST (4/30/96)
STATUS AS OF: 4/30/96
Figure 1. PCM plan.

tude control subsystem software Build 5.2 was actu-
ally accomplished on March 14 and delivered to the
[V&V laboratory for testing. The delivery of
ACS402A allows credit to be taken for completing
this PCM.

In addition to actual PCMs completed, the status
cycle also provides the current forecast, or projec-
tion, of when remaining PCMs will be completed.
Again, referring to Table 1, PCM CDH6022 “RTT B
Ready For Obs I&T” has a baseline scheduled deliv-
ery of May 28, 1996, which was also last month’s
(March) forecast delivery. The current month’s
(April) forecast completion is June 4, 1996. This
means that the Realtime Telemetry Tracker (RTT)
B-side flight unit will be finished testing and deliv-
ered for integration with the MIST observatory on
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June 4, based on the forecast for completing the
work remaining on it.

Once the schedule status accounting cycle is com-
pleted and the actual and forecast dates for the PCMs
are obtained, PCM schedule performance is summa-
rized by plotting the actual milestones completed
and current forecast against the plan. Figure 2 illus-
trates the comparison of MIST’s cumulative PCM
actuals and current forecast to the PCM plan which
was introduced in Figure 1.

Again, with a list of PCMs, the project manager can
see at a glance what his or her project’s major events
are, when they are scheduled for completion and
how much margin or float exists to accommodate
possible delays. At the same time, the project man-



MIST 1996 PROJECT CONTROL MILESTONE PERFORMANCE

(PLAN = 2/25/96 RE-BASELINE)
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STATUS AS OF: 4/30/96

Figure 2. PCM performance metric.

ager has confidence in the realism underlying the
plan and status because the PCMs are contained
directly in the detailed project logic network.

Control Milestone Analysis

So far a basic approach to identifying PCMs and por-
traying their plan and corresponding performance
has been described. This process should be taken a
step further by analyzing what the performance data
means and making an assessment of what to expect
in the future for the project schedule. In the hypo-
thetical MIST example illustrated in Figure 2, some
important information can be obtained from the
PCM performance metric. For the period ending
April 30, 1996 (data or status date), 69% or 9 of the
13 planned PCMs were actually accomplished. The
project manager can quickly gauge the overall
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schedule performance for the month as well as the
cumulative performance to date and immediately
focus on those major milestones that have not been
accomplished. Variances to the plan are readily
apparent, and specific PCM problems can now be
investigated for cause and corrective action.
Additionally, those PCMs that have not been com-
pleted in accordance with the baseline schedule indi-
cate not only the amount of work still remaining, but
suggest that performance efficiency may have to
improve in order to get back on track.

For example, milestone POSA670 “+Z Solar Array
Panels Delivery” was described earlier as one of the
four PCMs not accomplished as of the reporting peri-
od ending April 30th. In Table 1 the project manager
can see that its delivery has been delayed from the
forecast April 19th delivery at +52 days total float



reported last month to the current forecast delivery of
May 10th at +44 days total float reported in the cur-
rent month, a reduction in float of eight days. In
addition to a comparison of the current month’s fore-
cast delivery to last month’s forecast, a comparison
against the original baseline delivery of March 6th at
+84 days float shows that the +Z Solar Array Panels
are almost three months behind the baseline sched-
uled delivery and forty days of float have been con-
sumed. Recall that total float is the amount of time
an activity or event can be delayed before it impacts
the project’s completion point: the April 1, 1998,
launch date in the case of MIST.

While it is a concern that this PCM has been delayed
resulting in a loss of eight days of slack from the
prior month, it is not yet a major problem. In this
hypothetical example, a test equipment problem
(cause) has been resolved by the technical team and
a software patch (corrective action) has been incor-
porated by the Nova Corporation. Additionally, the
remaining +44 days of schedule slack is still a suffi-
cient margin should other unforeseen problems
emerge. The value of the PCM reporting is that it
alerts the project manager of significant schedule
changes to critical project elements in order to facil-
itate investigation and implement corrective actions.

For a project that has implemented a performance
measurement system (PMS), the PCM data provides
a way to augment the variance analysis and schedule
efficiency calculations. For example, the Budgeted
Cost of Work Performed (BCWP or earned value)
minus the Budget Cost of Work Scheduled (BCWS
or the budget) indicates the Schedule Variance (SV),
or difference between the dollar value of the work
actually accomplished versus the work that should
have been accomplished in the reporting period: SV
= BCWP - BCWS. Similarly, the difference between
the PCMs accomplished vs. planned could be com-
pared to the formal SV. On a percentage basis the SV
and PCM variance should correlate within a +/- 10%
range. If not, then furthef investigation into the dif-
ference may be required.

Similarly, the Schedule Performance Index (SPI) =
BCWP/BCWS. This ratio of work performed vs.
work scheduled can be easily compared to the ratio
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of the number of PCMs accomplished vs. planned in
order to gauge the relative efficiency of the schedule
performance. The formal SPI and PCM ratio should
also correlate within a +/- 10% range. If the SPI indi-
cates 92% and the ratio of PCM actuals to plan is
only 75%, it might suggest that the project schedule
is not fully integrated with the PMS, earned value is
being taken for work performed out of sequence, etc.

While the PCMs provide a measure of schedule per-
formance, they also provide a good tool for trend
analysis and insight into the realism of schedule fore-
casts, particularly when applied to the surveillance of
contractor and supplier schedules. Consider Figure 3
which depicts the PCM plan, performance and fore-
cast for the hypothetical Advanced Spectrum
Analyzer (ASA). The ASA is a key scientific instru-
ment for MIST being developed by the Browning
Aircraft Company under a Cost Plus Award Fee
(CPAF) contract from NASA. NASA, in turn, will
provide the ASA as Government Furnished
Equipment (GFE) to TriStar for integration into the
MIST spacecraft. Figure 3 summarizes the PCM sta-
tus for the ASA contract identified in Browning’s
logic network as of February 24, 1996. The NASA
logic network is a Contract Data Requirement List
(CDRL) item delivered each month to the MIST
NASA Project Office.

Clearly, Figure 3 triggers a number of danger signals.
First, note that the Browning is 53% behind the
cumulative PCM plan through February 1996.
Moreover, an alarming trend has emerged in that
each month the actual number of milestones has fall-
en short of the plan. In fact, the Browning is averag-
ing only 4.2 PCM completions each month. Also,
another concern illustrated in Figure 3 is the classic
case of the overly optimistic forecast. Note how the
forecast, or estimate-to-complete, for the PCMs ulti-
mately “catches up” in August 1996, while the per-
formance trend suggests this is unlikely.

Although Figure 3 does not explain why Browning is
not performing to plan or what the basis is for its
optimistic schedule forecast, it does give the project
manager a starting point for investigating the poor
performance. Moreover, if caught early enough,
proper management and technical attention can be



MIST ASA PROJECT CONTROL MILESTONE PERFORMANCE

(PLAN = 8/30/95 Nova Corp. Rebaseline/Estimate-To-Complete)

Sep '95 | Oct'95 | Nov '95 | Dec ‘95| Jan '96 | Feb '96 | Mar'96 | Apr '96 | May '96( Jun '96 | Jul '96 | Aug '96
ETC / REBASELINE 0 8 22 31 38 45 48 50 52 55 57 62
ACTUAL 0 4 9 11 19 21
FORECAST (2/24/95) 32 41 44 50 54 62

SOURCE: ASA CDRL 005 3/20/96

Figure 3. PCM plan, performance and forecast.

applied to the underlying problems associated with
such contracts. Otherwise, if left unchecked or with-
out an improvement in efficiency, Browning’s per-
formance could continue to deteriorate, supported
only by the claim that “things will get better next
month.” In fact, as described earlier, the ASA con-
tract has been averaging 4.2 PCM completions per
month since October 1995. A simple extrapolation of
this rate suggests that the ASA will not complete all
62 of its PCMs until December 1996 if the present
trend continues. This is four months after the
planned delivery date of August 1996 (see Figure 3).
This could result in potential technical and schedule
problems for the MIST spacecraft integration pro-
gram which needs the ASA instrument to continue
into the test program. Moreover, severe cost over-
runs at the contractor could emerge if this condition
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STATUS AS OF: 2/24/96

continues. As a CPAF contract, the MIST NASA
Project Office will have to allocate management
reserve to cover the Browning overrun in order to
complete the ASA instrument.

However, with careful surveillance of the supplier’s
schedule performance through PCM monitoring, the
MIST Project would understand far in advance that
the ASA instrument would probably be delivered
much later than the Browning’s estimate-to-com-
plete indicated. In anticipation of the late ASA deliv-
ery, a workaround plan could be formulated to miti-
gate this problem. For example, the observatory inte-
gration and test sequence could be modified, result-
ing in a workaround plan that integrates the ASA
before the start of the first observatory comprehen-
sive performance test.



Whether for a total project or a key element of it—
such as a major hardware item under contract with a
supplier—a PCM approach to schedule control pro-
vides a framework for the project manager to under-
stand the schedule status against the original baseline
and the most recent replan. At the same time it
affords a simple, graphical way of not only capturing
trend data, but quantifying the amount of effort
remaining to be done and the urgent issues which
need attention.

A Project Control Milestone approach to monitoring
schedule performance, forecasts and margins does
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not replace a conventional logic network schedule
or other scheduling techniques. PCM metrics are
simply a way to summarize a vast amount of sched-
ule information for the project manager so he or she
can understand the big picture and quickly assess
potential schedule threats in order to take the appro-
priate corrective action. With the enormous number
of technical, cost, procurement and administrative
matters that demand the typical project manager’s
time, the PCM approach affords a way to quickly
focus on the urgent needs of the project schedule
and identify the elements that require immediate
attention.



Systems Engineering: Three New Approaches

by Dr. Richard P. Evans

This paper describes three new systems engineering
approaches: System Assessments, a Systems Inte-
gration (SI) program, and an Engineering Baseline
System (EBS).

Some of the key features reported for System
Assessments are an Assessment Control Board
(ACB), as a critical complement to the traditional
Configuration (or Change) Control Board (CCB),
with associated one-page Assessment Plans (APs),
and one-page Assessment Reports (ARs).

Primary characteristics of a Systems Integration (SI)
program include the continuous acquisition of non-
attribution System Reports (SRs); the structure of
Candidate Program Initiatives (CPIs) for intermedi-
ate system planning; the application of small (3-5)
consolidated customer/user/stakeholder and devel-
oper engineers in composite, non-attribution, altruis-
tic Problem Area (PA) teams for system engineering
review, and the use of Round Tables of participants
in extracurricular roles, like INCOSE referees, to
provide structured assessment support.

The Engineering Baseline System (EBS) addresses
the opportunities/problems introduced by the recent
widespread use of personal computers by engineers,
the attendant separate and typically uncontrolled and
non-standard structuring and naming of file-based
system elements, and the accompanying associa-
tions, as new adjuncts to what had been exclusively
a page-based environment. That uncontrolled and
non-common creation and use of multiple separate
file-based environments, and accompanying associa-
tions, brought on a loss of the standardized structure,
naming, and change management that was previous-
ly maintained by the page-based environment—with
its fixed and controlled page structure, page number,
and page date.
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The EBS paradigm includes standardized (thus com-
mon) system element structuring and naming (by a
six-digit system number—that is a sequence number
to sustain audits—and that has a six-digit suffix to sup-
port the assighment of unique system numbers to that
span of separate system files. A system number has the
format <<xxxxxx.yyyyyy>>. The xxxxxx prefix is a
sequence number that is unique within the file or sys-
tem component where the system element is main-
tained; and the yyyyyy suffix identifies that file. When
a system element in a file changes, the next available
system number prefix within that file is assigned; the
suffix is fixed. All previous system numbers (prefixes)
associated with a given system element are retained.

System numbers are unique for each system element,
including specification elements, software code,
drawings, and hardware elements. System numbers
and associated tags, maintained in separate two-col-
umn ASCII-based index files, can be assigned by
system developers when they create new system ele-
ments, without using specialized tools, or they can be
assigned using database or CASE tool systems.

Added EBS features include the use of plain ASCII
two-column index files for all manner of associa-
tions—even between code modules and user manu-
als—prepared, used and created by any and all engi-
neers, anywhere, any time, for any reason—in con-
trast to the use of a central specialty database system,

That EBS element addresses shortcomings in the
file-based approaches that are typically present in the
current CASE-type environments. These approach-
es, while overcoming some of the page-based issues,
but nevertheless based on the use of a few large, spe-
cialty tools, have also created problems and limita-
tions of their own—particularly in the limited scope
of those who are able to effectively participate.



Systems Engineering Principles

Three new methodologies are presented as systems
engineering approaches in order to affect a shift
from simply engineering to methodologies for engi-
neering.

An example of one of the advantages of such a trans-
formation—Ilike a Laplace or Fourier transformation
in addressing signal processing—is the following
passage by Tully (1989) and Thome (1993), that is
also illustrated in Figure 1, on the topic of systems
engineering:

Characteristic:
Predict systems behavior

Application of
Systems Approach

Domain:
Systems problems Independent of
certain technologies

Figure 1. Systems Engineering—
Three dimensions.

Systems Engineering consists of applying a systems
approach to the engineering of systems. Its domain is
the engineering of solutions to systems problems
independent of employing a certain technology for
realizing systems functions and properties. A charac-
teristic of systems engineering is that it has to predict
systems behavior and to design systems structure so
that emergent behavior can be provided for and con-
trolled within acceptable and desirable bounds.

In that approach, the authors address systems engi-
neering along three separate dimensions that are
more amenable to understanding and insight, as they
transform in a sense from only engineering per se.
That transform approach enables a separate consid-
eration of each of the three dimensions, rather than
addressing engineering as a whole. In the case of the
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dimension of application of the systems approach,
for example, the transform effects a shift from the
topic of engineering, to a separate consideration of
the systems approach.

The authors, who also cite (Jenkins 1969 and
Churchman 1989), then apply the same transform
technique in considering the systems approach in the
context of the following three primary perspectives,
attributes of systems thinking, or ways of thinking
about the engineering of computer-based systems, as
depicted in Figure 2. The effective use of a three-
dimensional framework for describing systems engi-
neering and its various facets is similarly cited by
Sage (1992), Hall (1969), and Warfield (1972).

Highest level of
abstraction

Multiple
perspectives

Whole is greater than the sum of
the parts Emergent properties

Figure 2. Systems Approach—Three dimensions
(Perspectives, Ways of System Thinking)

The three new systems engineering approaches
depicted in Figure 3, and presented in further detail
in Sections 1, 2 and 3, respectively, are elements in
this framework of systems engineering.

System Assessments and an ACB

Systems engineering approaches typically include a
basic program control board known as the
Configuration (or Change) Control Board (CCB).
CCBs act after-the-fact in the sense that they receive
formal change proposals in specific formats, some of
which may have been in preparation for months. An
Assessment Control Board (ACB) serves as a com-
plementary and contrasting control board.



System Assessments
Assessment Control
Board (ACB)

Systems Integration (SI)
Program

Engineering baselines (file-based
environment)

Figure 3. Three New Systems Engineering
Approaches.

There is a need for both assessment control (ACB)
and configuration control (CCB). Assessments make
discoveries, a CCB disciplines the application of
those discoveries. An ACB anticipates and plans, it
operates up-front—that increases its leverage; a
CCB operates after the fact and regulates. While
CCBs are essential for change and implementation
control, there is an equal need for the balance of
assessment. An ACB, in contrast and as a comple-
ment to a CCB, is focused on the plans for the initi-
ation of work, with a concentration on the plans for
its assessment. In that sense, an ACB is focused on
proposed plans and process, in contrast to a CCB
emphasis on details of proposed change and the con-
trol of its implementation.

As illustrated in Figure 4, an ACB complements a
CCB by exercising control of the initiation of work,
including trade studies that lead to proposed changes
for CCB consideration. The control of work initia-
tion by an ACB includes the plans for, and the results
of, the work assessment. An ACB focus is on assur-
ing the operation of ACBs at all levels of the engi-
neering effort, not just at the program office level.
An ACB’s goal is to assure a whole set of ACBs so
that every engineer has the privilege to undertake
their labors in the context of an Assessment Plan
approved at an appropriate level by those to whom
they also have the opportunity to provide reports of
its application efficiently and effectively.
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ACB Operation
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Figure 4. ACB and CCB Operations.

The initiation of work is controlled by an Initiation
Plan (IP) approved by the ACB. An attachment to the
IP is the one-page Assessment Plan (AP). Assess-
ment results are similarly reported in typically one-
page Assessment Reports (ARs). APs typically
address the following:

Scope: The work and the associated products to be
assessed.

Assessment Criteria: The criteria to be applied in
assessing the work and the products. This is one of
the hardest elements of a plan to devise, and accord-
ingly one of the most critical program controls.

Approach: How will the assessment itself be
assessed, how will the assessment be conducted—
the format and process: who will be on the sepa-
rate/independent assessment team—their names?

Schedule and cost: the assessment milestones and
the proposed investment in assessment.

System Integration (SI) Program

A parallel methodology that can be applied to
strengthen the CCB is for the ACB to also sponsor an
SI program, as a complement to final CCB program
control. The objective of an SI Program is to assure
that proposed changes are well prepared for CCB
consideration. Changes may be changes to the con-
figuration of the program architecture and schedule,
as well as a change to the design. There are three pri-
mary dimensions of an SI program as illustrated in



Figure 5, Identification, Investigation, and
Implementation:
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Figure 5. ACB Sponsored and CCB-Controlled SI
Program

The driving influence of the SI Program is in the first
two “I”s: Identification and Investigation—those
that are the most up-front. The Investigation process
also has, as a central feature, the use of Round Tables
(RTs), as a panel of three to five experts, to serve like
INCOSE referees as an unfunded assessment team
for planned investigations.

The SI Program structure includes four elements:
System Reports (SRs), Candidate Program Initiatives
(CPIs), Program Objectives (POs), and Problem
Area (PA) Teams. All are supported, as depicted in
Figure 6, by an SI Database,

System Reports (SRs) are individually numbered
records of every problem, suggestion, insight, or
idea. An SI Database is built on the ever-accumulat-
ing set of SRs maintained throughout the life of the
system. SRs are recorded as symptoms, so to speak,
without prejudice. They are not filtered by any crite-
ria, such as who said, or how they were reported, or
whether they were validated. They are accumulated
and honored by a unique SR Number that is never
reused. Thus, while the SR may be placed in an inac-
tive file, its identity, its number, always remains
unique to that SR.

Problem Area (PA) teams assess the overall pro-
gram handling of the SRs. The team members are
drawn from both the user and the developer. They
serve as professional collateral assignments, not as
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Figure 6. Four-part SI Program.

representatives of their parent organization’s man-
agement priorities or interests. The PA teams assess;
they do not have responsibility for solutions. They
recommend initiatives, but they do not sponsor
changes—with the attendant responsibility to imple-
ment approved changes. The PAs monitor the
process design and operation.

Candidate Program Initiatives (CPlIs) are tempo-
rary homes for potential program initiatives. CPIs
are unfunded and do not have a designated manage-
ment responsibility. They are the initial planning
framework, a neutral territory, for the allocation of
SRs. Note that SRs are allocated redundantly, with
one primary allocation and multiple secondary
assignments.

Program Objectives (POs) are funded, have
assigned implementation responsibility, and are the
formal vehicles for configuration change. POs are
assembled as the implementation packages from the
array of CPIs. They may be one entire CPI or include
portions of many.

Engineering Baseline System (EBS)

The EBS methodology provides a new paradigm for
system element identification, application, associa-
tion, and control in the engineering of computer-
based systems. Prior to the increasingly widespread
use of computers by all engineers, system elements
were only defined and controlled in a page-based



environment where the page structure, number, and
date established system elements. With computers
now available to, and in use by, essentially all engi-
neers, a file-based environment is being added to the
page-based foundation. The added file-based capa-
bility has both new promise as well as new risk; the
EBS methodology addresses both. The EBS para-
digm capitalizes on the file approach while address-
ing shortcomings in the typical CASE-type
approaches to a file-based capability. Those systems,
based on the use of a few large, central, specialty
tools have, while overcoming some of the page-
based-only issues, also created problems and limita-
tions of their own. EBS features include:

File-based engineering baselines: prepared and
controlled day-by-day in a distributed manage-
ment framework.

Standard common structure of all system ele-
ments: controlled and defined at the basic primi-
tive level as stand-alone, machine-processable
elements. These are file-based structures that are
structured from the page-based foundation.

Centrally assigned blocks of standard-format six-
digit (auditable) system numbers that are main-
tained automatically in strict journal number
sequence for every system element—whether
requirements specifications, designs, test cases,
maintenance documents, code modules, hard-
ware components, budget elements, schedule
milestones, or user manuals.

Engineering baseline (eb) numbers, and engi-
neering change (ec) numbers, with associations
to system numbers maintained in plain, two-col-
umn, ASCII index files for each primitive system
element.

Plain ASCII two-column index files for all types
of associations that are prepared, used and creat-
ed by any and all engineers, anywhere, anytime,
and for any purpose. These contrast to the use of
a central specialty database system. EBS index
files, prepared as individual two-column ASCII
files, are thus not only amenable to being aggre-
gated into larger sets of other plain ASCII files,
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they may also be aggregated into centralized,
specialty, database-oriented software packages.
Therefore, while not in any way constraining the
use of specialty database-oriented tracing
approaches, the index files actually enable them
by enabling wide preparation and use outside of,
and thus in support of, central database-oriented
systems. On the other hand, using only specialty
software applications, rather than ASCII index
files to create as well as maintain associations,
restricts visibility into those associations to either
hard copy tables, or by direct use of the special-
ty software that created the table. Individual
index files, however, remain visible to any and all
for use, modification, extension, and review, and
on any machine, and simultaneously also provide
the needed inputs for a central database reposito-
ry or report generator, as may be desired.

Problem Areas—Criteria for EBS Methodology
Evaluation: The problem areas in current practice
for the engineering of computer-based systems may
be summarized in the following top-ten set of inter-
related attributes. They are separate, but, as shown in
Figure 7, they aggregate along three dimensions of
system engineering needs (those that support,
enable, and sustain all three dimensions are listed at
the focus of the three axes):

» Associations—paired linkages of system ele-

ments.
Associations
7,9, 10
1,2,4,6 8
Change
3,5
Baselines

Figure 7. Three dimensions of systems engineering
need as addressed by an EBS.



10.

* Change management support, the identifica-
tion and recording of changes, the associated
rationale, and the specifics of new, changed
and deleted system elements.

* Engineering baselines—multiple controlled
baselines, maintained in distributed manage-
ment environments, by, for and of the engi-
neering.

Structure and granularity—common structure
and system element number

2.
Autonomy—stand-alone system elements
Timeliness—controlled engineering baselines as
needed
Machine processability—ASCII files of systems
elements and paired association

3.

Distributed management—engineering groups
with control of their own baselines—yet all inte-
gratable

Auditability—system numbers as sequence num-
bers

Self-rule—creation of paired association index
files on the spot

Independence—non-dependence on hard copy
only change definition

Aggregations—integration to one common data-
base of separately controlled files—enabled by
suffix block allocations

Associations—integration of all associations—
ASCII paired index files

Structure and Granularity: The need is for 4.
controlled standardization of structure and nam-
ing/numbering to the lowest level; individual,
uniquely numbered system elements that can
also be separately processed in machines; CASE
environments. Current ECBS controls are typi-
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cally applied solely to formatted pages that are
not machine processable without uncontrolled
changes in structure. Current control practice
also uses a framework of sections, such as
3.2.4.2.6, that often span sets of many otherwise
separate requirements, specifications, and design
elements. Further, current practice generally
employs compound statements and bulleted and
tabular data that are thus neither lowest-level
system elements nor autonomous and stand-
alone, as discussed below.

Autonomy: The ECBS methodology need is for
stand-alone (as well as granular) system ele-
ments, that carry, with their unique name/num-
ber, all associated context and also the associat-
ed system/management information, including
changes, allocations, associations/integration,
and other system associations.

Timeliness: Effective engineering typically
needs controlled file-based engineering baselines
day-by-day. Current ECBS practice generally
only provides formal page-based controlled
baselines, and at release intervals that often span
months, even years. Individual engineering
activities usually need day-by-day controlled
baselines for the interactions among their per-
sonnel, who are daily working on many tentative
what-if type alternative assessments, designs,
trade-offs, and other systems engineering consid-
erations. They need day-to-day engineering
baselines that are typically controlled among
themselves. While those baselines are not the
final contract type baselines that are eventually
formally established by a CCB, equally formal
control within their particular engineering activi-
ty is needed by them as they conduct their own
iterative assessments and planning: the engineer-

ing.

Machine processability: The need is for system
descriptions, whether specifications, designs,
hardware components, software modules, etc., in
ASCII non-formatted files—without dependence
on features that are not machine-processable in
ASCII files—such as tables, graphics, footnotes,



endnotes, italics, bold and indents. Tabular data
is particularly susceptible to lack of machine
processability as well as the attendant loss of
automated auditability and change control. The
same or similar data are often included in a vari-
ety of tables, with differing scope, format, and
content. Thus change control, and even interface
control, are difficult, if not precluded altogether.
A controlled change to one table is not readily
carried over to the needed changes in other tables
as well as non-tabular system elements that
address similar data, but in different formats and
contexts.

. Distributed control: Each engineering activi-

ty/organization needs to be enabled and responsi-
ble, to maintain a separate set of their own engi-
neering baselines, yet integratable into a system
whole. Current practice typically limits the
authorization to establish baselines to a few cen-
tralized personnel using a large and unique spe-
cialty CASE tool or database.

. Auditability: Names/numbers are needed that

are centrally controlled, in a standard format (six
digits) and strictly sequential—so that any miss-
ing or redundant number is clearly visible.
Current ECBS practice relies on
numbering/naming of system elements only by
sections. They may include as many as 50 sepa-
rate stand-alone system elements, with variable
size numbers such as 3.4.2.1.3.7, and without
separate, individual system numbers, of a fixed
size number of characters such as 000357. In that
framework, the only available names, for each
system element is, for example, neither specific
to each separate system element, nor is it a
sequenced number to support audits. It is never
assured, for example, that 3.1.6 would immedi-
ately follow 3.1.5.3.7.2; thus numbers may be
missed. A sample of that inadequate page-based
approach, along with its other association defi-
ciencies, is presented in Table I.

. Self-rule: All engineers need to be both enabled
as well as responsible to establish and maintain
associations and dependencies—using the stan-
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dard six-digit name/number—for all system ele-
ments they create and use. Current practice typi-
cally limits the establishment of associations to
those entered by a few centralized personnel
using a large and unique specialty CASE tool or
database.

Document. | Function Associated
Segment
3172 Provide on-line 3.225
help 32622
Table 1. Sample Page-based (Non-EBS-based)

Traces.

8. Independence from page-only change control:
Association of change data in each granular
stand-alone name/number is needed. Current
change management is typically based solely on
change pages, without change definition embed-
ded (by index files) with each separate stand-
alone system element. Current controls are typi-
cally applied solely to formatted documentation
that is not machine processable without uncon-
trolled changes in structure and associated
change history.

As possibly one of the most significant benefits of
the EBS paradigm for the engineering of computer-
based system, change information is explicitly estab-
lished and recorded for each system element, and
that is maintained in individual machine-processable
files and the associated two-column ASCII index
files.

In the present practice on several large-scale systems
currently in development, a major deficiency exists
in the processing of formally approved changes,
called RFCs, for Requests for Change. RFCs are
allocated in composite sets to new Versions of for-
mally controlled specifications, designs, budgets,
schedules, test plans, installation manuals, etc. Each
Version or Release, typically issued only after
months of review by a CCB, normally includes sev-
eral RFCs, with each RFC containing up to 10 pages,
and with as many as 20 separate changes (system
elements) per page. The RFCs are not structured to



primitive system elements for machine processing,
and there is no unique identifier (like a system num-
ber) for each such basic change element. Further,
there is no association index file (two-column paired
associations between system numbers) for the indi-
vidual changes in each RFC and each new revised
system element in the composite Version/Release.

That deficiency is aggravated when the engineers
remove the new information from the pages and
enter them into machines. At that point, the non-
association is compounded by the loss of the page
date, number and structuring.

The following is an example of both the EBS
approach to automatically recording (in two-column
index files) changes to a given system element, and
typical optional display formats. All system element
information, including descriptions and index-file
associations, is maintained in individual two-column
index files. But various displays, such as the follow-
ing sample, may be generated with various data
aggregated on a page/report. In this case, para 3.2.1
was structured from the original in the page-based
environment into two system elements in the file-
based environment. Each was assigned a separate
system number: 000002 and 000003, respectively.
The second of those elements was altered by an engi-
neering change (ec) action designated as <ec0827>.
Please note that ec’s may refer to formal RFCs or to
any other controlled change process—especially
those operated by the engineering staff as interim
what-if changes. In the process, the engineering
baseline (eb) increased from <eb0002> to <eb0003>.
In addition, that new element was assigned the addi-
tional system number of <<000643.900001>>.
Please note that the 2. <n2885> are for file ID (line
number) “2”, in the file named <n2885>.

2. <n2885> <eb0002> 3.2.1 The segment shall pro-
vide communications with the network through
the Front End (FE) <<000002.900001>>.

2. <n2885> <eb0003> <ec0827> 3.2.1 The seg-

ment shall provide communications with the net-
work  through the Back End (BE)
<<000003.900001>> <<000643.900001>>.
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9. Aggregations: Use of system numbers with a
six-digit suffix is needed to enable distributed
baseline generation and control—yet integration
(no conflicts in system numbers) into a single
program database—aggregation of all manage-
ment information into composite database sets of
any needed scope. Allocation of “blocks” of suf-
fixes (the “y”) sustains this need: xXXxxX.yyyyyy

10. Associations—integrations: Each separate sys-
tem element needs to be associated with all other
related system elements by reference to its stan-
dard and unique six-digit system number/
name—in paired ASCII index files—that engi-
neers create without reference to any database.

Summary

System Assessment: An Assessment Control Board
(ACB), with a focus on Initiation Plans (IPs), their
associated one-page Assessment Plans (APs) and
Assessment Reports (ARs), can be essential comple-
ments to CCB operations. CCBs are essentially total-
ly after the fact. The resources (both time and
money) to prepare proposed changes for CCB con-
sideration have generally already been invested by
the time the CCB receives the results. The operation
of an ACB is management working up front, where
the leverage is greatest. The use of IPs, APs and ARs
at all organizational levels, operated in essence by
increasingly lower-level ACBs, is a key feature of
the ACB approach. The ACB influence of how work
is to be assessed is a prime lever on what is done.
The criteria for goodness and the names of those who
will prepare assessment reports are key areas for
management influence.

Systems Integration (SI) Program: Operation of an
engineering planning process, as an SI Program,
based on SRs as the primitives for all planning, is a
potential added aid t