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ABSTRACT

A simple two-layer variable infiltration capacity (VIC-2L) land surface
model suitable for incorporation in géneral circulation models (GCMs) is
~ described. The model consists of a two-layer characterization of the soil within a
GCM grid cell, and uses an aerodvnamic representation of latent and sensible
heat fluxes at the land sutface. Tke effects of GCM spatial subgrid variability of
soil moisture and a hydrologically realisti¢ runoff mechanistn are represented in
the soil layers. In the upper layer, the spatial distribution of infiltration and soil
moisture capacities is ‘included. The lower layer is lumped spatially and uses a
nonlinear drainage representation. The model partitions the area of interest into
multiple land surface cover types; for each land cover type the fraction of plant
roots in the upper and lower zone is specified. Evaporation océurs via canopy
évaporation, evaporation frem bare soil, and transpiration, which is represented
using a canopy and architectural resistance formulation. The model was tested
using long-term hydrologic and climatalogical data for Kings Creek, Kansas to
estimate and validate the hydrological parameters. Surface flux data froru three
First International Satellite Land Surface Climatology Project Field Experiment
(FIFE) intensive field campaigns in the summer and fall of 1987 in central
Kansas, and from the Anglo-Brazilian Amazonian Climate Obsérvation Study
(ABRACOS) i Brazil were used to validate the model-simulated surface enérgy
fluxes and surface temperature.

In addition, a derived distribution approach which ac¢counts for the »ffects of
subgrid scale spatial variabilities of precipitation on surface energy fluxes, soil .
moisture, and runoff production was developed for 2n extended version of VIC-
2L model. The derived distribution approach differs from pixel-based approaches
whick discretize precipitation over a spatial domain, and from prévious statistical
approaches that combine the point precipitation distribution with the point
statistical distribution of selected land surface characteristics. The results of the
derived distribution method are compared with those obtained using an
exhaustive pixel-based approach, and the results obtained by applyirg uniform
spatially averaged precipitation to the VIC-2L model. Under most conditions,
the derived distribution approach gives good approximations to the pixel-based.
approach, and is superior to the coastant precipitation approach for surface
fluxes, surface temperature, runoff, and soil mioisture. Finally, VIC-2L sensitivity
of predictions to model parameters were exploted for two different climate
regimes using both fractional factorial and one-at-a-time sensitivity analyses.
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CHAPTER1 INTRODUCTION

1.1. Motivation for and dissertation structuare

The para.meteriz:;tinn of the hydrologic and thermal characteristics of the
land surface is important for general circulation models (GCMs) used fcr climate
prediction and weather forecasting (e.g., Dickinson 1991, Dickinson and
Kennedy 1991, Wood 1991, Shuttleworth 1991a,” Henderson-Sellets and Pitman
1992, among others). Garratt (1993) reviewea the land suiface and boundary-

layer treatments in some 20 GCMs through sensitivity studies of climate ...

simulations, and found that the regional and global climmate are most sensitive to
albedo, surface roughness length, vegetation coverage, and soil moisture
distribution. The. inclusion of a canopy scheme which allows mote reasonable
consideration of effects of albedo, roughness, and soil moisture significantly
improved the simulated climate. It.also facilitated studies of the effect of

deforestation .on climate (see, for example, studies of .the regional impact of
Amazonian deforestation by Sud et al. (1990), Pitman et al..(1993), Henderson-

Sellers et al. (1993), and Eltahir and Bras (1993), athong others).

Although complicated canopy  schemes such as BATS (Biosphere-
Atmosphere Transfer Scheme, Dickinson et al. 1986), SiB (Simple Biosphere
model, Sellers et al. 1986), and BEST (Bare Essentials of Surface Transfer,
Pitman et al. 1991), and simpler.canopy models (e.g., Noilhan and Planton
1989) have been implementated into GCMs to give more reasonable climate
simulations, precipitation, evaporation, soil moisture, and surface temperature
are still not, in general, well simulated. Examination of systematic errors in
GCM climate simulations, particularly over land areas, is an active research
area. Verseghy et al. (1993) found that the assumption made in many land
surface schemes that excess surface water is removed immediately from the land
surface system can result in substantial overestimates of surface températures in
continental interiors. Garratt (1993), in his review of sensitivity studies,
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suggested that there is a need for a more realistic land surface représentation in
GCMs, particularly with respect to (1) surface fluxes at the appropriate
horizontal resolution, (2) surface runoff and canopy interception pfocesses, and
(3) the spatial distribution of rainfall within a GCM grid.

In this dissertation, a two-layer variable infiltration capacity (VIC-2L)
model that attempts to incorporate the above three features suggested by
Garratt (1993) is developed. The model includes a canopy layer, the effects of
spatial subgrid variability of soil moisture with a hydrologically reasonable runoff
mechanism, and the influénce of the subgrid spatial distribution of rainfall. The
development of the VIC-2L model is described in Chapter 2, aid is évaluated
using observed data from the FIFE (central Kansas, USA) and  ABRACOS
(Amazonia) sites in Chapter 3. These two sites are sufficiently small that the

assumption of constant precipitation within the measurement area is reasonable. .

Chapter 4 explores the sensitivitiés of the VIC-2L model parameters. In Chapter
5, an éxtension of the VIC-2L model with a one-dimensional detived distribution

représentation of spatial subgrid variability in precipitation is described. The .

results for versions of the VIC-2L model with constant and spatially varying
precipitation are compared and evaluated. Conclusions and recommendations of
future work are given in Chapter 6. In the remairder of.this chapter, several
land surface parameterizations developed previously ate reviewed. Land surface
schemes that include the spatial variability of rainfall within a grid area are
reviewed in Chapter 5.

1.2. Background

The protlem of how to represent land sutface ‘processes in general
circulation models that are used for climate simulation and nuinerical weather
prediction has drawn the interest of climate modelers, and increasingly,
bydrologists and system: ecologists. Early generation GCMs did not include
representations of land surface hydrology, instead they used presctibed surface
wetness and temperature, and thus could not account for the feedbacks between.
the land surface and atmosphere. In retrospect, such representations have




proved useful only for examining the limiting cases: perpetually wet and dry
surfaces (Shukla and Mintz, 1982). These eatly studies confirmed the
importance of including the intéractions between th~ land surface hydrology and
atmosphere.

Notwithstanding the desirability of better representing the land surface in
GCMs, the spatial scale of the GCM "grid box” is so large (typically at least 100
km) that only relatively simple models can be justified, especially considering
the other sources.of uncertainty in climate and weather prediction (e.g., cloud
physics, ocean circulatioi). Manabe et al. (1969) followed this logic in using -
Budyko’s 'bucket’ model to represent the land surface hydrology at the global
scale. The bucket model assumes that all rainfall is infiltrated until soil moisture
capacity is exceeded, whereafter the excess precipitation becomes runoff.
Manabe’s. bucket model uses a simple relationship between actual and potential
evaporation which is often refetred to as a beta function. Milly (1992) pointed
out the conceptual inconsistency in.calculating the potential evaporation and the
coefficient "beta” for this kind of model formulation by using the modeled
surface temperaturé to evaluaté potential evaporation. He argued that the
appropriate temperature to use for evaluating potential evaporation is that of a
freely evaporating surface, and described. two .approaches to reémove the.
inconsistency. The buckeét model is clearly simplistic with respect to infiltration
and runoff production, in addition to evaporation, and ignores vegétation effects
on evapotranspiration, except to the extent that the beta function.acts as a
surrogate. Amnother problem with the bucket model is that in its most common
implementation, the parameters ate assumed to be constant over the globe,
varying soil water holding capacities.

While the shortcomings of the bucket model and related simple
representations of the land surface, such as the two-layer surface model used in
the GISS GCM. (Hansen et al. 1983) are clear, the pathway toward more
realistic parameterizations is less obvious. The difficulty of estimating
parameters globally, as well as the desite to keep the complexity of the land




surface representationi compatible with that used to represent other elements of
the atmosphere-land-ocean system, are important considerations in determining
what form the next generation of land surface hydrology models for GCMs
should take. Mintz (1984) and Rowntree (1988) reviewed the impact of land
surface boundary conditions on.simulated climate and pointéed out that the
atmosphere is sensitive to land surfacé evapotranspiration, which is largely
affected by changes in available soil moisture or in albedo.. Their review
stimulated the incorporation of improved of canopy and soil formulations in
land-surface schemes in GCMs (Garratt 1993).

One direction that has been pursued is to improve the representation of
soil rioisturé dynamics, and especially to represent vegetation interactions with
the soil column and the atmosphere explicitly so that effects of biosphere-climate
interactions can be studied. The resulting class of models iz known as soil
vegetation atmosphere transfér schemes (SVATS). Among the SVATS that
have been developed for GCM use are BATS (Dickinson et al. 1986, Dickinson
et al. 1993) and SiB (Sellers et al. 1986). A distinguishing feature of SVATS,
which is evident in both BATS and SiB, is that they have a high level of
vertical resolution and structure, but a low level of horizontal resolution (Wood
1991). For instance, the parameters for the soil and vegetation propertiés are
assumed constant within a GCM grid, thus ignoring spatial heéterogeneity. In
addition, most SVATS use a "flat earth” représentation of the land surface
which neglects. the effects of topography on runoff production and soil rhoistyre
dynamics. Because of their.émphasis on vettical structure, SVATS arguably do
a better job of partitioning incoming solar radiation into latent and sensible heat
than they do in accounting for soil moisture dynamics and rusoff productios..

An alternative line of investigation is to develop simpler land surface .
models that still incorporate important features of the gov;érnix’ig hydrological
processes. For example, Xue et al. (1991) simplified SiB in three aspects.
These are the parameterization of the diurnal variation of surface albedo,. the
effect of root zone soil moisture on stomatal iesistance, and the surface stress
and fluxes of heat and moisture between the top of the vegetation canopy and




the atmospheric reference level. -After these simplifications, thé two vegetation
stories in SiB become one layer. With negligible loss of accuracy, the number of
parameters of SiB model was reduced by Xue et al. (1991) from 44 to 21.

Mahrt and Pan (1984) developed a two-layer soil hydrological scheme for
use i GCMs and numerical weather prediction models. There are three major
features in their scheme. First, it has a thin upper layer used to. represent the
large vertical moisture gradient near the surface during evaporation. Second, it
includes a strong dependence of hydraulic diffusivity on the vertical distribution
of soil moisture. Finally, it estimates surface evaporation by using near-surface
soil water flux information. They also suggests that transpiration can be
estimated by relating it to layer-averaged moisture and. potential evaporation if
vegetation is present. ‘ |

Abramopoulos et al. (1988) developed a simple land surface scheme that
includes multiple soil layers with specified hydrauli¢ .conductivity and matric
potential functions rather than a constant diffusivity to describe the soil water
dynamics by using Darcy’s law. Vegetative resistance; evaporation from
intercepted preécipitation and dew, evaporation from bare soil, and transpiration
are all explicitly represented. Abramopoulos et al. (1988) compared the
evaporation predicted using an areally weighted average of a hetérogeneous land
surface. with the evaporation obtained using area-weighted vegetation and scil
characteristic parameters, and found that it is betteér to average the subgrid
fluxes than to average the soil and vegetation parameters.

Noilhan .and Planton (1989) developed a simple land sutface
parameterization for meteorological models. Unlike BATS and SiB where the
canopy and soil temperatures can vasy, they treated the system as isothermal
with equal canopy and the upper soil layer temperatures. Also, their model
does not calculate soil fluxes beneath the vegetation. BATS and SiB both
calculate detailed fluxes from the soil beneath the ca.nopy, the open areas
between the canopy, and the canopy itself.

Pan (1990) used the bucket concept to estimate the actual evaporation
with vegetation lumped with soil in the National Meteorological Center medium-
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raﬂge'forecast (NMC MRF) model. He overcame thé inconsisténcy problem
noted by Milly (1992) by calculating the potential eévaporation with a
hypothetical temperature from a wet surface using the Mahrt and Ek .(1984)
method, rather than with the unsaturated surface temperature when the soil is.
dry. When vegetation is present, potential evaporation is calculated using
Monteith’s minimum resistance concept.

Pitman et al. (1991) and Yang and Pitman (199., developed a land
surface scheme which uses simplified (as compared with BATS) albedo and
stomatal resistance formulations, and explicit representation of frozen soils. In
addition, it calculates infiltration, runoff, and soil evaporation following
Eagleson’s (1970) approach. The ¢anopy layer is formulated as a nonisothermal
system like BATS, although the algorithm for.canopy temperature is different.

Sievert .et al. (1992) developed a soil-vegetation mo;iel for use ifi a
mesoscale atmospheric model. The canopy model is based on the work of
Deardorff (1978) and Dickinson (1984). The soil model is based on Sievers et al. .
(1983) which includes a complicated treatment of heat and mioisture transport
within the soil. The soil temperature and moisture content are represented by
two coupled differential equations.

Pollard and Thompson (Bonan &t al. 1992, Bonan et al. 1993) developed .
a six-layer soil model for GCMs that explicitly represents the effects of soil
freezing and thawing on latent heat flux. Theé snow cover is représented by
. thrée-layers. The canopy layer is formulated in a similar way to BATS and SiB,
but is less complex. The scheié has been used to study the eéffects cf boreal
forests on climate in the National Center for Atmospheric Research community
climate model CCM1 (Bonan et al. 1992).

Kondo and Watanabe (1992) developed a multilayer energy budget model
fcz a vegetation canopy. The model represents the energy budget of leaf
surfaces, the.ground surface, and turbulent and radiative transfer processes
within the canopy. The vegetation is partitioned into 50 layers and the energy
budget equation for each layer is solved for steady and horizontally homogeneous
flow.




Numerical weather. modelers have begun to include simplified
parameterizations of land suiface processes into operational numerical weather
prediction iodels.. Examples are.the models of the European Center for
Medium-range Weather Forecasting (ECMWF), the. U.S. = National
Meteorological Service (NMC), the UK Meteorological Office, the French
Meteorological Service (Direction de la Meteorologie), and the Japan
Meteorological Agency (Blondin 1991). These models have many features in ...
common. They all simulate the diurnal cycle, have their first atmospheric lével
inside the constant flux layer (CFL), use Monin-Obukhov similarity theory,
and .use only one roughness length for momentum, heat, and moisture. The
surface moisture flux, however, is treated differently in each model.

Although the models discussed above have various degrees of complexity
in their canopy and soil representations, none of them considers subgrid scale
spatial variability in either meteorological inputs to the.land surface or land
surface characteristics. Represéntation of heterogeneities in terrain, soil,
vegetation, and precipitation at scales smaller than those resolvéd by GCMs has
been a relatively recent concern. Watrilow et al. (1986) took accourt of spatial
variations in rainfall by assuming that only a fraction of a grid cell receives - .
rainfall, and that within theé fraction covered, rainfall depth is distsibuted
exponentially. However, in their parameterization, the intérception of rainfall
was assumed to be uniformly distributed over the entire giid cell, and thus
evaporation Wwas .overestimated (Lean and Warrilow 1989). Following .the
formulation of Dolthan and Gregory (1992), Lean and Rowntree (1993)
incorporated a new intérception representation which assumed that interception
occurred only over a fraction of the grid cell within which the rainfall was
governed by an exponential distribution.

Wetzel and Chang (1988) incorporated the éfféect of subgrid variability in
soil moistutre into the evaporation process-by using a statistical distribution to
represent the soil moisture within a grid cell. The soil column in their model
consists of three layers with a thin surface layer and two thicker sublayeis. The
first sublayer is assumed to contain 50% of all plant roots and is used to




represent the diurnal variation of soil moisture; and. the second sublayer
contains the othér half of the roots and is used to represent time scales of one
day or longer. Evaporation is evaluated based on the Ohm’s law analog form.
The grid-cell-average évapotranspiration was then summed based on -veighting
factors obtained from the statistical distribution of the soil moisture.

Avissar and Pielke (1989) investigated the subgrid scale variability
associated. with land surface heterogeneities in a mesoscale model by ¢lassifying
the surface into similar homogeneous patches. After. regrouping into subgrid
classes, a parametenzation for homogeneous surfaces .was applied. The total.
fluxes of energy of eath grid cell were then evaluated according to the
distribution of the different subgrid types within the grid cell. Their work
showed that Spatial heterogeneity in vegetation can have significant effects on
temperature and precipitation.

Entekhabi and Eagleson (1989) presctibed the subgrid spatial variability
of soil moisture and storm precipitation statistically and derived expressions for
hydrologic fluxes based on assumed subgrid soil and precipitation variability.
However, their analysis is limited to specific assumed statistical distributions.
The scheme was implementated into the NASA Goddard Institute for Space
Studies.(GISS) GCM by Johnson et al. (1993).

Pielke et al. (1991) illustrated the range of observed spatial variabilities of
landscape characteristics using obsérvational evidence from field and satellite
data. They investigated the effects of spatial variability in land surface.
charactéristics on lower tropospheric fluxes of energy in the absence of clouds. .
On this basis, they argued that the influence of miesoscale landscape spatial
variability on the atmosphere should be explicitly parameterized.

Avissar (1991) numerically aggregated grid scale surface fluxes for nine.
classes of stomatal resistance. .In the aggregation, two stages of scaling were

" used. The first was from the leaf scale to the patch scale; the second was from
thie patch scale to the GCM scale.

Avissar (1992) used a statistical-dynamical approach to investigate




subgrid scale heterogeneity in stornatal resistance, where a. probability density
function rather than a single representative value was used. Each term in the
land surface energy budget was eéxpressed as an intégral of a probability density
function of stomatal resistance. Five. different probability density functions for
stomatal resistance were explored. Comparisons between the results obtained by
the statistical-dynamical approach and by use of a single répresentative stomatal
resistanice showed that there were large absolute and relative differences due to
the nonlinearity of :and-atmosphére interactions. The obserVa,tioﬁs of stomatal
conductances in a potato field in New Jersey during the summer of 1989
supported use of a two parameter lognormal distribution to describe the
distribution of stomatal conductancrs. Bonan et al. (1993) also used the
statistical-dynamic approach to study the effects of subgrid scale heterogeneity in
leaf area index, minimum and maximum stomatal resistances, and soil moisture
on grid scale fluxes. |

Koster and Suarez (1992a) proposed a mosaic strategy, similar to that
used by Avissar and Pielke (1989), to account for the effects of different
vegetation on surface energy fluxes. In the mosaic strategy, each vegetation
type is represented by a tile, which is coupled independently to the atmosphere.
The rest of the canopy and soil parameterization is similar to SiB (Sellers et al.
1986). Koster and Suarez (1992b) extended their earlier miosaic strategy by
separating the total turbulent flux into latent and sensible heat components. In
addition, they compared the mosaic approach with a mixture approach in which
differerit. vegetation types were assumed to be homogeneously mixed over a GCM
grid cell.

The land surface scheme for the Canadian Climate Center GCMs was
developed by Verseghy (1991) and Verseghy et al. (1993). In this model, three
soil layers are used to represent both thermal and moisture régimes. When snow.
is present, it is assumed that the entire area is covered if the snow depth is.
greater than an assumed surface roughness height of 0.10 m; othérwise, only a.
fraction of ground area is covered by snow with a fixed depth of 0.10 m.. At the
end of each time step, the temperature and moistute content ate averaged by
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the relative fraction of snow covered area. In addition, the model calculates the
canopy and ground surface. témperatures separately. As in the strategy adopted
by Avissar and Pielke (1989), each grid cell is divided into four. different
subareas. They are. bare soil, snow-covered, vegetation-covered, and
vegetation-and-snow covered areas. Within the vegetation-covered area, average
canopy parameters based on the presence of four different vegetation types are
calculated.

_ Ducoudre et al. (1993) developed a set of parameterizations of the

hydrologic exchanges at the land/atmosphere interface within a GCM. The -
model allows seven different vegetation classes to be pfesent simultaneously
within the same grid cell. The total latent heat flux transferred to the
atmosphe ‘¢ is obtained by taking the average of evaporation from bare soil,
transpir..ion and interception loss from each of the 7 vegetation types. In the
soil parameterization of the model, rain fills the soil column frorm top to bottom,
and water is removed from the closest level where it is available.

Famiglietti and Wood (1994a) developed a local water and energy balance
model which is appropriate for a stream catchment, but could be generalized to
a region such as a GCM grid cell. The model partitions the land surface into
bare soil, wet canopy, and dry canopy using a pixel-based representation of the
land surface derived from digital elevation data. Spatial variability is explicitly
incorporated by discrete variation of the model parameters and inputs over the
spatial dortiain. . The local flukes of éach.grid element afe aggregated either
explicitly or by statistically aggregating the local fluxes through integration over
their respective spatial probability density functions (Famiglietti and Wood
1994b).

One of the major complications in developing and testing land .surface
parameterizations for GCMs is that validation opportunities are few. A recent
exception is the work of Betts et al. (1993) who compared surface energy fluxes
and soil temperatures predicted by the ECMWF land surface model with data
collected at the FIFE site in central Kansas during the summer of 1987. Their
work identified problems with four components of the model: the inéoming
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shortwave radiation for clear sky conditions, the ground heat flux, surface
evaporation, and the -entrainment at the top of the boundary layer. They
concluded that the relatively thin (70 mm) top ground layer in the model was

the main reason for the errors in ground heat flux,. and that deficiencies in the

surfacé evaporation algorithm were tésponsible for large errors in the latent heat
flux.

1.3. Research objectives -

The objectives of this research are: (1) to develop a simple land surface
scheme appropriate for GCMs that represents spatial variability in soil
characteristics, vegetation, and precipitation, and simulates explicitly direct
surface runoff and subsurface runoff, (2) to evaluate the model using obseérved
data; and (3) to explore the model parameters using sensitivity analysis.

The scheme to be developed is a generalization of the VIC model

described by Wood et al. (1992) and implemented in the GFDL-GCM by Stamm

et al. (1994). . The new model consists of a simple two-layer characterization of
the soil column, and uses an aérodynamic representation of the latent and
sensible heat fluxes at the land surface. The soil moisture algorithm is a
generalization of the Arno miodel (Francini and Pacciani 1991) in which the
infiltration, evaporation, soil moisture, and runoff genération vary witain an
area (cr within a grid cell in GCMs). The infiltration algorithm in the VIC

model can be interpreted within the context of a spatial distfibutior of soils of .

varying infiltration . capacities. It allows. different. types of vegetation to be
present simultaneously. In addition, it accounts for the spatial variability in
precipitation. Simplifications of the Arno model using the. traditional beta
function representation of evapotranspiration; have previously been incorporated
in the Geophysical Fluid Dynamics Laboratory (GFDL) GCMs by Stamm et al.
- (1994), and in the Max Plaack Institut GCM by Dumenil and Todini (1992).

There ar¢ major differences between the two-layer VIC model to be
described here and the earlier vetsions incorporated in the' GFDL and MPI
GCMs. The most important differences are the following: (1) both of the earlier
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schemes have a single soil layer, and neither explicitly represents vegetation in
the surface energy flux; (2) both of the earlier models distribute precipitation
uniformly over the grid cell. Stamm et al. (1994) concluded that *... the results
ovér North American and Eurasia [suggest] the need to represent the surface
hydrology with a two layer soil system ...”.




CHAPTER 2 DESCRIPTION OF TWO-LAYER VIC MODEL

In this chapter, the structure and the characteristics of the two-layer
variable infiltfation capacity model (Liang et al. 1994) are described. The
definitionn of and dimension of each variable used in this and the following
chapters are given in the list of symbols at the start of this dissertation.

2.1. Introduction , ' | :

The model developed here characterizes the subsurface as consisting of
two soil layers. The surface is described by N+1 land covér types, where n =1,
2, .-+, N.represents N different types of vegetation, and n = N-+1 represents
bare soil. There.is no restriction on the number of vegetation types in the
- model; but in the interest of rhodel parsimony, N will almost always be less
than 10. The vertical and. horizostal characterizations are shown schematically
in Fig. 2.1. The land cover-types are specified by their leaf area index (LAI),
canopy resistance, and relative fraction of roots in each of the two soil layers.
The evapotranspiration from each vegetation type is characterized by potential
evapotranspiration, together with canopy resistance, aerodynamic resistance to
the transfer of water, ‘and architectural resistance. Associated with each land
cover class is a single canopy layer, soil layer 1 (upper zoze) and soil layer 2
(lower zotie).

The upper layer (soil layer 1) is designed to represent the dynamic
behavior of the scil that responds to raiafall évents, and the lower layer (soil
layer 2) is used to characterize the seasonal soil moisture behavior. The lower
layer only responds to rainfall when the upper layer is wet, and thus can
separate the subsurface flow from storm quick response. Roots.can extend to
layer 1 or layers 1 and 2, depending on the vegetation and soil type. For the
bare soil class, there is no canopy layer. In the present form of the model, the
soil_characteristics (that is, the distribution of water holding capacities, as
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deéscribed below) are the same for all land cover classes. However, each cover
class may have different soil moisture distributions at each time step.
Infiltration, .drainage of moisture from layer 1 to layer 2, surface runoff, and
subsurface runoff are computed for each cover type. The total latent heat flux
transferred to the atimosphere, total sensible heat and ground heat fluxes, the
effective surface temperature, and the total surface runoff and subsurface runoff
are then obtained by summing over all of the surface cover classes.

2.2. Evapotranspiration

Three types of land-atmosphere vapor transport are considered in the
model. They are evaporation from the canopy layer of each vegetation class,
transpiration from each of the vegetation classes, and evaporation from bare soil.
Total evapotranspiration over a grid cell (or an area) is.computed as the sum of .
the canopy, vegetation, and bare soil components, weighted by the respective
surface cover area fractions (see Section 2.6).

The maximum canopy evaporation trate for the nth surface cover class,
Ec[n] , is specified as

L R N ) (21)

In Eq. (2.1), the argument n refers to the vegetation surface cover class index;
throughout the remainder of this thesis the dépendence of many of the surface
and subsurface characteristics on surface cover class is implied by this argument
even if not noted specifically. In Eq. (2.1), W; ;(n] is the amount of intercepted
water in storage in the canopy layer, Wi /n] is the maximum amount of water
that.the canopy layer .an intercept, Ep[n] is the potential evaporation rate from
a thin free water surface (Shuttleworth 1993), Tgln] is the architectural
resistance that is due to the variation of the gradient of specific humidity
between the leaves and the overlying air in the canopy layer (Saugier and Katerji
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1991), and ry[n] is the aerodynamic resistance to the transfer of water. The
power of 2/3 in Eq. (2.1) is used according to Deardorff (1978). The form of Eq.
(2.1) is a "beta” representation, where Ep[n] can be obtained by either
Penman’s formulation (1948) or Penman-Monteith’s formulation for a free water
surface (Shuttleworth 1993). Penman’s formulation ¢an be expressed as,

ARp[n] + pacp(es—e)/raln]

Bl = T )

(2.2)

where A is the rate of change of saturation vapor pressure with temperature,
Rp[n] is-the net radiation, p, is the mass density of air, cp is the specific heat of
air at constant pressure, ey and e aré the saturated vapor pressure and vapor
pressure respectively, r[n] is the aerodynamic resistance to the momentum
transfer in the atmosphere (subscripts "a” could be_”w”, "h”, etc.), pw is the
density of liquid water, Le is the latent heat of vaporization, and y-is the
psychr metric constant. The Penman-Monteith’s formulation for a free water
surface is expressed similarly to Eq. (2.2), except that the available energy is
substituted for net radiation (Monteith and Unsworth 1990). ‘

The maximum amount of water intercepted by the cahopy can be
calculated using the formulation of Dickinson (1984),

Win(e] = K xLAI[n,m] - ) (2.3)

where Kj is a constant, taken to be 0.2 mm following Dickinson (1984), and
LAI[n,m] is leaf area index for the nth surface cover class in month m. The leaf

area index of a caropy is the projected leaf area pet unit ground surface area
(Campbell 1977).

The aerodynamic resistance to the transfer of water ry[n] (i.e., subscript
"a” becomes "w”) is calculated as (Monteith and Unsworth 1990):
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T N S ' .
twin] = Cwln un(z5) _ 24)
where up(zo) is the wind speed over the nth surface cover class at level 25[n],
and Cyln] is the transfer coefficient for water which is estimated taking into
account atmospheric stability (Louis 1979) as follows:

Cwl(n] = 1.351 x a2[n] x Fy;[n] ‘ (2.5)

where
a%fn] = —— K2 (2.6)
[Fn ( ,z[n]zo-ﬁdo[n] )]2 ‘ S

is the drag coefficient for the case of near-neutral stability, K is von Karman’s .
‘constarit, which we._take as 0.4; do[n] is. the zero plane displacement heéight,

and zj[n] is the roughness length. Fy[n] is defined as

. ‘ . 9.4RiB[nj o fe ;
Fghl=1 - , Rigla) < 0 2.7

W[n] 1+c.leB[n] |1/2 B[ ] < ( a)
-Fw[n] = 1 , 0<Rigln] < 02  (2.7b)

where Rig[n] is the bulk Richardson number and is estimated as,

Ripln] = ~&:2(a" (Talu] - Ty[n)) | (2.8)

Ta[n] . Vg
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where g is the acceleration due to gravity, T,[n] is the air temperature, Ts[n] is
the surface temperature, and z[n] and V2 are the reference height and the
modified wind speed, and they are expressed following Dickinson et al. (1992)
and Smith et al. (1993),

zeln] = zofa] - dgfn)] o (2.9)

Vi = (ua(sp)? + U2 - (2.10)

with Uc=1.0 m/s for unstable conditions and U.=0.1 m/s for stable conditions.
The parameter c in Eq. (2.7a) is expressed as

n]

c = 49.82xa2[n] x ( 2l -ndOIn] )1/2 .

zo[

(2.11)

In the Louis (1979) represéntation, the transfer coefficients for water and heat
are taken to.be equal, but they can be different from the.coefficient for
momentumn which has been shown by experimental and theotetical work (e.g.
Garratt and Hicks 1973, Garratt 1978, Brutsaert 1982, and Duynkerke 1992).

Based on the formulation of Blondin.(1991) and Ducoudre et al. (1993),
the transpiration rate was obtained using theé form

Jal  2/3 rwln
Bl = - (i) 1 Eell ol G

where r¢[n] is the canopy resistance. It is expressed as

o] = —mpprfm ) @13
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In Eq. (2.13)," r; [o] is the minimum canopy resistance, Bspln] is a soil
moisture stress factor depending on the water availability in the root zone for the

nth surface cover class. It is expressed as

; cr
gsm ] =1, WJ [n] > W.l._, (2.142)
1 Wil-w cr
gs}n [n] = W y Wy < Wj[nlfﬁ’}" (2.14b)
- . ' W ,
 Em ] =0, Wilal< W)} (2.14c)

where W; [n] is the soil moisture content in layer j, j=1, 2. W‘:r is the critical
value above which transpiration is not affected by the moisture stress in the soil,
and W is the soil moisture content at permanerit wilting point. Water can be
extra.cted from layers 1 and/or 2 depending on ** fractions of roots f;[n] and
fo[n} in each layer.

There is no soil moisture stress, ie, gypol=1in Eq (2.14), if either
(i) Woln] 1s grea.ter or equal to W2 , and f5[n] >0.5 or (ii) W;[n] is greater or
‘equal to Wl , and fj[n] >0.5. In case (i), the transpiration is supplied by layer
2 with no soil moisture stress, i.e., Et[n]—Eg[n] (regardless of water availability
in layer 1); - in case (ii), the transpiration takes water from layer 1, i.e.,
Et[n]=E§ [n], also without any soil moisture stress. Otherwise, the transpiration
rate is

Egln] = f1[a]- E4fa] + fofa] - B}l (2.15)
" where Et ilnl, Ea[n] are the transpiration rate from layer 1 and layer 2

respectively, computed by using Eq. (2.12). If the roots only extend to layer 1,
then Ei[n] = El[n] with fo[n] = 0.
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For the case of a continuous rainfall with a rate lower than the canopy
evaporation rate, it is important to consider evaporation from the vegetation
when there is insufficient interceépted water to supply the atmospheric demand
within one time step. Thus in general, the evaporation rate from the canopy
layer, Ec[n], can be éxpressed as

Ecln] = fla]-Ecl] (2.16)

where f[n] is the fraction of the time step required for canopy evaporation to
exhaust the canopy intérception storage. It is given by

o Wi[n]+P~At |
fln] = Amm(l, ——_E:[n]-At ) (2.17)

where P is the precipitation rate, and At is the time step which is taken as one
hour in the model calculation. The transpiration during the time step is then

Eyln] = (1.0~ 1])-Epln) rw[n]f::iﬂﬂc[n]

n / rwin oo
flo} i1~ (——1[_]]_ ]-Epln] tw[n]+r0[[n]1+rc[n] (2‘?8)

where the first term represents the fraction of the time step for which no
evapotation occurs from the canopy interception storage, and the second term

represents the fraction of the time step for which both evaporation from the

canopy and transpiration occur.

Evaporation from bare soil is extracted only from layer 1; bare soil
evaporation E, from layer 2 is assumed to be zero. When layer 1 is saturated, it
evaporates at the potential rate Ep[N+1], i.e.,
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E; = Ep[N+1] . (2.19)

When it is unsaturated, it evaporates at.rate E; which varies within the bare .
soil area due to the inhomogeneities in infiltration, topography and soil

characteristics. E; is computed using the Arno evaporation formulation

(Francini. and Pacciani 1991). The Arno model uses the structure of the.
Xinanjiasig model (Zhao et al. 1980, see also. Wood et al. 1992), and assumes

that the infiltration capacity varies within an area, and can be expressed as

1/b; . .
i=iq[1-(1-4) 7] ' (2.20)

where i and iy, are the infiltration capacity and maximum infiltration capacity
respectively, A is the fraction of an area for which the infiltration capacity is =~ . .
less than i, and b; is the infiltration shape parameter. . Lét Ag represent the

fraction of the bare soil that is saturated, and ig represent the corresponding

point infiltration capacity. Then, as suggested by Fig. 2.2, E; can be éxpressed

as .

Ag 1 i
E; = Ep[N+1){ j dA +j 0 —s—aA)  (2a)

0 A imb-g-a) ]

In Eq. (2.21), the first integral represents the contribution of the saturated area,
which evaporates at the potential rate. Since there is no analytical expréssion for
the second integral in Eq. (2.21), E; is obtained .through a power series

expansion:
. - 1/b;
= Epfl 0 by CRALS
El— Ep[N+1]{As + —l;.(l -As)[l-'l'- 1+bi (1 -As) +

bi 2/bi bi 3/bi
'ﬁri(l -As)  + w(l -Ag)  +.-.]} (2.22)
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This approach accounts for the subgrid variability in soil moisture within the
areg covered by bare soil.

2.3. Canopy layer

The water balance in the canopy layer (interception) can be deséribed by

A P Eul-Pal,  0sWiml<Wigll  (229)

where Py[n] is the throughfall rate of precipitation which occurs when Wi (0] is
exceeded for the nth surface cover class.

2.4. Surface runoff from, bare soil _

Surface runoff is computed using the formulation for infiltration given by
Eq. (2.20). The Xinanjiang formulation, which is described in detail by Wood .
et al. (1992), is assurmed to hold for the upper soil layer only. The maximum
soil moisture content of layer 1, Wi, is related to ip; and b; as follows,

c  im '
Vi=T1ye ~ (2.24)

The Xinanjiang model effectively assumes that runoff is generated by those areas
for which precipitation, when added to soil ioisture storage at the end of the
previous titne step, exceeds the storage capacity of the.soil. The direct rudoff
from these ateas is Q4[N+1], where N+1 iudicates the bare soil class. In
integrated form, the result is

Q d[N+1] -At =.P-At-W§ + WjN+1], ip+P-At2im  (2.252)

ig+Pat 1+b;

Im !

Q,IN+1]-at = P.At-W] + Wj[N+1] + W] [1-

igtP-At<im  (2.25b)
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where W'l[N 41] is the soil moisture content in layer 1 at the beginning of the
time Step. Note that, for the bare soil class, there is no canopy storage, hence
"throughfall” is equal to precipitation P. For bare soil, the water balance in
layer 1 is

W) [N+1] = WiIN+1] + (P~ QuIN+1] - QplN+1] ~Ep)-at  (2.26)

where W;-'[N-l-l] is the soil moisture content in layer 1 at the end of each time
step, and Q1-2[N+1] is the drainage from layer 1 to layer 2. Assuming that the
drainage is driven by gravity, we use the Brooks and Corey (1964) relation to
estimate the hydraulic conductivity, and thus we can express the drainage rate
from layer 1 to layer 2 as

2 .
. 5 3
WiN+1]-¢, . Bp :
 aa— (2.27)
Wl - 9,_-

QIQ[N+1] = Ks-(

where Ky is the saturated hydraulic conductivity, 4p is the residual moisture
content and can be taken as zero in general due to its very small magnitude,
and Bp is the pore size distribution index.

2.5. Subsurface runoff from bare soil

The formulation of subsurface runoff (baseflow) follows the Arno model
conceptualization (Francini and Pacciani 1991), which is applied only to the
lower soil layer (drainiage from layer 1 goes only to layer 2, and doés not
contribute to runoff). The baseflow rate is given by:

o D¢D; "
N+1] = —=—_W5[N+1
QIN+1] WS olN+1],

for 0 WH[N+1) S WeW5  (2.282)
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DsDp DsD W2[N+1] Wswz 2
Q, [N+1] = —==I0W, [N+1]+ Dy -2
p(NH] WsWo (P Ws —w, X Wo - WsWs

for W3IN+1]> WeWg (2.28b)

where Q [N+1] is the subsurface runoff rate, Dy i5 the maximum subsurface.
flow rate, Ds is a fraction of Dy, W2 is the maximum soil moisture content of
layer 2, Wg is a fraction of W5, with Dy < W, and Ws[N+1] is the soil
moisture contént at the beginning of the time step in layer 2. Eqs: (2.28a) and
(2.28b) describe a recession that is linear below a.threshold (Eq. (2.28a)), and
nonlinear at higher soil moisture values (Eq. (2.28b)) as shown in Fig. 2.3.. The
nonlinear drainage is required to répresent situations where substantial
subsurface storm flow occurs. Egs. (2.28a) and (2.28b) havé a continuous first
derivative at the transition from the linéar to nonlinear drainage as shown in Fig.
2.3.

Using Egs. (2.282) and (2.28b), and the notation that W;- [N+1] is the
layer 2 soil moisture content at the end of the current time, the water balance
for layer 2 is

w;[N+1] = Wa(N+1] + (QqpIN+1]-Q, [N+1]-Eg)-at  (2.202)

when W2[N+1] +(Q o[N+1] - Qb[N-}-l] Eg) ‘At < W2 , in which case Qb is
given by Eq. (2.28a) or (2 28b)._.

In the case Wa[N+1] + (Qo[N+1] - Qb[N+1] Eo)-At > W2 (where
Qb[N-i-l] is given by Eq. (2.28a) or (2.28b)),

W N+1] = W§ : (2.29b)_
2 2

and
QuIN+1] = WIN+1] + (Q,o[N+1] - Qy[N+1] ~Eg) - At - W5,
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When Eq. (2.29b) applies, the total subsurface runoff from layer 2 is given by
Qb[N +1] = Q [N+1] + Qb[N+l]. In practice, this condition occurs rarely.

2.6. Surface and subsurface runoff from soil with vegetation cover

The equations for surface and subsurfa¢e flow rate, and the water balance
in each layer are the same for cover classés with. vegetation as for the bare soil
case, except that P, Ej, and Eg are changed to Py[n], E&[n],, and Eg[n],w
respectively in Egs. (2.25), (2.26), and (2.29), to reflect the vegetation class.

" The total evapotranspiration rate E, and the total runoff raté Q can b=
then expressed as

E= —%1Cv[n]'(Ec[n]+Et[n]) + CyIN+1]-Ey (2:30)
L=
N+1

Q = ;1 Cy[n] '(Qd[n] + Qb[n]) (2.31)

where Cyln] is the fraction of vegetation cover for.the nth (=1, 2, -.., N)
surface covg};flass of interest, Cy[N+1] is the fraction of the bare soil covered
area, and Y Cyln] = 1.

n=1

*2.7. Aerodynamic flux representation .

The two-layer hydrological model described above is used in conjunction
with the energy balance at the land surface and the thermal properties of soils to
calculate the -surface temperature, and simultaneously, the fluxes of sensible
heat and ground heat which depend on surface temperature. The energy balance
equation for an ideal surface of the nth surface cover class can “e expressed as

Rp[n] = H[n] + o, LeE[n] + Gin] (2.32)
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where E[n] is given by
E[n] = E¢[n] + Eq[n], n=1,2, ---,N (2:33a)
E[N+1]=E; (2.33b)

where Hn] is the sensible heat flux, p_LeE[n] is the latent heat flux (e.g., with
units of Wm" 2), and G[n] is the ground heat flux. For a surface that is
relatively flat and homogeneous, the énergy balance equation for a layeér of the
air column bounded by the ground surface at the bottori and a surface of given
height in the atmosphere above, can be éxpressed as '

Raln] = Hn] + p,,L.E[n] + G{n] + AH[n] : (2.34)

where AH;[n] is the change in the energy storage in the layer per unit time, per
unit area. The sensible and latent heat fluxes, as well as the iiet radiation, are
associated with. the top surface of the air layer, and the ground heat flux with
the bottom of the layer. The rate of heat energy storage in the layer is

pacp(Ta (1] - Toln] ) zaln)
2.At

AHg[n] = (2.35)

where T:- [n] and Tg[n] are the surface temperature of the bottom surface of the
air layer at the end and at the beginning of a time step regpectiVely, and z,[n] is
the height of the top surface of the air layer which is used oaly when AHg|n] is
considered to be significant.

The net radiation Rp[n] is given by
Rala] = (1-ofa] ) Rg + a]-(Rp ~oTslal) (2.36)

where afn] is the albedo of the nth surface cover class, Rg is the downward
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shortwave radiation at the surface, ¢[n] is the emissivity of the nth surface cover
class, Ry is the downward long-wave radiation at.the surface, and ¢ is the
Stefan-Boltzmann constant. The latent heat flux, which is the link between the
wateér and eneérgy balances, is obtained from Eq. (2.33). The sensible heat flux
is given by

Ho] = 228 (Tl - Tafa) @3)

where 1} [n] is the a¢rodynamic resistance for heat transfer. We take 1y [n] to be
equal to rw[n] in Eq. (2.4). .The ground heat flux G[n] is estimated through the
two thermal soil layers (Fig. 2.4). The two thermal soil layers are different from
the two soil moisture layers (i.e., the upper zone and lower zone) discussed
above.. For the first soil layer, with soil depth D; (subsequently assumed to be
50 mm), we have, :

x[n]

Gln] = D, (Ts[n] ~ Ty [n]) (2.38)

where x[n] is the soil thermal conductivity, and Ty[n] is the soil temperature at
depth D;. For the second .soil layer with depth Do, at which.the bottom
boundary condition is a constant soil. temperature Ty, the law of energy
conservation (assuming that the heat storage in the first soil thermal layer is
negligible) gives,

a(Cs[ng(n]) _ olilenl | (2.39)

where Cg[n] is the soil heat capacity, T[n] is the soil temperature, Hgln] is the
heat flux, and t and z are the time and the soil depth respectively. Assuming
that Csln] does not change with time, from Fig. 2.4, Eq. (2.39) can be written
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Cofa]- ATEL _ _ 67l - G

~ 5, (2.40)

where AT[n] is. the temperature gradient, G."[n] is the heat flux across the
bottom boundary at depth Dy, and the G,[n] {is the heat flux across the soil face
at depth D, (see Fig. 2.4). Since it is assumed that there is no heat storage
within soil depth D;, we have

Gla] = Gla] . ' - (2.41)

In addition, G”[n] can be expressed as

6" = STyl -Ty) - - (242
If we assume that
Tl = Tl[ﬁ;‘LT? (2.43)
then
ATf] _ Ty [n] =Tl |
at : 2A% = - (2.44)

where Ti‘-[nj and Tj[n] are the soil temperature at depth Dy at th= end and the
beginning of a time step respectively.

By substituting Eqs. (2.41-2.44) into Eq. (2.40), we can obtain

Colnl-(T7 [a]- Till) _ Gla] _ _sful-(Tys] ~To) (2.45)
2 2 '

2. At - "D, .
Dy

At present, Cgln] and «[n] are not considered to be functions of the soil water
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content (although such an adjustment would be straightforward), and are taken
to be the same for both soil thermal layers. From Egs. (2.38) and (2.45), the
ground heat flux G[n] can be éxpressed as,

B (2l -19) + SE22 (205 -y

T 2.46
Dy . Cs[-i]'Dl-Dz (249)
Dy 2.At-<[n

G[n] =
1+

For the case where AHs[n] is not significant or thefe are not enough data
available to evaluate the energy balance within a layer, the energy balance -
equation for an ideal surface (Eq. (2.32)) can be used instead of Eq. (2.34).
From Eqs. (2.36), (2.37), (2.46), and Eq. (2.33) (scaled by the latent heat of .
vaporization and the density of liquid water), we.can obtain the sensible heat
and ground keat fluxes and the surface temperature for the nth cover class. In
the case where AHg[n] is negligible, the surface temperature Tg[n] is solved
iteratively from Eq. (2.47) below,

&[n] + Csln] - Do

dfaleT[a] + R+ Do by ) Tlel = (L-eful s +
M + 2.At-xn
~[nI]) Ty , Cslol- 2D2tT1[n]
P,C A :
¢[o]Rp+ —r;EP]—Ta[n] - pLeEln] + 2D a4

1
1+ D + 2-At~n[n

. For the case where AHg[n] cannot be ignored, Egs. (2.34) to (2.37), and (2.46)
are combined to give — —_
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el Gl Dy

+ 4, PacD | PaCpZalm] Do 2-At vt -
e[n]o(Ts_[n]) +(r_h[;]'+ 2.8t T D, Cs[n]-D; -Dy )Ts [0] =

| Dyt TAvaE

(1-afn])-Rs + [n]-Rp+ fijf% Taln] - p LeEln] + Pacngﬂt' Tsn]

lc[n]])- Ty + Cs(n}- Dy -T7[n]

2. At |
t D OOy 249
t D T aatam

Ts[n] is determined in the same manner as for Eq. (2.47). Therefore, the
effective surface temperature Tg, sensible heat flux H, and ground heat flux G
can be obtained as,

N+1
Ts= Y Cy[n]-Ts[n], (2.49)
n=1
N+1
H= ) Cy[n]-Hfn], - (2.80) .o
n=1 . .
N+1
G= ) Cy[n]-G[n]. (2.51)
n=1

2.8. Snow

When snow is present, the model is.coupled with a single-layer, energy-
and mass-balance snow accumulation and ablation model (Wigmosta et al. 1994).
At the snow-air interface, the energy exchange is described by the net radiation,
sensible heat, evaporation from the water in the snowpack and sublimation or
condensation, and the heat. advected to the snowpack by rainfall. The snow-
ground interface is assumed to be a zero energy flux boundary. Sncw albedo is
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determined based on show age. The present version of the snowmelt model does
not consider fractional snow coverage; it is assumed that thé entire area is
covered. by a uniform depth of snow if a snowpack is present.

2.9. Model calculation procedure

In the formulation of the two-layer VIC model, many variables are a
function of the surface temperature. For example, the surface temperature is
needed to calculate the bulk Richardson number, vapor pressure deficit, and

net radiation. . Once the bulk Richardson number is determined, the -

aerodynamic resistance .can be calculated, accounting for stability correction.
Given the stability-corrected aerodynamic resistance, the vapor pressure deficit,
and net radiation, the potential evaporation can then be estimated. However,
computation .of the surface .temperature. requires an iterative solution of Eq.
(2.47) or (2.48), which is implemented as follows:

(1). Set the surface temperature to the air temperature .at the first time step.
This allows computation. of the initial values of the bulk Richardson number,
vapor pressure .deficit and net radiation that are needed to estimate Ep[n]
through the Penman-Monteith formulation.

(2). Iterate Eq. (2.47) or (2.48) to solve for the surface temperature.

(3). Use the surface temperature obtained from step (2) to calculate the bulk
Richardson number, vapor pressure deficit, and net radiation again.

(4). Recalculate the surface temperature iteratively using Eq. (2.47) or (2.48).
The surface temperatute .obtained from this step is then considered to be the

surface temperature of the first time step of the model simulation.

(8). -For subsequent time steps, use the surface temperatute from the previous

time step to calculate the bulk Richardson number, vapor pressure deficit, and .

net radiation, then repeat steps 2-4.
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The procedure described above is not iterative in the same sense as the
procedure used to solve for the surface temperature from Eq. (2.47) or (2.48),
since the steps are only repeated oncé. The use of a single.itération is justified
by the relatively smooth variation usually observed in surface temperatures due
to the thermal inertia of the soil column. Of course, multiple iterations could be
performed if required. Such an approach in fa¢t implies two nested itérations;
one to solve Eq. (2.47) or (2.48), and the other to determine the bulk
Richardson number and related quantities needed to compute the surface enérgy
fluxes.

2.10. Summary

A generalization of the VIC (Variable Infiltration Capacity) model which
incorporates a two-layet description of the soil column has been described.. In
the "soil. column, the upper layer is characterizéd by the usual VIC spatial
distribution of soil moisture capacities, and the lower layer is spatially lumped
and uses the.Arno (Francini and Pacciani 1991) drainage representation. The .
model is designed for application within coupled land-atmosphere-ocean GCMs,
such.as are used for numerical weather. prediction and global climate simulation.
The model partitions the aréa of interest (e.g., grid cell) into N+1 land surface
cover types; for each land cover type the fraction of roots in the upper and lower
zone is specified. Evaporation occurs via canopy evaporation, evaporation from
bare soils (land cover class N+1) and transpiration, which is represénted with a
canopy and architectural resistance formulation.

The two-layer VIC model described here has been tested against observed
data. The behavior of the model is described in Chapter 3 using surface flux
data from two sites: . the FIFE experiment in central Kansas, and the
ABRACOS experiment in Brazil.




32

‘[Ppowt DIA Jake[-omy 31} Jo uonyejuasaidal dnewAYOg AN g

o
O . 2 19hke
i o ;
c4lo)
w M L 1 19fe
nOA Kdouen

~___ T




33

= im [1 - (1« A)1/00)]

/

5
I

A

DA

-0 AS —m QA 1

Fraction of Area

Point Infiltration Capacity, i
-

Fig. 2.2  Schématic representation of the computation of evaporation from

bare soil.




34

o
3

Base Flow, Q;,

DsDm|----_~

]
'
1

0 o WsW3 W.

pof--------------2

Layer 2 Soil Moisture, Wy -

Fig. 2.3  Schematic representation of Arno nonlinear base flow algorithm.




35

Gn)
v y
D,
A \
l G'[n]
D2
\
G"[n]

T's ty)]
Ty [n]

Fig. 24  Schematic representation of two thermal soil layers.




OCT-18=18%6 11:56

U CIVIL ENGR P. 00

CHAPTER3 MODEL APPLICATION

_ In Chapter 2, the two-layer VIC model was described. In this chapter,
the performance of the model is evaluated for two applications.

3.1. FIFE site

The first test location for the model was the FIFE (First ISLSCP: Field
Experiment) site in central Kansas in the Usited States. The FIFE site is a
15x15 km2 region on the Konza Prairie, a native grassland preserve near
Machattan, Kansas. It has a fairly bomogeneous tall grass cover. The Kings -
Creeck catchment, of area 11.7 k:nz, lies within the FIFE site. The FIFE siteis .
of interest because of the detailed. measurements of surface fluxes that were
collected in the summer of 1987. A detailed description of the site is provided by
Sellers et al. (1992). ' '

3.1.1. Data description

During the period May-October, 1987, four intensive field campaigrs
(IFCs) wete conducted at the FIFE site, during which tower-based
measurements of latent, seusible, and ground heat fluxes were made (Sellers et
al. 19‘§2). In addition, throughout-the summer of 1987, a network of portable
automated mesonet (PAM) stations was.operated,  from which measured values
of incoming solar and long-wave radiation, and other meteorological data are
available. Furthermore, long-term streamflow data exist for Kings Creek, along
with long-term climatalogical data at neatby Manhattan, KS, which allows for
validation of the hydrological portion of the VIC model. The strategy for
validation of the model was to estithate .the hydrological parameters using
érecipita.tion and strearnflow data for part of the long-term Kings Creek record,
and to evaluate its hy&ologicd performance using the remaininig part of the
tecord. The model's surface flux algorithms were then pa.r’ameteri‘zéd and
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validated using measured fluxes observed during the summer, 1987, IFCs. A
schematic _of the FIFE site with approximate locations of King’s Creek
catchment (shaded area), flux stations, and meteorological stations is shown in
Fig. 3.1 '

Daily precipitation and temperatuze maxima/migima have been collected
at Machattan, KS, which is about 11 km from the centroid of the Kings Creek
catchment, since the late 1800s. Daily air’erége stream dischacge data for Kings
Creek (U.S. Geological Survey Station No. 06879650, 1.7 km?') have been
collected since about 1980. Surface meteorological and surface flux data at the
FIFE site are limited to selected periods during the summer of 1987. Data from___
the. PAM stations include surface pressure (p); mixing. tatio (w) and air.
temperature (T3) at the 2 m level and horizontal wind speed (u) measured 5.4 m
above ground level, surface temperature (Ts), ground soil temperature, T1o
and'Tso, at 10 cm and 50 cm below the surface, fespectively, and. downward
short and long-wave radiation. Radiation data were also collected from flux
stations (eddy correlation and Bowen ratio). Data from both PAM stations and
flux stations wete averaged for each date and time among all the stations by
Betts et al. (1993). They found from consistency analysis of the caleulated and
measured net radiation that the flux data wete more self-consistent than the
PAM data. Therefore, we used the radiation data from the flux stations and the
atmospheric data from PAM stations to test our model surface flux and surface
temperature predictions. Data for 35 days common to the two data sets in the
summér of 1087 were used. They are June 30-July 11, August 9-20, and
October 6 -16. B

~3.1.2. Patameter estimation

The mmodel parameters can be classified into bydrological parameters and
atmospherically- related parameters. The hydrological parametess include .the
infiltration shape parameter b; (Eq. (2.20)), the soil pore size distribution index
Bp, the residual moisture content ér, the saturated hydraulic conductivity Kg
(Eq. (2.27)), the three base flow-related parameters Ds, Dy, and Ws (Eq.

TOTAL P.29
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(2.28)), the maximum soil moisture coritents W; ‘and W; in layers 1 and 2,
resPectxvely (Egs. (2:24) and (2.28)), the wilting point Ww and the critical point

(j=1, 2) in Eq. (2.14). Atmospherically rela.ted parameters include
archxtectural resistance rg[n] (Eq. (2.1)), minimum canopy tesistance rmin[n]
(Eq. (2.13)), leaf area index LAl[n,m] (n=1, 2, ..., N; m=1, 2, ..., 12) for
each surface cover class (Eq. (2.13)), the zero plane displacement height dg[n],
roughness length zg[n], and the relative fraction of roots in each of the two soil
zones fj[n] and fy[n] (Eq. (2.15)). We classify fj[n] and fs[n] as atmospherically
telated parameters because they determine the canopy resistance (Egs. (2.13-
2.15)).

Among the hydrological pa.ramétefs, only three (b, Ds, and Wg) are
best estimated using streamflow data if they are available. (both.Ag and ig in
Eqgs. 2.22 and 2.25 are not model parameters, they are evaluated at each time
_step). The other hydrological parameters can be estimated using soil .
characteristics. Clearly, for application in GCMs, global parameter estimation .
using streamflow data is infeasible; for GCM applications Dumenil and Todini
(1992) have suggested values for b;, Ds, and Ws. An ongoing research topic,
which will be investigated in the GEWEX. Continental Scale International
Project (GCIP) is to develop regional relationships for GCM. hydrological
parameters. However, because streamflow data were available for Kings Creek,
we made use of the observed data to estimate b;, D, and Wg.

Since the FIFE .site has a fairly homogeneous. tall .grass cover, the
number of vegétation types n in this model application can be. taken.to be'l,
ie, Cy[n]=1.0. To estimate b;, D5, and W, through calibration, we need to
know Ep|l] and ry[l], in addition to parameters W .WW Wcr (=1, 2), K,
Bp, or, f11], falll, un(zy), dgll], zgll), pl1], mm[l], and LAI[l m| (m=1,
2, .-, 12). At the FIFE site, the data required to estimate Ep[l] by the
Penman-Montexth method and rw[1] by Eq. (2.4) are available only during the
IFCs. Therefore, for the purposes of est:mating the hydrological parameters,
we used Hamon’s method (Hamon et al. 1954, Hamon 1961) which requires only
daily air temperature and latitude to estimate Ep(1). During summer, 1987 we
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also used Hamon Ep[i] during the between-IFC periods to allow continuous
computation of soil moisture (needed as initial values during the IFCs). The
daily Ep[l] computed using the Hamon formula was compared with the daily
Ep[1] obtained using Penman-Monteith’s equation for the 35 days of the 1987
FIFE IFCs. The comparison indicated that the Hamon equation gives smaller
Ep[l] estimates, but the pattern over the 35 day period was similar for both
Ep[1] estimates. Therefore, we scaled the Hamon estimates to have the same
mean as the Penman-Monteith estimates, using an adjustment factor ke, which
was determined to have a mean of 1.64 with a standard deviation of 0.70. The
scaled Hamon estimates were used for the long-term hydrologic water balance
computations, eéxcept during the IFC periods, when the data needed for
computation of the Penman-Monteith Ep[l] were available. During the IFC
periods, Ep[l] and ry[l] were estimated by the Penman-Monteith method and
by Eq. (2.4), respectively.

For the 35 days of the IFCs, we calculated an average aerodynamic
resistance (equal to the inverse of the. product of the drag coefficient from Eq.
(2.6) and the wind speed under the assumption that the resistance to the transfer.
of momentum.and water are equal). This average aerodynamic resistance was.
then used for the purpose of estimating the hydrological model parameters, and .
for computing the soil moisture at the beginning of the first. IFC and between
IFCs (but not for validation of the energy fluxes during the IFCs reported in
Section 3.2). The average aerodynamic resistance over the 35 days was 40.8 s/m.
with a standard deviation of 29.7 s/m. This value is within the range given for
short grass and crops by Monteith and Unsworth (1990). Since the roughness
length of many' crops decreases as wind speed increases, the inverse of
aerodynamic resistance is approximately a constant over a range of .low wind
speeds. The daily average wind speed during the 35 days was 2.38 m/s, and the
aerodynamic resistance (40.8 s/m) was taken as constant for the estimation of
the three hydrological parameters. In addition, we did not correct . for
atmospheric stability, primarily to assure compatibility of Ep[l] between the
IFCs and during the longer period of hydrological water balance simulation,
when the data needed to make the corrections were not available. However, the




40

stability correction given by Egs. (2.4) and (2.5) was applied to the energy flux
computations pe-formed for the model validations reported in Section 3.2. ‘

At the FIFE site, the depths of layer 1 (upper zone) and layer 2 (lower
zone) are about 0.5 m and 2.5 m respectively (Famiglietti and Wood 1993).
Since the soil texture at FIFE is silt loam (EPA 1991), the porosity was taken
" to.be 0.5, and thus WC1:=0.25 m and W§=1.25 m, and WJ?v and Wfr are about
26% and 46%, respectively, of the total water that the soil can hold. However,
Smith et al. (1993) reported that evapotranspiration was not observed to be
limited by soil toisture in the 20% -30% range, and they took 18% as the
wilting point instead, which we also used as our estimate. .In this study, we .
used 70% of field capacity as our critical point (we found via sensitivity analysis
that.almost the same. results were obtained when the critical point was 75%. of .
field capacity). The Ks, Bp, 0r were.taken as 6.44 mm/h, 0.16, and 0.0l m
respectively, following Famiglietti and Wood (1993). Since the vegetation is
dotninated by grass, we assumed that all the roots are in the upper zone (i.e.,
f;[1]=1.0 and f5[1]=0.0).

Because the wind speed from the PAM stations was measured at. 5.4 m
above the ground surface, and the other meteorological data were measured at
29[1]=2 m above ground surface, the wind speed was converted to the 2 m level
through a logarithmic velocity profile. Sugita and Brutsaert (1990) estimated
the zefo plane. displacement height dg[1]=26.9 m, and the surface roughness
length 24[1}=1.05 m at FIFE by analyzing neutral wind velocity profiles
measured by radiosondes. They found that a logarithmic velocity profile only
holds over the height ranges between 50 ra +19 m and 202 m + 101 m above the
ground surface. However, their values should be interpreted in the context of
the Flint Hills region, which is characterized by relief of about 25m between
steep ridges and valleys. By contrast, Smith et al. (19922) used much smaller
local values of dg[1]=0.25 m, and z;[1}=0.07 m. Their values fall between uncut
grass and long grass/crops for a relatively flat area (Arya 1988). Since the FIFE
site is only a small part of the Flint Hills region which covers a 50-80 km wide
north-south strip in Kansas from Nebraska to Oklahoma, we decided to use the
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smaller values for dy(1] and zg[l], and assumed a logarithmiic velocity profile
lecally. The 2 m wind speed can then be estimated as

Z9 [1] - do (1]

ot al Q]
un(zg) = “n(zl)‘ z [1] EN R (3.1)
(= |

where. z[1]=5.4 m, and un(z;) is the corresponding measured wind speed (m/s).
The value of rolt] for grassland is taken as 2.0 s/m (Ducoudre et al. 1993).
Monteith and Unsworth (1990) suggest that for crops .. [1]=100 s/m. Smith
et al. (1993) found, based on optimization, that the best values of r . [1] are in
the range 100-125 s/m. We take Ininll]=100 s/m to be consistent mth
Monteith and Unsworth (1990).

- The monthly average LAI{l,m] (m=1, 2, ..., 12) were detived from the .
average normalized difference vegetation index. (NDVIs) given by EPA (1991) .
with LAl a54=6.0 and LALy;3=0.1 which are consmtent with the values used by
Smith et al. (1993), -

LAI{l,m] = 0.1 + 0.0628(NDVI[1,m] ~ 33.0). (3.2)

The average monthly NDVIs for 1986, 1987, and 1988 at FIFE are listed in
Table 3.1.

The hydrological parameter Dy, can be either estimated by identifying
extended dry periods during the calibration interval 1982-85. using the
precipitation data, ard recession rates inferred from the observed Kings Creek
streamflows during these periods; ‘or by multiplying saturated hydraulic
conductivity by an average soil slope. We used the first approach, which gave
Dm = 82 mm/d. The hydrological parameters b, D, and Ws, were
estimated using streamflow at Kings Creek, and precipitation, and
maximum/minimum temperature data at Manhattan, KS from 1982-1985. The
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calibration gave b;=0.008, Dsj:7.7x10‘5, and Wg=0.96. The one-layer
snowmelt. model was not used to obtain the above model parameters, since not
much snow occurs in the Kings Creek catchment. Hydrographs for two of the
calibration years (1983 and 1984) are shown in Figs. 3.2a and 3.2b. The model
reproduces the streamflow reasonably well; discrepancies are attributed to a)
the distance of the precipitation gage from the Kings Creek catchment; b) the
inability of a single gage to represent spatial variations in precipitation; c) the
use of a daily time step for a.relatively small catchment whose time of
concentration is on the order of an hour or less; and d) small scale

heterogeneities which can strongly affect runoff production in small catchments,

and are not captured by a macroscale model such as VIC.

With the parameters described above, together with the parameters of1],
s1], Cg[l], Dg, and Ty, we then used the PAM and flux data to test our
model-predicted surface fluxes and surface temperature against the measured
values. The albedo of1] was taken as 0.2 during the IFCs following Famiglietti
and Wood (1993). The thermal conductivity «[1] and soil heat capacity Cs[1] in
Eq. (2.46) were estimated to be 0.514 Wm-lK'l and 213x106 Jm-3K-l,
respectively, following Smith et al. (1992b, 1993). The depth Do was taken to
be 0.45 m, and the temperature Ty (i.e., T5p) in Eq. (2.46) was prescribed as
293.6 °K, which was the avetage of Tgq for the selected 35 days of the IFCs.
The standard deviation of Tsq for the 35 days was 3.1 °K. The values of the
hydrologically and atmospherically related model parameters are listed in Table
3.2. We compared the surface energy budgets computed using both Eq. (2.32)
and Eq. (2.34), and found that there was almost no difference in tha results
when we took za[1]=25[1]=2 m.

3.2. Model validation at FIFE site

Figs. 3.3a and 3.3b show predicted and observed streamflow for 1986 and .

1987, two years not in the calibration period. Generally, the results are
consistent with those of the calibration period - the dry period flows are fairly
well represented, as is-the timing of the major peaks, but the magnitudes of the
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peaks, especially the largest ones, are subject to majot errors.. In this study,
streamflow prediction is not of primary importance; the purpose in evaluation of
the predicted hydrographs is to provide evidence that the model is producing a
plausible soil water balance. To this extent, the hydrograph simulations were
adequate. :

After. estima.tiz'ig, the hydrological model parameters, we used the FIFE
surface fluxes and meteorological measurements for the summer of 1987 to test
the model predictions of latent heat, sensible heat and ground heat fluxes, and
the surface temperature. We used the Kings Creek. precipitation network, as
well as the precipitation, air temperature, atid downward spla‘.r and long-wave
radiation composited from the PAM and flux stations by Betts. et al. (1993) to
test the model heat fluxes and surface temperature. Results are shown ia Figs.
3.4, 3.5, and 3.6 for parts of the June, July, August, and October IFCs.

Fig. 3.4 shows part of IFC 2 (from June 30-July 11). There were
precipitation events on June 30 and July 7..On the rest of the days, there was
little or no rainfall. During this period, the latent heat flux for dry days was
typically about 400 Wm-2. The model predicted the latent heat and sensible
beat fluxes fairly well, except that it somewhat underpredicted the July 9, 10,
and 11 latent heat fluxes and overpredicted the sensible heéat fluxes on the same
days. These days were characterized by relatively high winds, high potential
evaporation, and high soil moisture. The modeled surface temperatures agree
with the observed ones quite well, but the magnitude of the diurnal cycle of the
ground heat flux was underpredicted on some of the days.

Fig. 3.5 shows predicted and observed latent, sensible, and ground heat
fluxes, and surface temnperature, for the August 9-20, 1987 portion of the third
IFC. Rainfall occurred on August 12, 13 and 18. Before the August 12-13
storm, the soil was moderately dry. During this pericd, the observed latent
" heat fluxes were l2ss than 300 Wm-2. After the rainfall, the latent heat fluxes
increased to about. 400 Wm-2.. During this period, the model predicted the
latent heat and semsible heat fluxes quite well, except during the nights of
August 14 and 15, when the latent heat fluxes were overpredicted and the
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sensible heat fluxes. were underpredicted. This is mainly due to the high
potential evaporation obtained during that time. From Egs. (2.1) and (2.12), it
can be seen that large evaporation would be obtained if the potential evaporation
is large, even though ry[n] and rcfn] are reasonable. During this petiod, . the
ground heat fluxes were predicted reasonably well, although the magnitude of
the diurnal cycle was underestimated. The surface temperatures were well
predicted in general.

Fig. 3.6 shows.the energy fluxes and surface tempetature for October 6-16,
1987, a portion of IFC 4 which. was characterized by low soil moisture. During
this period, the observed latent heat fluxes were about 100 Win2 or less, while

the. sensible heat fluxes increased to about 300 Wm-2 (from about 200 Wm-2 in .

July and August). The model predicts the latent and sensible heat fluxes, and
surface temperature reasonably well, but it overpredicts the groand heat fluxes
on most of the days during this period. '

In general, the.model performed satisfactorily, - especially given .its
simplicity. There are some caveats in interpretation of the tesults. First, the
FIFE site is a native grassland, which is characterized by a single vegetation
type. Therefore, the portion of the model dealing with heterogeneous vegetation
was not exercised in these tests, so.the effects of certain associated
simplifications are not reflected in the results. A seécond, related limitation is
that since the FIFE vegetation is all grassland, the algorithms dealing with
trees, which usually extract moisture from the lower, rather than the upper,
soil moisture zone have not been exercised. The model has, however, been
implemented for a tropical forest application in connection with the Project for

Intercomparison of Land-surface Parameterization Schemes (PILPS) (Pitman et .

al. 1993, Liang et al. 1993) and the model results were comparable to those of
most of the participating models..

3.3. ABRACOS site

The second application was to the field site of the Anglo-Brazilian
Amazonian Climate Ob-<ervation Study (ABRACOS). The ABRACOS site is
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located in a ranch clearing surrourided by forest in the moist, tropical rain forest
climate regimne typical of Amazonia. The site was selectéd to characterize the
local and large-scale effects of the amazonian deforestation that has taken place
over the past 20 years (Myers 1991). ABRACOS is an ongoing project which
started in 1990 and will contifiue through 1994 (Shuttleworth et al. 1991). The
site is extensively instrumented for micrometeorological and climatological
measurements. During the three year period of routine monitoring of the near-
surface climate and scil moisture, five intensive micrometeorological and plant
physiclogical studies are planned to be carried to supplement the long-term .

routine measurements.

The time frame of the intensive measurement campaigns is summarized -
in Fig. 3.7 (taken from Shuttleworth et al. (1991)). One of the objectives of
ABRACOS is to collect data from cleared Amazonian forest and thus to provide
energy and. water balance and near-surface climaté measurements_for GCM
studies. The clearing site selected in the ABRACOS project is at. Fazenda
Dimona, which is located about 100 km north Manaus. (2°19’S, 60°19'W) in
central Amazonia (Fig. 3.8). It is a typical large cattle ranch created by felling
and burning the primary forest and sowing the clay soil with hardy pasture
grasses about 12 years ago. The studied aréa consists of about 84% grass, 11%
bare soil, 5% ttunks, and less than 1% bushes. The height of the grass cover
was about 28 cm in September 1990. This selected site was well managed, and
there was no overgrazing. A more detailed description of the site is given by
Wright et al. (1992). The climate is moist and hot with mean annual rainfall of
about 2400 mm. The driest months are from July to October, and the wettést
months are from Masch to May.

3.3.1. Data description

During 1990 and 1991, two.intensive field measurements, Mission 1 and
Mission 2, were carried out. Mission 1 started on Septémber 15 and ended on
November 5 in 1990, while Mission 2 was from June 30 to September 11 in 1991.

Four major instruments were used for micrometeorological data collection




46

at .the site. These are a profile tower with six logarithmically spaced
anemometers and psychrometers, a Hydra eddy-correlation device, a Bowen
ratio device (fromn Campbell Scientific Ltd.), and an automatic weather station.
Net all-wave radiation, specific humidity, and horizontal wind speed were
recorded at the profile tower. Soil teiriperaturés were recorded by thermistors
located 15 m upwind of the profile tower. Ground heat flux was measured as the
average of nine soil heat flux plates that were installed at 5 mm depth under the
grass and bare soil, located at equal distances along a trasisect about 15 m

upwind of the profile tower. The Hydra device, sampled with a frequency of 10 .

Hz, recorded air temperatute, specific humidity, and wind speed. A net all-
wave radiometer was connected to the Hydra. The Bowen ratio device measured
the temperature and humidity gradients between levels of 0.9.m and 3.2.m. In
addition, it had its.own net all-wave radiometér. The automatic weather station
recorded the wet bulb.temperature, dry bulb temperature, net all-wave
* radiation, wind speed, total incoming shortwave radiation, reflected shortwave
radiation, soil heat flux, and rainfall. Hourly rainfall was measured by a.0.2
mm tipping-bucket rain-gaugé attached to the automatic weather station
(Wright et al. 1992). All of the four. instruments were located. withii a few
meters of each other (Shuttleworth 1993, personal communication).

The hourly summary data for .the first two ABRACOS miissions were
provided by INPE (Instituto Nacional de Pesquisas), Sao Paulo, Brazil.. These
data were aggregated from ten minuie measurements and were subjected to a
data quality control process by staff at INPE. For purposes of determining
consistency between measurements, the following priorities were.assigned: 1)
profile tower, 2) Hydra eddy-correlation device, 3) Bowen ratio device, and 4)
automatic weather station. Missing and unreliable data were indicated by
7 -99” in the data base. The two-layer VIC model validation was conducted
using 17 days from Mission 1 and 42 days from Mission 2 that had_continuous
data.

Mission 1 started on September 15 and ended on November 5, but there
were only 18 days (from October 15 to November 1) that have almost continuous
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measurements of net radiation, precipitation, specific humidity, air
temperature, and wind speed that are needed to drive the two-layer VIC model,
and latent heat flux, sensible heat flux, and the ground heat flux that are
needed to validate the model predictions. Soil temperatures weré measured. at
depths of 0.05m, 0.1 m, 0.2 m, and 0.4 m. Soil moisture was measured weekly
in geferal, aud twice each week during the two missions using neutron probes.
A schematic outlining the profile of the soil water measurements is shown in Fig.
3.9. The soil moisture in the soil surrounding the eight neutron probe tubes was
measured at the depths of 0.1 m, 0.2 m, 0.4 m, 0.6 m, 0.8 m, 1.0 m, 1.2 m,
l4m, 1.6.m, 1.8 m, and 2.0 m below the ground surface. Since soil moisture

was not measured on October 15, but on October 16, only 17 days (from.

October 16 to November 1) were finally selected. Among the selected 17 days,
the wind speed at 0200 LMT on October 16.(Julian day 289) was missing, and
was’estimated by interpolation. In addition, a few.wind speed measurements on
October 16 were taken from.the automatic weather station at the elevation of 2.0
m above the ground. These wind speeds were corrected to the 3.6 m leve! so
that they were consistent with the wind speed in.the rest of the data of the
selected 17 days. The individual flux data were checked for errors to make sure
they fell within the ranges given by Betts et al. (1993) as {ollows:

Solar radiation -5 to 1200 (Wm’z) -
Solar refiected -5 to 250 (Wni_’2)

Net radiation - 98.to 1000 (Wm'z)

Latent heat - 100 to 500 (Wm‘2)

Sensible heat - 200 to 500 (Wm2)

Ground heat - 150 to 300 (Wm™2).

The check against the above criteria indicated no gross discrepancies in the flux
data.. .However, when the measured net radiation was compared with the sum of
the derived latent and seasible heat fluxes, and the measured ground heat flux,
three hourly values were found to have large relative errors. These are LMT
2100 on Julian day 293, 1900 on Julian day 301, and 0700 on Julian day 303
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with relative errors of 176%, 198%, and 41% respectively. These data were
replaced by interpolated values. The corrected data agreed well with the
consistency check. The average wind speed for the 17 days was 1.67 m/s with a
staidard deviation of 1.10 m/s; the average of the specific bumidity was 17.5
g/kg with a standard deviation of 1.0 g/kg; the average of air temperature was
26.6°C with a standard deviation of 3.7°C. The total precipitation of the 17
days was 6.6 mm, indicating that the period was generally dry.

The surface air pressuré was not measured during either Mission 1 or
Mission 2. However, there wete 26 days (from April 18 to May 13) in 1987 that
had surface pressure measurements at GMT 0000 on each day, and 5 days (from
May 1 to May 5) in 1987 that had six pressure measurements on each day at
0000, 0600, 1200,. 1500, 1800, aud 2100 GMT. The first set of pressure
measurements (26 days) had an average of 1004.1 mb with a standard deviation
of 1.1 mb. The second set of measurements (from May 1 to May 5) had an
average of 1003.5 mb with a standard deviation of 1.6 mb. Based on these
limited available pressure measurements and discussions with INPE scientists,
for the model.runs, the surface pressure was taken to be constant 1003.8 mb,
which is an average of all the measirements.

Mission 2 started on June 30 and ended on September 11, 1991, and
there were some missing observations. Among the 74 days, 72 days (from June
30 to September 9) have almost continuous measurements of the quarntities that
ate required to drive the two-layer VIC model and to compare the model
predictions with the observations. The Betts et al. validation criteria for.solar
radiation, solar reflected radiation, net radiation, latent heat, sensible heat,
and ground heat fluxes were applied as they were fot the Mission 1 data set. The
results indicated that all the data were within the specified ranges. However,
the data passed the consistency check for net radiation on only 42 days (from
July 5 to August 15). Large errors occurred on other days as shown in Fig. 3.10.
These large inconsistencies between the observed net radiation and the calculated
net radiation from the detived latent and sensible heat fluxes, and the measured
ground heat flux at the end of Mission 2 (i.e., after August 15) were probably
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due to drift in the hygrometer (Wright 1993, personal communication).
Therefore, only the 42 days (from July 5 to August 15) in Mission 2 were used.
for model testing.

Among the 42 selected days, theré were six measurements of specific
humidities at 1.2 m height, while the rest werée measured at 3.6 m. Since the
specific humidities do rot change much between the heights of 1.2 m and.3.6 m
above the surface, the 1.2 m measurements were ot corrected for height. The
average wind speed for the 42 days was 1.43 m/s with a standard deviation of
0.98 m/s; the average specific humidity was 16.5 g/kg with a standard deviation
of 1.1 g/kg; the average air temperature was 24.8°C with a standard deviation of
3.3°C; and the total precipitation of the 42 days was 105 mm. Although still
relatively dry in a climatalogical sense, the Mission 2 data include several storm
periods. From Fig. 3.14 it can be seen that there were major storms before July
5. '

3.3.2. Parameter estimation.

The ABRACOS site consists of about 84% short grass with average height
0.28 m, 11% bare soil, 5% tree trunks, and less than 1% bushes (Wright et al.
1992). Since measurements were niot conducted under the surface covers of the
trunks_and busheé, these trunks and bushes are assumed to be bare soil which
then . covers 16% of the .area. This consideration is consistent with the
measurements of the soil heat flux described by Wright et al. (1992). Thus, "the
number of surface covers at the clearing site is two, with Cy[1]=0.84 (n=1 for
grass) and Cy[2]=0.16 (N+1=2 for bare soil).

As described in Chapter 2, the two-layer VIC model has two soil layers,
an upper zone and lower zone. The upper zone in the model was designed to
represent the dynamic behaviout of the soil responding to rainfall events. In
other words, the soil moisture in the upper zone varies dynamically with rainfall
events and atmospheric moisture transport conditions, while the soil moisture in
the lower zone tends to characterize the seasonal soil moisture variations. The
lower zone only responds to rainfall when the uppet zone is relatively wet and




50

thus it can separate the subsurface flow fromi the rainfall quick response. At the
clearing site, the soil moisture measurements at the eleven different soil depths
described above showed that the soil moisture storage in the first 1 m depth
varied between (.3 m and 0.45 m from mid-Septemiber 1990 to December 1991,
while th- moisture storage béetweén 1 m and 2 m depth varied only from about
0.45 m to about 0.5 m for the same period (Hodnett ¢t al. 1993). Therefore, the
upper layer was tdaken to be from the surface to a depth of 1 m. Following
Hodnett et al. (1993), the depth of the lower layer was taken to be 9 m.

The soil at the clearing site consists of clayey oxisols from the Tertiary
Barreiras sediments. According to the Brazilian classification, oxisols ate.
generally classified as latossolos amarelos, alicos; and textura argilosa. In the
USDA Soil Taxonomy, oxisols correspond to the aplic acrorthox. From soil -
moisture measurements, the porosity was estimated as §=0.64, the wilting point.
as 6y,=0.34, and the field capacity as 8;=0.51 (Hodnett et.al. 1993). As before,
the critical point. was taken as 70% of the field capacity (6,,=0.36). Based on
field work by the Institute of Hydrology (U.K.) and INPE (Rocha 1993, personal
communication), the saturated hydraulic conductivity is Kg=79.2 mm/h, the
pore.size distribution index is Bp=0.053, the root depths of .upper and lower
layers are f;[1]=1.0 and f,5[1]=0.0,. and the soil thermal conductivity and soil.
heat capacity are 0.69 Wm'lK’l..a.nd 7.74x10° Jm’3K'1.reSpe_ctive1y. According
to Wright et al. (1992), the displacement height for the entire area is 0.17 m
and the roughness length is 0.026 m, and thus dg[1]=dy[2]=0.17 m and
z(1]=2([2]=0.026 m. S '

Since hourly net radiation was measured at the site, but not long-wave
" radiation, albedo and solar radiation were not used in this model application.
The study by McWilliam et al. (1993) indicated that the leaf area index (LAI) at.
the cleating site is about 1.5. In addition, due to the climatic conditions in.
central Amazonia, the LAI is relatively constant throughout the year. Monteith
and Unsworth (1990) suggest that for crops during the growing season, the
minimum stomatal resistance varies from 50 s/m to 100 s/m. The growing
season minimum stomatal resistance was measured to be 50 s/m (Bougeault
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1691).  Sellers and Dorman (1987) reported that the minimum stomatal
resistance is about 50 s/m for short vegetation.” Following the approach used by
Smith et al. (1993) to determine the minimum stomtatal resistance at FIFE site,
an optimization on the stomatal resistance within the range (50, 100) was
carriéd out using the data of the selected 17 days in Mission 1. The optimization
indicated that r ; [1]=50 s/m gave the best results, although the difference in
the latent heat flux due to Imiall]=30 s/m and T min(1]=100 s/m, for example,
is small. The absolute relative changes of the mean latent heat ard sénsible heat
fluxes during this period in Mission 1 were 8.0% and 12.1% respectively, while
the relative change in minimum stomatal resistance was.100%. Thus, the
stomatal resistance was taken as 50 s/m. The optimization on minimum
stomatal resistance r, . [1] was not carried out for the 42 days in Mission 2. As
for the application at FIFE site, the architectural resistance of grass was taken
as 13[1]=2.0 s/m (Ducoudre et al. 1993).

The soil temperatures were measured at four different depths as described
in Section 3.3.1, and are shown in Figs. 3.11 (from September 25 to October 5.in .
1990), 3.12 (from October 15 to November 1 in 1990), and 3.13 (from June 30
to September 10.in 1991). From Fig. 3.11, it can be seen that the soil
temperature. at 0.05 m depth dropped.below 0°C around September 30. This
was. due to a measurement problem. (Wright 1993, personal communication).
Fig. 3.12 shows the fluctuation of the soil temperatures at 0.05 m and 0.4 m
depths is suspiciously large from October 17 to 28. _During Mission 1, the
variation of the soil temperature from its mean at 0.4 m depth is about 14 times
latger than.the variation of the temperature at depth 0.2 m, and.about 4 times
larger than the variation at depth 0.1 m. Therefore, the temperature
measurements at the 0.4 m depth in Mission 1 appear inconsistént, so are the
measurements at 0.05 m depth. The soil temperature measurements at depths
0.05 m and 0.4 m in Mission 2 indicated alarming drifts. Thus, the Mission 2
soil tempe ature at depth 0.4 m could not be used. Since the fluctuation of the
soil temperature at 0.2 m depth is small (mean 26.8°C and standard deviation of
0.6°C.in Mission 1; 27.1°C mean and 0.6°C standard deviation in Mission 2),
the mean of the soil temperature at the depth 0.2 m was assumed to be a
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constant and T5=300°K was used in the model. Thus, depth D, that
corresponds to the constarnt temperature Ty is 0.15 m.

Since there were no streamflow data available in the studied area, the
hydrological parameters b;, Ds; W;s could not be estimated through the
standard hydrological calibration method, nor could the maximum subsurface
flow Dy be estimated by analyzing the dry period streamflow as was done in the
FIFE application. Instead, Dmy was estimatéd by multiplying the saturated .
hydraulic conductivity by the average soil slope. At the clearing site, the slope
is about 3°. As for the three hydrological parameters b, Ds, and Wg, they
were assigned values based on the ranges suggested by Dumenil and Todini .
(1992). The effect of specifying the three parameters in this.way is insignificant
to the model predicted latent heat and scnsible heat fluxes (see Chapter 4). The
value of each parameter used at the clearing site is given in Table 3.3.

As noted in Section 3.3.1, soil moisture was measured at 11 depths, and
thus the average soil water content could be derived for.both the upper layer and
the lower layer. Since the soil moisture was measured on October 16 of 1990 and
on July 5 of 1991, the average water contents on each day were dérived .as
§=0.368 (0.368 m) and §=0.436 (3.924 m) for the upper and lower layers on
October 16, respectively, and as §=0.420 (0.420 m) and ¢=0.466 (4.191 m) for
layeis 1 and 2, on July 5, respectively. These values were used as the initial
soil moisture contents of the two test runs for Missions 1.and 2 respectively. The.
initial value of the intercepted water by the canopy was estimated based on
precipitation information .for the days prior to October 16 and July 5. On
October 14 and 15, the two days before the beginning of the Mission 1
calculations, there was no rainfall. | Therefore, the initial intercepted water for
Mission 1 was set to zero. For the Mission 2 application, there was some rainfall
on July 3 and 4, but there was no rainfall for the four hours before the beginning
calculation time at 0000 LMT on July 5. Since the maximum intercepted water
by the given LAI was 0.17 mm and the average evaporation rate at that time
was 0.18 mm/hr (Hodnett et al. 1993), the small intermittent rainfall with rates
less than 0.2 mm/hr before 2000 LMT on July 4 should have evaporated within
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the four hours before 0000 LMT on July 185, and the initial intercepted water
for Mission 2 was also set to zero.

3.4. Mode! validation at ABRACOS site

With the model parameters determined above, the two-layer VIC model
was applied to the hourly data of the 17 days in Mission 1 and the 42 days in
Mission 2. The model predictions of the bourly latent heat, sensible heat, and
ground heat fluxes were tested against the hourly observations. Since surface
temperature was not. measured, the model-predicted effective surface
temperature was not tested.

Fig. 3.15 shows the model predicted (dotted) latent, semsible, and
ground heat .fluxes .and the corresponding observed quantities (solid.line) for
Mission 1. During the 17 days of Mission 1, there was little rainfall, except for
the one on October 24 which reached about 3.6 mm for one hour (see Fig. 3.14).
During the first 6 days, the observed latent heat fluxes were about 300 Wm2,
and the sensible. ceat fluxes were about 200 Wm'z, while the latent heat and

sensible heat fluxes both had smaller values on the last 6 days. . The model.
predicts. latent heat and sensible heat fluxes well for the first 12 days. For the.

remaining 5 days of Mission 1, the model underpredicts the latent heat fluxes
and overptredicts the sensible heat fluxes on the same days.

. The reason for the underpredictions . of latent. heat fluxes at the end .of

Mission 1 might be due to underestimation by the model of the soil Ioisture

during that time (Fig. 3.19). In fact, for the 17 days of Mission 1, the model
indicates that- reduction of upper. zone soil moisturc (first 1 m depth) is
accompanied by a reduction of latent heat and an increase in sensible heat, but
the observed data do not support this.. From Fig. 3.19, it can be seen that the
observed upper zone soil moisture increased during October 25 to 27 with no
+ rainfzll events observed during that petiod.. This increase of soil moisture makes
it possible to evaporate more during the next few days as is shown in the
observed latent heat fluxes.. In contrast, the model shows a decrease in upper
zone soil moisture that is consistent with the no rainfall period. This decrease of
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soil moisture reduces the latent heat flux and increases the sensible heat flux as”
shown in Fig. 3.15. The increase of observed soil moisture during the no rainfall
period might be due to moisturé rhovement from the lower zone. Such capillary
movernent is not représented in the current two-layer VIC model. The largest
difference between model-simulated and observed soil moisture in Mission 1 was
about 20 mm.

For the ground heat fluxes, the model predicts the peaks fairly well for
the first 7 days, and ovefpredicts the peaks for the remainder of Mission 1. The
model-sirhulated ground heat fluxes tend to give larger negative values on the
days where small spikes occurred on either obsérved latent hga.t flux or senmsible
heat flux such as on October.17, 18, 19, 20, 21, etc.,, while reasonable
negative ground heat fluxes wete predicted on October 22, 23, and 24, for .
exarnple, where such small spikes weré not present in the measurements. The
means and their standard deviations of the model predicted fluxes and the ones
of the corresponding observed.quantities for Mission 1 are listed in Table 3.4a.
From Table 3.4a, it can be seen that the differences between model predicted
statistics (mean and standard deviation) and the observed statistics are small..

The comparison between model predicted and.the observed fluxes for the .
42 days of Mission 2 is shown in Figs. 3.16 (from July 5 to 18), 3.17 (from July
19 to August 1), and 3.18 (from August 2 to 15). Tae soil was moister during
Mission 2 than it. was during Mission 1. The upper zone soil moisture was .above
the critical point.for the duration of Mission 2, while it was only slightly above
the wilting point at the end of Mission 1. The observed latent heat fluxes were
about 400 Wm2 on the days with no rainfall. From Fig. 3.16, it can be.seen
that the model predicts the latent heat fluxes very well on both raining days and
non-raining days. In general, the model overpredicts the sensible heat fluxes
slightly and underpredicts the ground heat fluxes slightly as well, but the overall
. prediction is quite good during these days. The model predicts the laient heat,
sensible heat, and ground heat fluxes quite well from July 19 to August 1 (Fig.
3.17), and from August 2 to. 15 (Fig. 3.18). The sume slatistics used tc
summarize the model performance for Mission 1 were comyuted for tae 42 days

1

\
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in Mission 2 and are listed in Table 3.4b. The large negative simulated ground
heat fluxes predicted in Mission 1 did not occur in Mission 2 (see Figs. 3.16,
3.17; and 3.18). A closer look at the observed flukes during Mission 2 indicates
that the small spikes in the observed latent heat and sensible heat fluxes were
not present in Mission 2, suggesting that some of the apparent Missiofi 1 model
error may in fact have been attributable to measurement errors.

During Mission 2, the model simulated moistures were larger than the
observed ones before August 7, and smaller than the observed ones after August
7. Nevertheless, the largest difference was less than 30 mm. (Fig. 3. 19). The-
statistics of the soil moisture predictions and observations for stsxons 1 and 2
are given in Table 3.5.

3.5. Summary of the model application

The two-layer VIC model petformed well for. a hot and.moist condition
which is much different from the FIFE site.” The applications to the ABRACOS
and FIFE sites suggest that the two-layer VIC apptoach, coupled with a .
simplified vegetation model, may be sufficient to represent land surface fluxes.
Nonetheless, it must be emphasized that the model testing to date is for two
small areas with the specific land covers. and climates; -more testing will be
required at other sites where.detailed surface flux data are available before the
model can be considered to be globally validated. This latter concérn, however,
:s not limited to this. model alome; a major thrust of such projects as GCIP
(GEWEX (global energy and water cycle experiment) continental-scale
international project), and large scale field experiments such as BOREAS
(boreal ecosystem-atmosphere study), is to provide better large area surface
moisture and energy flux data for validation of GCM land surface algorithms.
The approach described in Chapter 2 may be considered as 2 candidate protocol
for future validations of GCM land surface parameterizations.
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Table 3.1. Average monthly NDVIs at the FIFE site

Mo . J FMAM J J A S

O N D

NDVI

53 38 66 89 132 147 145 136. 122 84 66 62

Table 3.2. Model parameters at the FIFE site

-

Parameter Value Parameter Value
b; 0.008 rofl] (s/m) 2.0
Dmp (mm/h) 0.34_ Trminll] (s/m) 100.0
Ds 7.7x10°3 doll] (m) 0.25
W, 0.96 2o[ll (m) _ 0.07
Bp 0.16 Cvl1] 1.0
Ks (mm/h) 6.44 £1(1) 1.0
W1 (mm) 250.0 fo[1] 0.0
W5 (mm) 1250.0 T ( °K) 293.6
Wj“’ (mm) o.wwic af1] 0.2
W (mm) 0.46W§ s[1] (Wm-1K"1) 0.514
6 0.5 2.13x106

Csll] (Jm-3K-1)
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Table 3.3. Model parameters at the ABRACOS site

Parameter Value Parameter Value
b 0.1 rofl] (s/m) 2.0

Dy (mm/h) 4.15 Trminll] (s/m) 50.0

Ds 0.008 dol1] (m) 0.17
W, 0.9 Zo(1} (m) 0.026." -
Bp 0.053 Cy{1] 0.84

6 0.64 LAI[1, m] 1.50.

K, (mm/h) 79.2 £01] 1.0

WS (mm) 640.0 £o(1] 0.0

W5 (mm) 5760.0 - Ty (°K) 300.0
W (mm) . 0.53WS «[1] (Wm'lK1) 0.69
WT (mm) 0.56W¢ Cs1] (Im 3Ky 7.44x10°
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Table 3.4c. Comparison of statistics for. ABRACOS Mission 1

Names . Mean(cal) Std(cal) Mean(obs) - Std(obs)

(Wm2) (Wm"2) (Wm2) (Wm™2)
Latent 7.63 98.88 6446  _. 102.16
Sensible 40.38 69.91 41.19 67.99
Ground  -0.33 97.80 2.07 18.52

Table 3.4b. Comparison of statistics for ABRACOS Mission 2

Names Mean(cai) Std(cal) Mean(obs) Std(obs)

(Wm™2) (Wm2) (Wm2)  (Wm?)
Latent  93.73 128.86 © . 95.86 134.69
Sensible 30.98 44.87 24.35 38.31

Ground -4.05 21.63 .43 _ 22.41
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Table 3.5. Comparison of upper zone soil moisture for
ABRACOS Missions | aad 2

Natnes MeanScal) Std(cal) Mean(obs) . Std(obs)
(mm (mm) . (mm) (mm)

Mission 1 348.34 2.17 : 354.61 8.78
Mission 2 402.64 . 19.10 395.06 14.49
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Fig. 3.1 Schematic representaticn of the FIFE site .with approximate
locations of King's Creek catchment (shaded area), fluxes stations,
and meteorological stations (After Famiglietti et al. 1992).
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Kings Creek, KS'
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Fig. 3.2  Predicted (dotted) and observed (solid) streamflow for Kings Creek
for calibration years 1983-1984.
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Kings Creek, KS
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Fig. 3.3 Predicted (dotted) and observed (solid) streamflow for Kings Creek
for validation years 1986-1987.
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Intensive campaigns
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Fig. 3.7  Schematic representatior. of the time frame for the Anglo-Brazilian
Amazonian Climate Observation Study (ABRACOS) (After
Shuttleworth et al. 1991).
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Fig. 3.8  Location of the ABRACOS site (After McWilliam et al. 1993).
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Fig. 3.9  Vertical schematic representation (not to scale) of the location of
the profile tower (9 m in height) and the eight neutron probe.tubeé
(over about 500 m horizontally) used for soil water measurements at -
the ABRACOS siie (After Hodnett et al. 1993).
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Fig. 3.10 Consistency check of hourly fluxes for ABRACOS Mission 2 (June
30-September 9, 1991).
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CHAPTER 4. SENSITIVITY ANALYSIS '

In Chapter 3, the two-layer version of tle variable ir itratiosn capacity
(VIC) model (described in Chapter 2) was evaluated by comparing model-
simulated surface heat fluxes with those observed at two sites: a native tallgrass
praitie of the FIFE site in the United States.and a deforested tropical forest of
the ABRACOS site in Brazil. However, futther validaticn opportunities are
litnited due to the small number of locations globally wheére surfice fluxes of
moisture and energy have been measured.

An alternative approach to model testirig is sensitivity analysis. Although
lacking the benefit of comparison with observations, a systematic analysis of the
mode! sensitivity can at least help us understand how the parameters affect the
model results. The most comxﬁonly used sensitivity analysis method is the one-
factor-at-a-time approach. The other,. recently suggested for climate model
assessments by Henderson-Sellers (1992, 1993), is the so called factorial design
meéthod (Box et al. 1978) which has the advantage of investigating ind
identifying multiple factor intéractions among the parameters. In this chapter,
the two methods are combined. to investigate and identify the thodel parameters
that most strongly affect the two-layer VIC model.

4.1. Factorial designs

Unlike the "change one-factor-at-a-time” approach, the factorial design
method tests both the sensitivity to changes in individual parametets, and to .
interactions between groups of parameters. . A general factorial design tests a
fixed number of possible values for each. of the model parameters, and then
investigates and identifies the ranks of effects of each parameter by ruiining the
model through all the possible combinations of the parameters. For example, if
there are k parameters (Pys Pgs e pk) in the model, and there are 1| possible
options (called levels) for the first variable (py)s 15 cptions for Poy .. andly
options for Py, then, a complete factorial design would include i xlgx ... xly
combinations. In this analysis, however, a factorial design at only two levels
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was considered. Thus, there will be only 2K combinations ‘of the model
parameéters in thé above example. '
Consider a k=3 parameter (23 factorial) design as an example to illustrate
the method. Assume that the three parameters are roughness length z,, leaf
aréa index LAI," and the minimum storatal resistance S
vatiable of interest is annual latent heat flux, the design matrix is:

If the prediction

Run ) LAL Thiin PwleE
1 - - - N
2 +- - - ¥9
3 - + = Y3
4 + o+ - vy
5 - - + ¥
6 + - + Y6
7 . - + + Y7
8 + + + ¥g

where "4” and " -” signs represent the two possible values of each parameter,
with ”+7-for high values and " ~” for low values. With this design matrix, the
effects due to each parameter alonié can be estimated as,

i (Sij'yi)

E; = ilNJ__ (4.1)

where Ej represents the effect of jth factor (i.e., in jth colurhn), n is the total
number of experimental runs (i.e., n=8), sij represents the. sign in row i and
columa j, y; represents the value (e.g., annual latent heat flux) obtained from
the ith experimental run, aad Nj is the number of ”+” signs in colutnn j. Using
Eq. (4.1) and the above design matrix, the effects of parameter interactions on
the mode! results can also be estimated based on the signs for the parameter
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inferactions as shown below. The signs are obtained by using the rule that plus

("+”) times minus (" -") gives a minus (" ~"), and that minus ("=") times _

minus (" ~") or plus ("+") tithes plus ("+”) gives a plus ("+").

Run 29-LAT  zg-rp.. LALx . zy-LAI ‘Tria
1 + + + -
2 - - + +
3 - + - +
4 + - - -
5 + - - o+
6 - —+ - -
7 - - -+ -
8 + + + +

With all the E’s estimated from Eq. (4.1), the degree of importance of the
pa.ra.meters and the1r interactions can be determmed One way of doing tkis is to
plot the b :$ on a normal probability scale (Box et al. 1978). Any points that are
outliers from the straight line on normal probability paper could be considered to .
affect the rnodel results significantly, since it is assumed that changes in levels .
of the va.na.Dles have noreal effect on the model results, and thus the model
results (i.e., E. s) would occur simply as a result of random variation. about.a
fixed mean. The others are noise, assuming that all the higher interactions are
negligible. Neglecting higher order parametér interactions is conceptually similai
to neglecting higher order terms in a Taylor expansion (Box et al. 1978).
Another way of identifying the parameters which have major effects on the
model results was suggested by Henderson-Sellers (1992, 1993). She used an
iterative method to find thresholds that were two, three, or four standard
deviations from zero. Any E :s greater than the estimated thresholds were
- considered to have significant effects on the model results.

4.2. Fractional factorials

From the experimental design described above, it can be seen that the
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number of experimental runs increases geometrically with the number of model
parameters. A land-surface parameterization scheme with 10 parameters, for
example, would need 210=1024 experimental russ to investigate all the sirigle
and interacting parameter effects. This number of runs is computer intensive, if
not totally irnpossible. . Howaver, from a mathernatical point of view, it is not.
necessary to conduct all of the expetrimental runs, since not all of the parameter
interactions would have appreciable effects on the model results. In fact, there
tends to be a hierarchy in terms of the thagnitude of the parameter effects. The
single parameter effects (called main effects) tend to Lave greater absolute
magnitudes than. theé. two-parameter interactions, and the two-parameter.
interactions tend to have greater effects than the three-parameter effects, and so
on. The terms of a Taylor. series expansion of a response function can be
associated with the main effects and the interactions (Box. et al. 1978).
Therefore, the higher orders (or higher interactions) in the Taylor expansion
seriés have larger opportunities to be ignored. In addition, when a large number
of experimental runs is introduced, some of the tuns are redundant (Box et al.
18/)  Therefore, only a fraction of the experimental runs of the factorial design
is needed.

When a fractional factorial design is used, it implies a tradeoff between.
the loss of information about higher order interactions and the number. of
experimental runs. In.addition, it will introduce confourding patterns where
certain combinations of the parameters are indistinguishable from others. These
confounding patterns can be between single parameter and .two parameter
interactions, two parameter interactions and other two parameter interactions,
two- and three-parameter. interactions, and. so on, . depending on the
"resolution” at which the fractiona! factorial experiment is designed. A design
with resolution R is defined as the ome in which no k-parameter effect is
confounded with any other effect containing fewer than R-k parameters (Box et
al. 1978). For example, a design with resolution 4 won’t have any main effects
confounded with any two parameter interactions. However, the main effects can
be confounded with three parameter interactions, the two parameter
interactions with other two parameter interactions, and so on. When
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confounding patterns occur, it is usually considered that lower order effects are
more likely than higher order effects. However, to be sure that this is the case,
either further experiments néed to be conducted, or physical reascning is used to
eliminate cértain parameter(s) within the confounding sets.

The procedure for conducting a fractional factorial design is:

(1). Determinie the number of model parameters that need to be investigated
and the number of experimental runs to be conducted;

(2). Deternine the design resolution;

(3). Select the parameters to which . signs will be assigned ("primary
parameters”), and specify their plus and minus signs;

(4). Determine the signs of the remaining patametets that are selected in (1)
based on defining relations (defining relations are the equations through. which

the plus and/or minus signs of the rest. of the parameters are deterrained based
on the signs assigned to the primary parameters);

(5). Write out the design matrix, with "+” and " -" signs representing the two
possible levels of each parameter;

(6). Calculate the effects (also called contrasts) by using Eq. 4.1;

(7). Find the confounding patterns, aad check if further experiments are
needed;

(8). Rank the degree of importance of these investigated parameters based on
their absolute magnitudes of effects.

4.3. Fractional factorial experiments with the two-layer VIC model
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The two level fractional factorial experiment method is used in this
section to investigate the sensitivities of the. parameters in the two-layer VIC
model. An off-line mode (i.e., prescribe the input forcing data such as solar and
long-wave radiation, precipitation, wind,. air temperature, and specific
humidity) sensitivity testing was used. Off-line testing has been reported to be
an efficient way of exploring the effects of model parameters for GCM land-
surfacé parameterizations (Dickinson and Henderson-Sellers 1988). Hendetson-
Sellers (1992, 1993) used thé secotid year results from a two year sirnulation
period to analyze the parameter semsitivity of BATS. Use of a second year
simulation following a "warm up” year is preferable to the shorter périod sed in
some previous studies, e.g., 10 days (Wilsor et al. 1987) or 150 days (Dickinson
and Henderson-Sellers 1988) sincé initialization effects are removed (Headerson-
Sellers 1992, 1993).

In this analysis, the one.year of PILPS (Project for Intercomparison of
Land-surface. Param.eterization Schemes) prescribed atmospheric  forcing
representing two climatic regimes was used: .(1) moist, tropical forest; and (2)
a midlatitude grassland. The PILPS atmospheric forcing data were obtained
from the NCAR CCM1-Oz (Henderson-Sellers et al. 1993) for a forested grid cell
centered at 3°S, 60°W, and a grassland grid cell centered at 52°N, (°E
respectively. = The atmosplieric forcing data include (1) downward shortwave
radiation, (2) downward long-wave. fadiation, (3) precipitation, (4) air
temperature, (3) wind speed; (6) surface pressure, aad (7) specific humidity.
Pitman et al. (1993) provide details of the PILPS exper.ments. where the above
two sets of forcing data (i.e., at the tropical forest and midlatitude grassland)
were used by twenty different land-surfaceé._schemes run to equilibrium. The
simulated latent and sensible heat fluxes, surface temperature, runoff, and
other sutface fluxes and state vasiables predicted by the twenty schemes are to
be compared. The two-layer VIC model is among the twenty participants.
Ftom the monthly precipitation forcing data shown in Fig. 4.1, it can be seen
that there is considerable seasonality in the précipitation at both sites. The
monthly precipitation is highest in February, October and December, and
lowest in May-August at the forest site. For the grassland site, monthly
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precipitation is highest in July-September, and uniformly lower in the rest
moriths.

There are 23 parameters associated with the canopy/land-cover types in
the two-layer VIC modeél (Table. 4:1.). In the PILPS study, patameters for
Manabe bucket, SiB-, and BATS- type models wére suggested for both
grassland and forest sites. Although the two-layer VIC model is not strictly
similar to any of these types, there aré some common parathetérs. Therefore,
the VIC model parameters were determined as was most appropriate based-on
the given information. For example, the model pore size distribution index Bp,
and the model maximum subsurface flow Dax can be expressed in terms of the
PILPS parameters as,

— 1.
Bp—'ﬁ‘
Dma_x= Ks-ta.nx

where B is the soil wetness exponént, and tany is the surface slope. In addition,
the soil moistiire critical point was taken as 70% of field capacity, and the
surface albedo (snow-free) was obtained by weighting the albedos with the
corresponding fractional coverages of vegetation.and bare soil. There remained
four parameters that. could not be deterrniried based on the PILPS. information. .
They are thé architectural resistance o, the infiltration shape parameter by, the
fraction of the maximum subsurface flow Dg, and the fraction of the maximum
soil moisture content in the lower layer W3. The values of the architectural
resistance can be obtained from the literaturé. They ate 25 s/m.and 2 s/m for
the rain forest and grassland respectively (Ducoudre et al. 1993). The values for
the other three paramete}s, however, cannot be estimated well.  unless
streamflow data are available and ate via a hydrogtaph fitting procedure. Since
no streamflow data were available, their values were specified according to
Dumenil and Todini (1992). The values of the twenty-three VIC rmodel
parameters are listed in Table 4.1.
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Of the 23 patameters, 12 are €ither relatively easily estirrated from field
data or have relatively narrow feasible ranges compared with the remaining
parameters. Therefore, these 12 parameters were fixed at the nominal values
given in Table 4.1. The two level fractional factorial sensitivity analysis was
only applied to the remaining 11 parameters, whére their two levels (high and
low) were determined based on 50% perturbation about the values given in Table
4.1. Therefore, the high level "+ is related to the value given in Table 4.1 for
the parameter plus 50%, and the low level ” -7 corresponds to the value given
in Table 4.1 minus 50%. If the values (high and low) determined in this way
exceeded either the range of that parameter reported in the literature or its
physical range, then the high and/or low values were adjusted to the literature
or physical bound. For.thé three parameters (bi, Ds, and Wg), the two levels
were obtained .based on the ranges suggested by Dumenil and Todini (1992).
Adding or subtracting 50% error to the parametets may be an exaggeration of
the parameter estimation erfors in some cases, but their ranges should be

belpful in exploring the parameters sensitivity of the two-layer VIC model. The .

eleven parameters with their high "+” and low " —” values are given in Table
4.2.

Four metrics were selected for investigating the sensitivity of the two-
layer VIC inodel. They are the annual total évaporation (mm/yr), annually
averaged sensible heat flux (Wm’z), annual total runoff (mm/yr), and hourly
minimum surface temperature (K). To climinate initialization effects, the
PILPS procedure of running the simulations for n-year repetitions of the one year
forcing was followed ustil convergence was reached. In this case, convergence is

taken to occur when the monthly maximum, minimum, and mean of the laad

surface fluxes, surface temperature, and runoff were essenitially identical for the
subsequent simulation years. The total evaporation and runoff are the hourly
accurnulated quantities for the equilibrium. year; the sensible heat flux is an
hourly average of the equilibrium year; and the minimum surface temperature is
the single lowest hourly temperature sirmulated for. any hour ia the equilibtium
yeaf. These four measures were selected to represent the radiative and
hydrological characteristics of the two-layer VIC model.
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Since there are 11 model parameters in the sensitivity analysis, there
would be 211=2048 experiment runs if a full factorial experiment were used.
However, this number of runs is fiot necessary as discussed earliér. A fractional
factorial expériment of 32 runs with resolution 4 (i.e., 211‘1,.6'= 32) Wa.55 designed
in this analysis. Using the notation of Box et al. (1978), in the 2y, design,
there are 5 primary parareters, and the remaining 6 parameters are associated
with them. The five primary parameters were selected atbitrarily as roughness
length zj, soil moisture content at critical poiut fcry minithum stomatal
resistance T soil thermal conductivity x, and LAI Let us represent the 11
parameters by parameter indeéx numnbers where the symbol 10, for example,
represents the tenth parameter, then we can specify them as (see Table 4.2),

ZO'—]. 661.72 rmin—3 & - 4. LAT—5

Cs-6 6 -7 6y -8 b -9 Dg-10 W,-1II

The last 6 parameters are related to the first 5 primary parameéters through the
defining relations given by Box et al. (1978). The defining relations are:

I=1236, 1=2347, 1= 3458, - (4.22)

I=1349, I=14510, I=2451T.. (4.2b)

where ‘T’ represents a column of all plus signs, and 1236 represents the resultant
sign from the signs of parameters 1, 2, 3, and 6 based oz the plus times minus
rule discussed earlier. In other words, the above equalities méan that the sigtis
on both sides are.the same. For examiple, if the sigas for 1, 2, 3, and 6 are
"+7, "47, "=" and " -" respectively for run 1, the sign of 1236 is then "+”
according to the plus times minus rule, and it.has the sameé sign as 'I'. If the
sign of 1236 is " ~", then it won’t be equal to 'I’, i.e., I#1236. From_the
above six defining relations, the sign of a parameter index number can be
determined if the signs of the remaining variables are known. This can be done
by multiplying the aumber (i.e., parameteér) on both sides of an equation. For
instance, the sign of aumber 6 can be determined by 6=I.6=1236-6=123.1=123.
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Since the first five nutbers have been chosen as the primary parameters, their
signs can be specified, and the signs for the remaining fiumbers can be then
obtained by multiplying its number on both sides of *he equation. The six
relations from the above defining relatiotis are,

6=123, 7=234, 8=345 (4.3a)
9=134, 10=145 11 = 245. (4.3b)

The above six relatioiis are called genérators. Thus, by specifying the plus and
midus signs to the five pritary parameters for the 32 experimental runs, the
signs of the remaining six parametérs in the 32 runs can be obtained through the
above six generators. The relations in the above six generators are not unique.
There are other ways to define the six generators for the 11 parameters. ..
Howevet, the design shown here is preferred because it ensures that all the main
effects are not confounded .with the effects of any of the two parameter .
interactions. Only two paraineter interactions are confounded with each other if
higher order effects are not considered (Box et al. 1978). In other words, the .
design shown here guarantees a design with resolution IV in 32 experimental

runs. . The design matrix with all the plus "+ and fninus " - * signs for_each of |
the 11 parameters in the 32 runs.is shown in Table 4.3.

From the above six defining relationis, all the confounding patterns of this
resolution IV design with 32 expefimental runs for 11 parametérs can be found
based .on the procedures. described by Box et al. (1978). In the following,
however, only the confounding patterns for the two parameteér interactions aré
discussed; higher order interactions.are assumed to be negligible. Multiplying
two of the six defifiing relations. at a timhe (&g, 1 = I.I = 1236.2347 =
1.2.2.3.3:467 = 1.1.1.467 = 1467) gives the I’s with only four parameter
combinations as follows,

I = 1467 = 2469 = 2578 = 1279 = 35711

= 1589 = 13810 = 238TT = 35070 = 1210 1T (4.4)
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Multiplying three at a time gives the I’s with only four pararieter combinations
as follows,

I =3679 = 56710 = 47811 = 48910 = 3610 11 _
= 26810 = 16811 = 56911 (4.5)

Multiplying four at a times gives the I's with only four parameter combinations
as follows, .
1=7910 11 (4.6)

Multiplying five and six at a time won’t end up with any I’s that can be
expressed by only four parameter combinations. Therefore, they cannot result
in any confounding patterns among two parameter interactions. By multiplying
12 through Egs. 4.2, 4:4~4.6 and omitting words with three or more numbers,
for example, we obtain

1.12=1236.12 = 1279.12 = 1910 11 . 12
ie.,

12=36=179=10T1

Thus, the two parameter interaction 12 is confounded with interactions of 36,
79, and 10 I1. Following this procedure, the corfounding patterns for the two
parameter. intéractions for the entire design can be obtained based on the
relationships defined in Egs. 4.2, 4.4-4.6. The confounding patterns for two
parameter intéractions are:

12=36=79=1011 13 = 26 = 49 = 810
14 = 39 = 510 = 67 15 =410 = 89

16 = 23 = 47 = 811 17 =29 = 46

18 = 310 = 59 = 61T 19 = 27 = 34 = 58
110 = 211 = 38 = 45 111 = 210.= 68

24 =37=511 =69 ‘ 25=411=178




o
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i

- oo
al =

I

7 =610 . . 35 =48 = 711 = 910
91“ (4¢.7)

The matrix having all the plus and minus signs for the two parameter
interactions are shown in Table 4.4.

-4.4. Results of fractional factorial experiments

With the Qx.edésign discussed above, the thirty-two experimental ruas
were conducted for the grassland site and the forest site respectively. The results °
for the four metrics of the 32 two-layer VIC model runs are listed in Tables 4.5a
and 4.5b for grassland and forest respectively. The eleven main effects and the
two parameter interaction effects (specified in Eq. 4.7) are listed in Tables 4.6a
and 4.6b for grassland and forest respectively. The iterative method (Henderson-
Sellers 1992, 1993) discussed in Section 4.1 was used to find the two-; .and/or.
three-standard deviations (20 and 3¢). All the main effects and the two
parameter interaction effects that are greater than 3¢ in any of the four measures
at both sites ate shown in Tables 4.7a and 4.8a respectively.

From Table 4.7a, it can be seen that only LAI was significant for three
metrics (the total evaporation and runioff, and the hourly average .sensible heat
flux). For the minimum hourly surface temnperature metric, two single
parameter effects (x and Cg) and a two-parameter interaction effect (nCs) Wwere
detected to be important. In the forest case (Table 4. 8a), on the basis of the 3¢
criterion all the effects were insignificant on all metrics except for the métric of
minimurn hourly siirface temperature where «, Cs, and qu were found to be
significant. The effect of xCg are confounded by the effects of z ;6 zg9 and ocrb as
shown in Eq. 4.7. In general, additiosial small full factorial experiment ruxs can
be.conducted to resolve these aliases if the physical reasoning is not obvious. In
this case, however, since zy and 6, and 6. and b; aré much less correlated than
% and Cg, aad also zg, 6, ¢, and b have msxgmﬁca.nt main effects compa.red
with that of & aud Cg, "it is likely that the greatest effect in the confounding
patterns is from xCg rather than from Zg6 or ocrb Thus, the interaction.
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between « and Cs was considered to have the greatest effect on the minimum
surface temperature metric.

At the 20 threshold, more parameters were shown to have large effects on
the four selected metrics (Tables 4.7b and 4.8b). From Tables 4.7b and 4.8b,
the importance of the single parameters and the two-parameter. intéractionis can
be ranked based on absolute values of their effects. These identified parameters
were classified into two categories, primary importancé and -s“econdar‘y
importance as shown in Tables 4.9 and 4.10. The effects of the parameters were
also identified by plotting the values in Tables 4.6a and 4.6b on a normal
probability scale. The outliers shown .on the plots (Figs. 4.2 and 4.3) are the
parameters that have significant effects. From Fig. 4.2, it can be seen that for
all the metrics except for the minimim hourly temperature metric, the outliers .
that are identified by the. probability scale approach are the primary ones
detected by the threshold method for the grassla.dd site. For the forest site, all
the primary and secondary outliérs from the threshold method are identified by
the probability scale approach.

Although the model parameters and their ranks that were identified .are
not exactly the samie for the grassland and forest sites (Tables 4.9 and 4.10),
there is somie consistericy in the results.. The leaf area index LAI, porosity 6,
the minimum stomatal resistance Toniny Critical point and wilting point of soil .
moisture have important effects on the first three metrics of the two-layer VIC
model at both sites. For the grassland site, the roughness length z‘b and the .
interaction between porosity ¢ and the minimum stomatal resistance Trin 2f€ of
secondary importaice for the same three metrics. For the minimum hourly
surface temperature, the soil thermal conductivity and soil heat capacity were of. .
prithary- importance at both sites, and the inteéraction between the two is
secondarily important. '

Henderson-Sellers (1992; 1993) used. the fractional factorial method to
analyze the parameter sensitivities of BATS. BATS has 23 model parameters
that are related to the ca.noby/la.nd-covet types. In the interquartile-range

ecotype parameter experiment, ten parameters were kept constant, and thus,
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the experiments had 13 parameters with two different levels each. The metrics
used were the maximum canopy temperature, . evapotranspiration, anhual
runoff, the minimum daily upper-layer soil temperature, and the zet carbon
gain. Based on the thresholds 4¢ and 30, the vegetation roughnéss length, soil
porosity, and stomatal resistance to vegetation light sensitivity were found.to be
primarily important,. while vegetation albedo, soil color, wilting point,
minimumm leaf area index, soil moisture diffusivity, and the soil thermal
condictivity were found to be of secondary importance (Henderson-Sellers 1992,
1993). In the full-range ecotype parameter experiment funs with the same
threshold criterion (Henderson-Sellers 1992), the maximurn leaf area index;
roughness length, shortwave vegetation albedo, the interaction of roughness
length and albédo, the stemi-area index, and the near-infrared vegetation albedo
were found to be important. Comparing the results described in this analysis
with the ones obtained by Henderson-Sellers (1992, 1993), it can be seen that
arhong the parameters common to both. models, the leaf area index, potosity,
roughness length, soil thermal conductivity, and the parameter related to the
stomatal resistance are important, despite the significant differenices in the
structuré of BATS and two-layer VIC.

From the study results, it can be seen that the éxperiments are highly
fractional. That is, there are many higher order interactions that were fot
studied. . There may exist three or higher ordér parameter. interactions that
require examination. Even though this analysis is preliminary; it reveals some
common parameter éffects that are important to the two-layer VIC model, and
pethaps; to other land-surface schemes as well.

4.5. One-at-a-time analysis

From the fractional factorial analysis, it is seen that the infiltration shape
. parameter b;, the fraction parameter of maximum subsurface flow Dg, the
fraction parameter of the lower layer maximum soil moisture. W, and their
interactions do not significantly affect the four model metrics (Tables 4.6a and
4.6b). Among the parameters that show impottant effects, the above analysis
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indicates that the ranks of some parameters at the grassland site are different
from those at the torest site. For example, at the forest site, the critical soil
moisturé had the least influence on the annual total evaporation,. and the
minimum stomatal resistance parameter had the greatest influence. of all the
parameters testéd. At the grassland site, the critical soil moisture affected
evaporation more than the minimum s$tomatal resistance. To explore the
characteristics of these parameéters further, the one-at-a-tirne method was used
to allow investigation of more than two levels.

First, the three parameters b;, Ds, and Wg were investigated at four -
levels each. The four different values for each of the three parameters (Table

4.11) were specified based on the ranges suggested by Dumenil and Todini
(1992). The annually averaged latent heat flux (Wm™2), sensible heat. flux

(Wm'™?), annually averaged surface temperature (K), annually total evaporation .

(mm/yr), and the total runoff (mm/yr) from the equilibtium year are shown in
Tables 4.11 and 4.12 for both grassland and forest sites respectively. Fig. 4.4
shows the monthly means of the control and the sensitivity runs for latent and
sensible heat fluxes, the surface temperature, and the monthly total runoff at

both sites. The control runs shown in Fig. 4.4 were obtained by running the .

modél to the équilibrium year with the parameter values given in Table 4.1.

From Fig. 4.4, and Tables 4.11 and 4.12, it.is clear that the infiltration
shapé parameter bi does not significantly affect latent and sensible heat fluxes,
and the surface temperature, especially at the grassland site. At the forest site,
changing b, did not change the monthly latent heat and sensible heat fluxes
much, except in August, where increased b, values reduced the amount of
water infiltrated into the soil, and thus decreased the latesit heat flux and
increased the sensible heat flux. The apparent change in latent heat flux in
August was because it was very dry in that month (see Fig. 4.1), so any change
in the infiltration amount would strongly affect the water available for
evaporation. In comparison, b; has stronger effect on runoff. Figures 4.5 and
4.6 partition the runoff into surface and subsurface flow for the range of b; values
for the grassland and forest sites respectively. The total monthly runoff (Figs.
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4.5 and 4.6), especially the totally afnual runoff (Tables 4.11 and 4.12), were
much less sensitive to b;. This was due to the partitioring into surface and
subsurface flow. Dg and Wy had minimal effect on the monthly and annual
latént and sensible heat fluxes, and the surface temperature (Tables 4.11 and
4.12). Only the monthly runoff distributions vary with different parameter
values. (Fig. 4.7). Tables 4.11 and 4.12 show that, although the total annual
runoff is insénsitive to Dg and W;, the monthly runoff distribu‘ion varies
significantly (Fig. 4.7).

The results from the one-at-a-tim> method confirmed the findings from
the fractional factorial expeériment, and also showed the effect of the three
hydrologic parameters b;, Ds, and Ws on the redistribution of runoff (both
surface and subsurface). The wetness indices (the ratios of annual latert heat

plus sensible heat to annual precipitation), equal to 0.44 at grassland and 0.5 at A

forest, indicated that both sites studied here were climatologically moist. The
results obtained here might be different from the ones under a dry climate
condition, especially for parameter bi°.

The one-at-a-time method was also used to study the sensitivities of the
critical peint and the minituin stomatal resistance, both of which were found to
be important in the fractional factorial studies.  The results are given in Tables
4.13 and 4.14, for grassland and the forest, respectively. Table 4.13 indicates
‘that for the grassland site, a change of 7% to 14% in the critical point results in

almost the same sensitivities as a change of 15% in the minimumi stomatal.

resistanice. for all the measures. Table 4.14, however, indicates that at the
critical point caused larger changes in the latent and sensible heat fluxes, and
total runoff. Therefore, the sensitivities of the same parameters under different
climatic conditions can be different. The relative order of importance of the two

parameters at different sites was the same as indicated by the fractional factorial
method.

4.6. Supplementary fractional factorial éxperiments
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From Sections 4.4 and 4.5, it can be seen that the annual total
evaporation (mm/yr), annually averaged semsible heat flux (Wm‘z), annual
total runoff (min/yr), and the hourly minimum surface temperature (K) are not
sepsitive to b;, Ds, and Wg, but the monthly runoff distributions are sensitive
to these parameters. To examine the sensitivities of the three hydrologically
related paramieters further, three different metrics were used. They are the sum
of the absolute difference of monthly evaporation (mm/mo), runoff (both sutface
and subsurface) (mm/mo), and the sensible heat flux (Wm'2) between the
control =xperiment and the 32 experitnents described in Section 4.4.

The results of the 32 experiment runs with the three new metrics are
shown in Tables 4.15a and 4.15b, for the grassland and forest sites, respectively.
The parameter effects with the new metrics are shown in. Tables 4.16a and 4:16b,
for the grassland and the forest cases, respectively. By combining the 3¢ and 2¢
threshold . approach and the probability scale approach (Section 4.4), the
parameters that are sensitive are identified. . From Figs. 4.8 and 4.9 (or Tables
4.17 and 4.18), it is clear that the effects of parameter interactions are more
important than the effect from the single pararheters under the new metrics for
evaporation and sensible heat flux for both the grassland and forest sites. Since
the two pararheter interactions are confounded with each other in this fesolution
IV experimental design, furthe‘i'._ experiment runs would be needed to identify
the confounding patterns. Rather than petforming such runs, the confounding
patterns .that.cannot be excluded based on physical grounds are retained as
possibly important two parameter interactions (see Tables 4.17 aud 4.18).

For the sum of the absolute difference of .monthly runoff (combined
surface and subsurface) between the control experiment. and the 32 experiments,
the fractional factorial experiment analysis identified the two parameter
interactions of b;Ds (confounded by 6Wj, IninlADy  fwby,.
(confounded by 6Ds), and the parameter Wy as sensitive at the grassland site.
For the forest site, the single parameters b;, Ds, and Wy are sensitive. Like
the grassland case, the two parameter interactions biDs (confounded by §W,
'nminlAlD), and bWy (confounded by 9Dg) are important. These findings are
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consistent with those obtained from the one-at-a-time analysis discussed in
Section 4.5. The apalysis conducted here indicates that different metrics used in
the fractional factorial analysis could result in the identification of different
parameters and parameter interactions. | '

4.7. Additional analysis of model sensitivity experiments
In Sections 4.3-4.6, the sensitivity of the two-layer VIC model to the
model parameters were studied ofi the basis of several metrics. In this section,

the model structure is explored for a few special cases, with the. model
parameters fixed at the values given in Table 4.1. The feur cases are:

(1). Vegetation (grass in grassland, and tree in the fotest) covers 100% of the .
land surface, instead of 80% in grassland and 90% in the forest as used
previously; ‘ .

(2). As case (1), but without -atmospheric stability cotrection, and with
architectural resistance set to zero (see Chapter.2);

(3). As case (1), but the surface was kept wet so that the actual evaporation
equals the potential .evaporation;

(4). As case (1) and (2), but with wet surface.

. The results for the above four cases.and for the standard case are given in
Tables 4.19. and 4.20 for the grassland and forest sites respectively. At the
grassland site in case (1), the change of the 20% vegetation cover from the bare .
soil to grass reduced the evaporation from 617.21 mm/yr to 565.51 mm/yr, and
increased the annually averaged semsible heat flux from -5.10 Wm2 to 0.02
Wm2,  and the total annual runoff from 648.83 mm/yr to 700.54 mm/yr.
Changes in the annually averaged surface temperature were negligible. At the
forest site, the change of the 10% vegetation cover from bare soil to trees
resulted in similar model effects. The annual evaporation decreased from.1357.59
mm/yr to 1176.49 mm/yr, the sensible heat increased from 25.93 Wm™2 to 41.84
Wm2, and the runoff changed from 1909.50 mm/yr to 2090.55_mm/yr. Again,
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the. surface temperature changes were negligible. Elimination of the stability
correction reésulted in only a small increase in evaporation at the grassland site,
but the effect at the forest site was large. The relative increase of evaporation at
the forest site was 49.8%, while it was only 1% at the grassland. Such a big
difference was partially due to setting the architectural resistance to zero under
the no stability correction case at both sites. The architectural resistance (see
Table 4.1) in the forest site (25.0 s/m) was much greater than that at the
grassland site (2.0 s/m), thus by setting it to zero, it had a greatar eifect on
evaporation at the forested site than at the grassland site. In spite of the effects
of different values of architectural resistance, the influence of the stability
correctiofi on the latent heat flux was apparent, as was the different effects
according to climatic conditions. Although the annual total evaporation
increased at both sites under case (2), the surface temperature at both sites
increased slightly instead of decreasing.

By keeping the surface wet in cases (3) and (4), only five of tWenty-tﬁree
(see Table 4.1) parameters remained that would affect the model results. These
are aetodynamic roughness length, displacement height, surface albedo (snow
free), soil thermal conductivity, and soil heat capacity.

By comparing the results (Tables 4.19 and 4.20) of cases (3) and (4), it
was found ‘again that the effect of the-atmospheric stability correction varies
significantly with the climatic conditions. For example, the annual total
evaporation obtained in case (4) at. the forest site was more than three times as
lazge as that obtained from case (3). However at the grassland site, the annual
total evaporation in case (4) was only 1.2 times as large as that in case (3). This
result implies that under sorhe cases, the atmosphere is closer to the neutral
condition than the others, and thus, the stability correction is not as important
for these cases as for the others. A

4.8. Summary of sensitivity analysis
The studies conducted hete show that the combined use of the fractional
factorial method and the one-at-a-time method is an efficient way of examining
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the relative importance of model parameters. From the analysis discussed in this
chapter, it was found that the leaf ar¢a index LAIL porosity 6, and the
minimum stomatal resistance Tnip Were the most important parameters of the .
two-layer VIC model in terms of the three metrics associated with annual total
or average surface fluxes, while the roughness length z, critical point and
wilting point of soil moisture, and the interaction between porosity 6 and the
minimium stomatal résistarice Tpip Were of sécondary importance for the same
metrics. For the minimum houtly surface temperature, the soil thermal
conductivity and soil heat capacity were primarily important, and the
interaction between the two was secondarily important.

The studies indicated that the surface fluxes and surface temperature
were not sensitive to the fraction of thé¢ maximum subsurface flow anc the
fraction of lower layer maximum s0il moisture for the four metrics, Both
parameters resulted in redistribution of tae mionthly runoff within a year, but
they did not change the total amount of the annual runoff. -Under relatively wet
climatic conditions, it was found that the surface fluxes and the surface
temperature are .not sensitive to the infiltration shape parameter. This
patameter partitioned the. stréamflow into surface.and subsurface flows
differently based on its different values, but it did not affect significantly the
total amount of annual runoff.

When the sum of. the absolute difference of sionthly runoff.(both surface
and subsurface runoff) .(mm/mo) from the control experiment was used as the
metfic, the parameters b, Ds, and Wy, and their interactions among
themselves and with parameters 6 or 6y are found to be important and seasitive.
In addition, when the metrics were the sum of the absolute difference of
monthly evaporation and sensible heat flux between the control experiment and
the 32 experiments, similar parameters as those indicated by the metrics of the
. annual total evaporation .and annually averaged sensible heat flux were
identified. However, it was the two parameter interactions of those parameters
rather than the single parameter effect that were found to be more important
this time. ’
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Finally, the analysis conducted in Section 4.7 showed that the model
results were sensitive to the inclusion of the stability correction. Thix was
especially the case for the forested site where evaporation was primarily
atmospherically controlled, and less so for the grassland site where évaporation
was.mostly soil controlled.
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Table 4.1. T-"o-layer VIC model parameters for PILPS grassland and forest sites

Parameter names ’ - Grass Forest-
Fractional ¢overage of vegetation Cv 0.8 0.9

Depth of upper layer d; (m) 1.0 1.0

Depth of lower layer dy (m) 9.0 9.0

Roots in upper layer f; | 100% 90%
Roots in lower layer £, 0% 10%
Saturated hydraulic.conductivity Kg (mm/s) 0.45x10"2 0.16x102
Soil wetness exponent (B parameter) . 68 . 92 |
Slope x _ 0.17 0.17
Displacement height dy (m) 0.0 18.0
Surface albedo a (snow free) : 0.21 0.131 .
Constan soil temperature at 1m depth Ty (K) 274.6 299.6
A:cﬁitec’mra.l resistance rg (s/m) _ 2.0 25.0

Soil poresity ¢ 0.51 .0.6

Fract. of water cont. at which perm. wilt. occurs 64y 0.37§ 0.487
Fract. of water cont. at which criti. point oceurs 9 0.7 0.6
Infiltration shape parameter b; 0.1 . 0.03
Fraction of makifmurn subsurface flow Dy 0.008 0.008
Fraction of lower layer maximum soil moisture Wy 0.9 0.9
Aerodynamic roughness length 2 (m) 0.1 2.0

Leaf area indéx LAI - Monthly LAIs 5.0
Minimum stomatal resistance t_;_ (s/m) —_ 200.0. 150.0

Soil thermal conductivity « (Wm™ K1) 1.03 0.866

Soil heat cavacitv Co (Jm 3KD) 2.085x105  1.756x108
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Table 4.2a. Range of the eleven parameters at PILPS grasslaad site
No. Parameter names High(+) Low( -)
1 Aerodynamic roughness length zy (m) 0.15 . 0.05
2 Critical point of soil moisture d; 0.536 0.179
3 Mircimum stomatal résistance 1, (3/m) 200.0 100.0
4 Soil thermal conductivity & (Wm*IK'l) 1545 0.515
5  LeafareaindexLAl 1.5.LAI . 0.5-LAI
6 . Soil heat capacity Cs (Jm™3K"1) 3.128x10°6 1.043x10°6
T Soil poresity ¢ 0.66 0.33
8 Permanent wilting point of soil moisture ¢ 0.29 0.097
9 Infiltration shape parameter b, 0.50 0.10
10 . Fraction of maximum subsurface flow Dy 0.50 0.004
Fraction of lower layer max. soil moist. W 0.99 ' 0.10
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Table 4.2b. Range of the eleven parameters at PILPS forest site
No. Parameter names High(+) _Low( =)
1 Aerodynamic toughnesé length 2y (m) _  3.00 1.00
2 . Critical point of soil moisture ., 0.54 0.18
3 Minimum stomatal resistance 5, (s/m)  200.0 75.0
4. Soil thermal conductivity « (Wm'1K"1) 1.209 0.433
5 Leaf area index LAI 7.5 5.0
6. Soil heat capacity C (Jm3K1) 2.634x 10°6 0.878x10°6
7 —  Soil porosity ¢ 0.66 0.33
8 Permanent wilting point of soil moisture 6, 0.438 0.146.

.9 Infiltration shape parameter b; 0.50 0.001
10 Fraction of maximum subsurface flow Dy 0.50 0.004
Fraction of lower layer max. $6il moist. Wy 0.90 0.10
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Design matrix of the eleven parameters

Table 4.3.
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Table 4.4. Computation matrix for two parameter interactions

Runs 12 13 14 15 16 17 18 19 110 11i 24 25 28 35 Sé
1 + + # o+ o+ o+ o+ o+ o+ + + o+ O+ o+ o+
2 L . T T - + 4+ o+ -
3 S e N S - - - - 4 -
4 + = = e - s -+ o+ + = = - & %
5 L . T + 4+ + = = -
6 e - 4+ o+ - - 4
7 - \ I S S S - .- e e s
8 . T T S e e
9 I S -~ = .= + 4
10 S T T T + 2 o+ - 4+ =
11 -+ = o+ e e =~ - a + + = 4+ 4 =
12 $ = & = e - 4 - = - + = + + +
13 T S U U - = ¥ & = -
14 -+ + o~ - e e - -+ o+ =
15 . S N T T e S e = e ey
16 + 4+ + =~ &+ = o4 - & = = - =
17 + + + =~ ¢ o+ = 4 = S T S
18 L T T + + = = - s
19 S N T + -~ + o+ - =+
20 + = -~ + -~ s o+ o = -~ - o+ 4+ - =
21 T T T S - e = &+ o+
22 -+ = e e e = e - + ¢ = + 4+ -
23 - = 4+ = s o+ 4 = = 4 = & - o+ -
24 + + -~ 4+ 4+ = - - - - = & = 4+ o+
25 + F o = o e = + = = ¢ = =
26 B T S - - -+ = s
27 R R N SRR T T R
28 + =+ e = = e a4 + + 4+ = = =
29 L T T S S + - - - o+ o+
30 L R L T - - e e s =
31 I . T T S - 4+ 4+ "+ o+ -
32 * + e+ e o+ e e+ + o+ o+ o+
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Results of 32 runs at PILPS grassland site
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Runs ET(mm/yr) SH(Wm=2) R{mm/yr) Tmin(K)

WU WA

604.
622.
.10
.12
5441
566.
396.
423,
649,
677.
408.
435.
§31.
55S.
529.1
541.

664.
673.
700.7
712.
723,
762.
585.
620.
852.
911.
659.
698.
601.
616.
626.
635.

598
620

56
S1

37

-1.56
-2.59
'0467
-2.80

2.85

0.82
12.10
10.95

10.38 .

11.11

6.12 .

2.89

. =-1.63

-4.62
-2.84
-2.31
-5.54
-6.00
~7.33
-9.186

-8.74 .

12.49
-0.41

-2.49
-22.79

26.03
-9.39
14.21
-5.72
~-8.79
-9.01
~8.88

661.
643.
667.
645.
721.
699.
869.
842.
616.
588.
857.
830.
734.
710.
736.
- 924.
601.
592.
565.
553,
542,
503.
680.
645.
413,
354,
606.
567.
664.
649.
639.
630.

254,
256.
256.
253,
256.
254.
254.:
256.
256.
257.
257.
256.
257.
256.
256.
. 257.
253.
256.
256.
253,
256.
253.
254,
256.
256.
257.
257.
- 256.
257.
256.
256.
257.




106

Results of 32 runs at PILPS forest site

Table 4.5b.

Runs  ET(mm/yr) SH(Wm-2) R(mm/yr) Tmin(K)
1 1358.52 27.73 1908.55 278.82
2 1333.75 28.96 1933.32 281.91
3 1506.33 17.38 1760.74 281.72
4 1473.13 18.78 1793.94 278.85
5 . 1149.47 42.40 2117.40 281.90
6 1227.79 36.38 20390.28 278.91 .
7 953.33 56.26 2313.74 279.10
8 997.80 53.30 2269.27 .282.00
S 1351.37 24.90 1915.51. 284.79
10 1437.59 19.64 1829.48 285.61
11 1057.90 46.42 2209.17 286.17
12 1201.96 36.08 2065.10 285.60
13 1218.36 35,06 2048.70 285.88
14. 1190.92 36.95. 2076.14 285.52
15 1261.56 31.13 - 2005.51 285.22 .
16 1248.03 33.46. 2020.52 286.00
17 1381.12 26.10 1885.94 . 278.76
18 .1378.51 25.86 1888.56 281.84
19 1401.40 24.74 i865.67 281.77
20 1383.33 25.12. 1883.54 . 278.93
21 1392.09 25.03 1867.97 281.80
22 1475.02 18.64 1792.05 278.86
23 1123.91 44.18 2143.16 279.02
24 1232.39 36.40 2034.63 281.93
25 1658.31 3.27 1610.24 284.56
26 1741.38 . -2.41 1525.69 285.51
27 1363.92 25.03 1903.15 285.82
28 1430.62 15.45 .- 1836.44 284.87
29 1276.05 31.08 1991.02 285.68
30 1250.32 32.69 2016.74 284.84
31 1310.30 27.63 1956.77 285.14
32 1215.74 . 35.76 2051.13 286.09




Table 4.a.
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Parameter effects at PILPS grassland site

Par Index No. ET R. SH Tmin
(mm/yr) (mm/yr) (Wm-2) (K)
1 24.80 -24.80 -1.97 0.017
2 -35.42 . 85.43 .45 0.044
3 -76.92 76.92 4.98 0.058
4 7.00 -6.98 -5.96 1.694
S 136.28 -146.28 -9.49 -0.087
6 "=0.21 0.20 1.01 1.546
7 87.09 -97.06 .-6.23 -0.129
8 -57.62 67.60 4.36 0.024
9 -9.73 9.76  0.66 0.023
i0 1.73  =1.75  -0.15 -0.022
i1 2.57 -2.59 -0.17 0.008
12 -1.20 1.92 0.18 -0.028
13 -1.85 1.88 0.21 -0.017
14 . 1.85 -1.85 -0.16 -0.018.
15 2.23 -2.31 -0.38 0.01s6
16 17.43 -17.40 -0.98 0.031
17 0.55 . -0.55  0.38 -0.654
18 -5.238 6.28 0.47 -0.011
19 -5.07 5.07 0.20 -0.032
110 12.99  -12.99  -0.58 0.021
111 -0.12 . 0.12 0.03 -0.014.
24 -22.20 22.20 1.27 -0.021
25 14.49 -14.51 -1.01 -0.009
28 3.34 -3.34 -0.22 0.034
35 -10.73 10.77 0.55 0.002
56 1.11 .. 0.01 0.027

'l¢14




Table 4.6b.
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.Parameter effects at PILPS forest site

Far Index No. ET R SH Tmin
(mm/yr) . (mm/yr) (Wm=2) (K)
1 . 27.96 -27.96 -2.08 0.070
2 -104.12  104.12 7.43 0.190
3 -183.07 183.06 13.08 0.147
4 27.4 -27.28  -4.45 5.074
S 122.25 -128.35 -9.14 -0.161
6 -4.61 1.61 0.80 1.865
7 152.85 -155.51 -11.23 -0.131
3 -127.89  127.34 9.08 0.052
8 -57.¢5 58.08 4.17 0.054
) -16..7 7 15.9¢9 1.10 -0.040
Ii 11.97 -11.25  -0.74 -0.008
12 -2.42 2.55 0.28 -0.031
13 -8.72 9.90 0.93 -0.019
14 -0.61 0.61 0.47 0.027
15 -3.81 3.57 0.14 -0.030
16 -1,37 1.56 0.06 -0.051
17 -7.44 7.44 0.70 -1.087
18 . -1.4 1.44 0.24 -0.006
19 24.09 -24.10 -1.66 0.033
110 31.52 -31.52 -2.25 -0.124
i1 -13.52 13.52 0.95 0.009
24 -25.16 25.16 1.80 0.125
25. -33.15 32,92 2.33. 0.025
28 ~12.19 12.19 0.86 0.119
35 1.10 -1.28 -0.0% 0.015
56 - 1.06 -4.24  -0.25 0.068
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Table 4.7a. Parameters selected at the PILPS grassland site
based on a threshold of |34

Outliers
Evaporation (mm/yr) - LAI
Runoff (mm/yr). LAI
Sensible heas (Wm'2) LAI
Min. surface temperature (K) «, Cg, xCg

Table 4.7b. Parameters selected at the PILPS grassland site
based on a threshold of |20]

— Qutliers
Evaporation (mm/yr) LAL 8, b¢py tpin, O 2Zgy T f
Runoff (mm/yr) LAL 6, 6ct, Toyin, O 2 Tt
Sensible heat (Wm™2)  LAL 6, &, fcp Tmin O 2o Taugh|

Min. surface temperature (K) &, Cg, u—ds
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Table 4.8a. Parameters selected at the PILPS forest site
based on a threshold of |34

Qutliers
Evaporation (mm/yt) None
Runoff (mm/yr) None
Sensible heat (an’2) None

Miz. surface temperature (K) «, Cs,. K—Cg

Table 4.8b. Paranieters selected at the PILPS forest site
based on a threshold of |2¢]

Outliers
Evaporation (mm/yr) Tmin' & LAL 6, 6cp
Runoff (mm/yr) iy O LAL Oy, 6

Seasible heat (Wm'2) Tmins & LAL 04, 0o

Min. surface temperature (K) Cs, xCs
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Table 4.9.  Identified important parameters (ranked from left to right) a;t
the PILPS grassland site for the annual quantity metrics
Primary Secondary
Evaporation (mm/yr) LAIL 4, 6cp, zg, f‘mi;ie
Runoff (mm/yr) LAL 8, 6¢r, 2y, rmme
Sensible heat (Wm'2) LAL 6, x, e Ti, B Zg0 Tl
: - <,

Min. surface temperature (K) «x, Cg

Table 4.10.

Identified important parameters (ranked from left to right) at

the PILPS forest site for the annual quantity metrics

Primary ‘Secondary
‘Evaporation (mm/yr) iy ¢ LAl 6w, fer
Runoff (mm/yr) Triny 0 LAIL 6w, bcr
Sensible heat (Wm'2) L LAL 6y, 6t
Min. surface temperature (K) «, Cs xCs |
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Table 4.11. Results for b;, Dg; and W; from one-at-a-time

sensitivity analysis at the PILPS grassland site

T(K) pyleE(Wm®)  SH(Wm) ET(mm/vr) R(mm/vr)

Control run
bi =0.01
b, =0.03
b, =03
b, = 0.3

" Dg =0.01
Ds = 0.05
Dg = 0.1
Dg = 0.3.
Wg =101
Wg = 0.3
Ws = 0.3

Ws = 0.7

282.12  47.87 -510 61721 648.83
28211 48.04 =524 619.44 646.59
28211  48.00 -5.20 . 618.84 647.19
28212 4749 ... -477 61220 645.42
28213 47.20 -4.53  608.47 652.84
28212 . 47.87 -3.10.. 617.21. 648.84
28212  47.87 -5.10  617.21 648.73
28212  47.87 -5.10  617.21 648.83
282.12 . 47.87 -510  617.21 648.84
28212 47.87 -3.10 . 617.21 648.83
28212 4787 . =310 61721 . 648.83
28202  47.87 -5.10 - 617.21 648.84
282.12  47.87 - =510  617.21 648.84
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Table 4.12. Results for b;, Ds, and W from one-at-a-time

sensitivity analysis at the PILPS forest site

T(K)  pylwE(Wm?) SEWm?) ET(mm/yr) R(mm/yr)

Control run
b; = 0.01
b, =01

b, =03

b, =03
Dg = 0.01
Dg = 0.05 .
Dg=0.1
Dy =03
W = 0.1
We =03
We = 0.5
Wg = 0.7

300.20  104.55 25.93 1357.56 .  1909.50
300.29  104.88 - 25.62 1361.88 1905.20
300.20  103.81 26.64 1347.72 1912.17
300.31 10217 28.17 © 1326.32 1939.46
300.32  101.00 . 29.28 1310.96 1955.85
300.29  104.35. 25.93 1357.57 1909.52
300.29  104.53 25.93 1357.59 1908.76.
300.29  104.55 . 25.93 1357.59 1909.49
30029  104.35 25.93 1357.59 1909.52
300.29 104.55 .25.93 . 1357.59. 1909.50
30029 10453 2593 135759 . 1900.52 .
300.20  104.55 25.93 1357.59 1909.52
30029 10455 - 25.93 1357.59 1909.51
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Table 4.13.  Results for Trnin 20d fcr from one-at-a-time sensitivity

analysis at the PILPS grassland site

T(K) opLeE/Wm™) SH(Wm®) ET(mm/yr) R(mm/yr)

Tmin = 170 (s/m) 282.08 49.33 ~6.33 635.94 630.08

Tmin = 230 (¢/m) 282.14 16.61 -4.01 600.93 665.11

fcr = 0.306 282.07 49.40 ~-6.33 636.94  629.09 .

8cr = 0.383 282.14  46.77 ~4.15 602.94 663.06
Table 4.14. Results forr, ;. and 6¢; from one-at-a-time sensitivity

analysis at the P1LrC J.ooat site

Taua = 140 (s/m)
i = 160 (s/m)
bcp = 0.33
b = 0.39

T(K),__pgLeE(Wm2) SH(Wm™2) ET(mm/vyr) R(mm/yr)
300.28 105.72 24.83 1372.65 1894.45
300.30 103.78 27.02 134242 ° 1924.62
300.20 104.69 25.79 1359.42 . 1907.67
300.29 104.22 26.24 1353.36 1913.73
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Table 4.15a. Results of 32 runs for the sum of the monthly absolute
difference metrics at PILPS grassland site

Funs DET(mm/mo) DSH(Wm-2) DR (mm/mo)

16.63 64.24 305.98

;
2 20.61 43.76 150.76
3 37.08  63.64 85.12
4 25.40 56.90 . 241.58
5 72.84 103.72 304.67
5 51.94 89.62 255.21 .
7 221.08 216.26 370.96
3 192.93 198.58 .  203.31
g 15.94  63.29 222.62
10 60.06 97.01 . .. 86.56
11 208.59 134.95  281.13
12 . 181.72 108.56 181.71
13 86.06 42.06 228.90
14 6§2.01 27.95 193.04
15 - 88.08 32.85  339.31
16. 75.86  44.12. 316.58
17 159.53 133.31 164.16
18 196.28 151.11 244.78
19 83.58  48.43 272.18
20 94,90 57.14 231.74 .
21 1105.99  64.09 224.48
33 145.01  $0.45 __202.57
22 32,23 79.87 172.13
24 25.34  46.68 299.28
25 235.15" 212.29 265.03
26 . 294.23 256.96 337.92
27 74.25  77.93 174.52
28 93.83 109.25 248.26
29 7.34  99.12 . '200.27
30 117.00 .118.92 .  180.77
1 16.75  46.84 46.39

12 30.69  54.19 219.76
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Table 4.15b. Results of 32 runs for the sum of the morthly absolute
difference metrics at PILPS forest site

Runs DET (mm/mo) DSH(Wm-2) DR (rmm/mo)

123.55 98.86 .~799.03

1
2 196.60 150.74 361.78
3 148.74 102.65 427.95
4. 115.90  88.49 545.81
5 208.12 197.%9 $44.46
6 129.81 125,41  1049.71
7 404.26. 363.98 723.21
8 359.80 328.41 836.55
Q 254.42 235.86 496.20
.10 244.72 218.28 294.07
11 309.24 259.61 . 488.83
12 184.78 . 157.56 477.93
13- 139.22 111.73  1023.77
14 . 171.24 139.37 432.10 .
15 124.53  95.31  1269.52
16 133.40 113.36 $59.8%
17 194.30 152.18 920.04
18 252.99 200.27 ©  432.92
19 189.14 143.04  1006.10
20 243.64. 199.74 465.76
21  86.25 78.25 . 568.41
22. 117.43  92.22 463,68
23 235.04 220.51 479.92
24 125.21 125.69 794.89
25 . 300.71 271.90 620.20
26 383.78  340.14 . 1276.18
27 148.39 131.39 365.44
28 124.13 173.34. 955,33
25 ° 1183.06 106.89 706.26
30 153.94 143.47 381.22
31 91.77  95.93 295.19

32 0155.27 135.91 524.92
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Table 4.16a. Parameter effects for the sum of the monthly absolute
difference metrics at PILPS grassland site

Par Index No. DET DR DSH
(mm/mo) (mm/mo) (Wm-2)

1 . 4.86 -4.00 . 4.90
2 -18.33 7.26 -16.98
3. -25.98 16.47 -19.59
4 '17.20 -12.88 1.78
. 5 21.52 -17.70 16.82
6 4.10 0.55 1.79
7. -20.81 .. 3.24 -16.31
8 25.28 -19.95  26.13
S -1.39 21.09 -0.69
10 0.96 14.58 1.88
11 -9.81 -58.60 -2.40
12 -11.10 29.06 -6.81
13 -8.43 1.93 -5.43
14 . 1.20 4.80 9.81
LS 17.95 59.74 11.71
16 10.30 14.96 28.66
17 5.48 20.52 10.26
18 -3.50 -28.32 0.01
19 -52.77 -25.56 .-53.43
ST I -3.50 -4.42  37.%2
111 1.46 19.34 6.11
24 -11.42 4.30 -20.38 .
.25 -95.29  -26.73 -57.51
: 28.. 45.87 11.25  19.34
18 -57.95  -65.59 -34.94

56 -3.68. 57.22 -6.73
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Table 4.16b. Parameter effects for the sum of the monthly absolute
difference metrics at PILPS forest site

Par Index No. DET DR DSH
(mm/mo) (mm/mo) (Wm-2)

1 4.81 -55.11  4.17
2 4.88  -9.55 4.49
3 -45.10  45.01 -28.13
4 -2.07 -15.82  3.88
5 -16.77  -4.65 -11.02
6 10.59  -10.15  5.61
7 -23.32  14.30 -20.62
8 47.51 -81.28  45.64 -
9 31.90 -287.82 28.92
o 12.15  236.33  10.42
i1 -5.67 -123.50  <6.35
12 . ~23.43  68.23 -15.41
13 -12.45 -15.86 -12.46
14 . 10.81 . 9.64  9.93
15 26.79  96.78 22.17
16 58.27  48.86  56.04
17 10.23  49.11  7.46
18 -10.35 -34.54 -9.92
19 -70.24  -17.67 -77.64
110 ©13.58 . 14.95 19.51
111 11.96 . 13.26  8.87
24 -59.20  -27.07 -55.14
25 -34.24  -50.62 -24.46
28 . 42.81 . 8.75 33.54
35 -56.66 =-273.44 -48.52

56 -13.33  146.88 -16.53
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Table 4.17. Identified important parameters (ranked from left. to right)
at the PILPS grassland site for the sum of the
monthly absolute difference metrics

_ . Importance

Evaporation {mm/mo) LT, (%) f;int;iii LAliy, (%0g)
Runoft (mm/no) bDs (Ws, 1 LAl), dgb;, Wq, 'F;Vv‘; (éDg)
Sensible heat (Wm™2) [3li; (%), [Alhy (Wq), T LAl (3g)

Table 4.18. Identified important parameters (ranked from left. to right)

at thie PILPS forest site for the sum of the e

monthly absolute difference metzics

. _Importance
Evaporation (riim/no) -~—-
Runoff (mm/mo) b;, 5;Ds (W5, foLAl), Dy, 5;Wg (3Ds), Wy

Sensible heat (Wm'2) TGy (Fe): Taged (Fere)s TgulAl (Bgre)
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Table 4.19. Results of model effects at the PILPS.grassland site
T(K)__ oyLeE(Wm2) SH(Wm'®) ET(mm/yr) Rlmm/yr)
Std. Case 28212 47.87 -510 61721 648.83
Case (1) 282.18  43.80 0.02  565.1 700.5¢
Case (2) 282.64  48.30 -7.90 623.72 642.32
Case (3) 280.35  113.64 -57.11  1459.56 _——
Case (4) 280.51  137.02 -83.00 176169 -——
Table 4.20. ‘Results of model effects at the PILPS forest site
T(K)  pgleE(Wm™®) SH(Wm'Y) ET(mm/yr) R(mm/yr)
Std. Case 300.29  104.53 25.93 1357.59 . -1909.50
Case (1) 300.34  90.60 41.84 1176.49 2090.55
Case (2) 300.50  157.04 -2581 203411 1232.97
Casé (3) 209.78 ._._146.09 -9.65 1900.05 -
Case (4) 207.11  484.35 = -332.38  6203.91 -
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Fig. 4.1 Monthly precipitation at PILPS grassland (upper) and forest (lower)
sites.
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CHAPTER 5 A PARAMETERIZATION OF SPATIAL VARIABILITY OF
PRECIPITATION IN THE TWO-LAYER VIC MODEL

In Chapters 2-4, the structure of a two-layer VIC model was developed,
and its performance and parameter semsitivities were evaluated. In the two
applications, the model was driven with spatially-average precipitation which
was justifiable, since both sites were small. The FIFE site is a 15x15 km?*
region and the ABRACOS site is essentially a point. For a large area (e.g., a
GCM grid cell), however, the effects of subgrid scale spatial vatiations of
precipitation on surface energy fluxes, soil moisture, and runoff production may
be significant. In practice, the subgrid land surface variations have been largely
ignored in GCM land surface schemes. Most GCMs, for instance, assume
uniform soil characteristics within a grid cell, and ignore spatial variability in
precipitation. The two-layer VIC model described in Chapter 2 is.a simple
approach for representing subgrid variability in soil properties. In this chapter,
an extension of the model to incorporate. a representation of subgrid variability in
precipitation is described. With this new representation, the effects of subgrid
scale spatial variability of precipitation on surface fluxes, soil moisture, and
runoff can be examined. The results of this method are compared with those
obtained using an exhaustive pixel-based application of the two-layer VIC model,
and those obtained by applying uniform spatial average precipitation to the two-
layet VIC model. . ‘ )

5.1. Introduction

The feedbacks from land surfaces to atmospheric general circulation
models (GCMs) are. important determinants of regional and global climate.
Land surface schemes used in the GCMs have to deal with spatial variations that

occur at scales smaller than a GCM grid cell, in the same way that the
atmospheric part of the GCM must parameterize subgrid scale atmospheric
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variability. Natural land surfaces are heterogeneous within the scales resolvable
by GCMs. There are two major types of beterogeneities. . One is related to the
subgrid scale hydrologic and topographic heterogeneity of the land surface itself;
the other is related to the subgrid scale variability of meteorological inputs, such
as precipitation, downward shortwave and long-wave radiation, wind speed,
temperature and humidity. Amiong the meteorological inputs, the subgrid scale
variability in precipitation is particularly important (Raupach 1993). Blyth et
al. (1993) showed that correct prediction of the total evaporation can bé obtained
by using simple averages of surface parameters when comparing the results from
a one-dimensional model with those from a three-dimensional mesoscale model.
However, their results indicated that a reasonable partitioning of the total
evaporation into. transpiration, evaporation from intercepted water, and
eévaporation of the bare soil cannot be obtained unless the Spé.tial distiibution of
rainfall is considered at least.

The spatial variability in.precipitation has been widely recognized to have .
a major effect on evaporation, soil moisture variability, and runoff production
(for example, Warrilow et al. 1986, Shuttleworth 1988, Entekhabi and
Eagleson 1989, Famiglietti and Wood 1990, Pitman et al. 1990, Henderson-
Sellers and Pitman 199:2). Two approaches could be taken to incorporate spatial
variability in precipitation in a model. One is the pixel-based approach which .
discretizes . precipitation over a spatial domain. The. work of Famiglietti et .al.
(1992), and Wigmosta et al. (1994), among others, for exanple, falls into the
pixel-based category. Although such a pixel-based representation.is able to .
account for the spatial variability in precipitation throughout a grid cell (or a
catchment) in a straightforward manner, the associated computation time and
data demmands using this method make it untouchable_for implementations
within GCMs.

Another option is the statistical-dynamic approach to representing the
spatial variability in precipitation. The advantage of this approach is that, if an
appropriate statistical distribution is assumed, it can result in a closed form
solution which would be computationally much less demanding than pixel-based
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approaches. Also, this approach requires less data, since only the statistical
distribution of precipitation needs to be specified, and not the values associated
with' specific spatial locations. Previous applications of the statistical-dynamical
approach are briefly reviewed Lelow.

Warrilow et al. (1986) combined a subgrid precipitation distribution with
a constant maxirhum surface infiltration rate to estimate runoff from a grid cell.
They assumed that over a fraction, p, of a grid cell (or an area), the poirt
precipitation inténsity, P;, is éxponentially distributed and can be expressed as,

f(P;) = exx>( 'p—): 0gusl (5.1)

where Pr, is the grid cell average precipitation generated in the GCM. The
runoff from the grid cell is then given by

(o] nk
a=p- [ (B;-F") £(P) dP; = Py exp( =) (52)
F*

where F* is the maximum surface infiltration rate.

Shuttleworth (1988) derived an expression for canopy throughfall based on
the assumption that the precipitation rate over a fraction u of a grid cell was
expressed by Eq. (5.1). Assuming that Cp, is the difference between the canopy.
storage capacity and.the water stored on the catopy divided by thé model time
step, the throughfall over the grid cell is then given.by

[+ o] j
Py =4+ | (Bi~Cum) £(P;) dP; = Py exp( __"P%n.) (5.3)
Cm.

and the runoff over the grid cell becomes
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q = Py exp[-

4 (F*+Cry) ] (5.4)

m

Entekhabi and Eagleson (1989) represented the subgrid hydrologic
processés in a GCM land surface scheme by assuming the same precipitation
distribution (Eq. (5.1)) and combined it with a two-parameter gamma
probability density function (pdf) of the surface layer point effective relative soil
saturation to describe the spatial heterogeneity in surface soil moisture. By
assuriting independence of the point precipitation intensity, P;, and the surface .
layer point effective relative soil saturation, s, they derived a general relationship
for runoff rate (q) for the entire GCM grid during a time step as,

1 oo : 00 00
wla=| j (P; ~£")i(P,)dP; fy(s)ds + | [Pit(P)dP; £y(s)as (5.5)
0 10

where f is the infiltrability (infiltration rate) of the first soil layer, f(P;) is
defined in Eq. (5.1), and fy(s) is a two-parameter. gamma pdf of s.

Famiglietti and Wood (1991) considered the subgrid .scale variability in
topography, soils, soil moisturée and precipitation by combining the same point
precipitation distribution (Eq. (5.1)) with the distribution of the topography-soils -
indices from Topmodel (Béven and Kirkby: 1979). They obtained an expression
of the expected value of the depth of infiltration excess tunoff for a large area,
E[Qinf]’ as,

*

Z 00
E[Q, ] = j j (P; - £ )E(P;)dP; f,(z)dz (5.6a)
0 & :
1,

where z*=ln*(bTE/T0 tang), f; is the infiltration rate, z=In(bTp/Tqtang) is
the local value of the topography-soils index of Toprnodel, z* represents the .
critical value of the Topmodel index at which saturation occurs, aand f;(2) is the
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pdf of z, which is assumed to follow a three-parameter gamma distribution
according to Sivapalan et al. (1987) and Wolock et al. (1989). The expected
value of the depth of saturation excess runoff, E[Q, ath is expressed as,

00 z* oo ’

| Pi(P)P; fo(a)dz + [ [ (P;-S)8(P)aP; fofe)dz  (5.6b)
0 0 S;

BQul = |

z

—

where S; is the storage deficit. The first integral in Eq. (5.6b) répresents runoff
generated on those areas that are saturated at the start of a time step, the
sécond integral represents the funoff. generated on those aréas that become -
saturated during a time step.

Pitman et al. (1990) incorporated the parameterization suggested by
Warrilow et al. (1986) and Shuttleworth (1988) into the Biosphere-Atmosphere
Transfer Scheme (BATS) of Dickinson et al. (1986) to study the sensitivity of
evaporation and runoff due to Eq. (5.1) within a grid cell. . When incorporating
Eq. (5.1) in BATS, they assumed that the soil moisture and intercepted water
were distributed uniformly within a grid cell at.the eénd of a time step. They
found out, on the basis of results from a sensitivity study, that the monthly
distributions of evaporation and runoff were.quite semsitive to the spatial
precipitation distribution and the ‘fractioﬁalcoverage p of precipitation.

Amoﬁg the parameterizations discussed .above, only the omes "by
Entekhabi and Eagleson (1989), and by Famiglietti and Wood (1991) consideted
the effects of interactions of subgrid spatial variabilities in precipitation and
subgrid variabilities in land surface characteristics. However, the runoff
computed by both of their models (Eq. (5.5) or Eq. (5.6)) is a point average over
the fraction u of the grid cell on which precipitation falls. In other words, the
runoff given by these models is équivalent to the runoff that would be generated
by assuming that each point within the fraction u is independent ftom each other
and has the same statistical distribution of precipitation, soil moisture, and/or
topography-soil index.. Thomas and Henderson-Sellets (1991) pointed out that
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these treatments ignore the absolute spatial location within the grid cell of the
précipitation.

In this chapter, a derived distribution approach which combines the.
spatial subgrid variability in precipitation with subgrid variability in other land
surface features, including soil moisture capacity, is described: To distinguish
the statistical-dynamic approach used by Entekhabi and Eagleson (1989), and
by Famiglietti and Wood (1991) from the one described here, we will refer their
methods as point statistical-dynamic approach. The model developed here is
described . as a one-dimensional statistical-dyhamic model by using a detrived
distribution approach. - '

5.2. One-dimensional statistical-dynamic model

Assume. that within a grid. cell (or an area), precipitation, infiltration
capacity, and/or other features (or attributes) only vary along one direction,
which is arbitrarily taken as the x axis, and they are kept constants along its
orthogonal (y) axis (one-dimensional concept), where x and y are scaled to give
X-y = unit area. Ideally then, the general relationship for runoff rate de of
the area with a precipitation coverage u during a time step would be,

1 Px,2 Z,2 . :
" *
Qua=#[{] | Pe)-£()]-4Pr)dPx fax)dax +
0 Px,l szl
Px,-4 Z%,4

1
P(x)-f(Px)dPy f(zy)dzx} -dx = p- j dQ,4 O<x<l (5.7)
Py 3 %x,3 4 0

~ where P(x) and f*(x) are precipitation' and infiltration capacity within the
fraction of area y-in which rain occurs, f(Py) and f(zx), both of which vary with
X, are pdfs of Px=P(x) and zx respectively, and 2 is a variable which varies
along x axis. This variable could be an effective relative soil saturation like that
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in Eq. (5.5), or a topography-soils indices like that in Eq. (5.6), or some other
variable, depending on the specific forrulation. Px,2v Zx,2’ P'x,4, and zx’ 4 are
the upper limits of the integrals in Eq. (5.7), while Py 1s Zy 1> Px’3, and 2y 3
are the lower limits of the integrals in the same equation. It can be seen that
Eq. (5.7) reduces to a point statistical-dynamic approach (i.e., Egs. (5.5) and/or
(5.6)) if the integrands in the bracket {} do not vary along the x axis. Since it is
difficult to determine f(Py) and f(zx), and also to evaluate the triple integrals,
we will simplify Eq. (5.7) without loss of the ofie-dimensional treatment of
subgrid spatial variabilities. In the derivations below, four assumptions are
made:

(1). The precipitation P is a one-dimensional function varying along the x axis
(i.e., P(x)) within the fractional coverage u. This assumption is, in a sense,
equivalent to assuming that storms are distributed as circles around the storm
centers. .

(2). At the end of each time step t (i.e., at the beginning of the next time step
t+1),. the soil moisture content of each strip "ydx” (defined in Section 5.2.1)
within the fractional coverage u of the same vegetation cover becomes the same.
This assumption avoids the necessity for tracking the storm centet movement.

(3). Prior to the beginning of the next storm, the soil moistures.over the
fractional coverage i are assumed to be the same as the moistures over the non-
rainfall fractional coverage of 1 -y, which is.accomplished by spatial averaging.
This assumption becomes reasonable in practice if the inter-arrival time between _
two storms is long enough so that the recently wetted soil drains to a comparable
moisture level to that which was not covered by the storm. Here we define the
inter-arrival time as the time between two storms whose magnitudes are above a
specified threshold (taken to be 1 mm/hr in this study). If a storm with
magnitude below a specified threshold occurs, the soil moistures over p and 1 -4
are not averaged. It should be noted that if storms smaller than the specified
threshold occur, they are not ignored, but from the standpoint of the soil
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moisture distribution, they are treated as a continuation of the previous storm.
The effect of this assumption is that the track of previous storm centers relative
to the present storm need not be specified.

(4). Each strip of area ydx is assumed to have an identical infiltration capacity
- distribution, which is defined by Eq. (2.20).

5.2.1. One-dimensional representation for bare sojl

As discussed previously, Eq. (5.7) has to be simplified to obtain a one-
dimnensional runoff representation that could be implemented into GCMs. In the
following, we use the direct runoff concept of the VIC model to obtain .an
expréssion for dQ ud of Eq. (5.7). Let us begin with the .simplest . case by
assuming that only bare soil is present in a grid cell (or an area) with a fraction .
covérage of precipitation u at a time step t. If we discretize the area within the
fractional coverage u into infinitesimal strips of area ydx (see Fig. 5.1), then the
precipitation. rate. within. each such strip is a constant. From .the fourth
assumption and Eqgs. (2.25a) and (2.25b), the . direct runoff ded[N+1]
(following the notation in Chapter 2, the land cover ciass N+1 is defined as bare
soil) from strip ydx due to precipitation P(x) can be expressed as

¢ W [N+l

QN =B - g+~ 4 k- 0 Fat

- ) dx,

ig+P(x)-At <im  (5.8b)

where, as defined in Chapter 2, W1 is the maximum soil moisture content of
layer 1, iy and iy are the infiltration capacity and maximum infiltration
capacity respectively, b; is the infiltration shape parameter, and At is the time
step; and W#I[N+1] is the soil moisture content in layer 1 within p. Therefore,
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the total direct rutioff at time step t from pu is,

¢ W ,[N+1
Q q[N+1] = 4- j (P(x) b + "lgt Dyt

0
1 *
wé¢ W . [N+1] W P(x). 14b;
Ly Zal 1 o _igtP(x)-at 7%
i (P -+ g+ x-S | e,
(5.9)

where the first term represents the direct runoff generated when ig + P(x)-at >
im is satisfied, and the second term represents the runoff when ig + P(x) At <
im is satisfied. . The integral limit, a, represents the location, x, where ig +
P(x)-at ='im if iy + P(1)-At < im. Hij+ P(1)-At > iy, thena=1in Eq.
(5.9).

In Eq. (5.9), W(I:, b;, im and At are constant. Based on assumption 2,
the soil moisture Wpl[N+1] in Eq. (5.9) does not vary along the x axis. In
addition, from Eq. (2.20) we can obtain the following relationship between i
and W pl[N+1]’ :

: 1
W [N+1] 1+b;

ig = im{1-(1 - ) (5.10)

Thus, ig is independent of x. Therefore, only P(x) varies with x in Eq. (5.9).

If the expression of P(x) is known, then the direct runoff Q” 4[N+1] with the

effects of spatial precipitation and infiltration can b2 calculated. For a constant
precipitation rate within 4, Eq. (5.9) reduces to Eq. (2.25).

For evaporation, it is reasonable to ignore the effects of spatial variations
in precipitation within the fractional coverage u for big storms, which is
equivalent to assuming that evaporation is small during storm periods compared
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with dry periods. For small storms, the effects of. spatial variations in
precipitation are small, -'and so can be ignored also. Therefore, the evaporation
from bare soil (E #1) can be determined by Eq. (2.22) multiplied by u, asif the
precipitation were uniformly distributed over 4. Taat is

The drainage term Q p12[N +1] is determined by Eq. (2.27) multiplied by u:

9 -
. , +3
Wyl[N_‘*‘l] -0r B—PS.

QuiolN+1].= u-Ks-( (5.12)

The water balance in layer 1 over the fraction u where precipitation occurs is
then,

1 ,
W:'I[N-l-l]= ”1[N+1]+(A£P(x)dx-_Q#d[N-i-l]-Q#12[N+1]-Ep1).At - (5.13)

. where W:l [N+1] and W1[N+1] are the soil moisture content.at the end and the
beginning of each time step in layer 1 within u respectively. Similarly, the
subsurface runoff Qpb[N +1] and the water balance for the lower layer withkin
can be expressed as, e

D¢D G- -

D.D ) D.D w 2[N+1] —WSW§ 2
r = 5. sm _YsYm K
belN'*'l] =4 { Wswg W,,z[N+1]+(Dm '_WS—)( WS- WSWE ) })

W o[N+1] > W, W§ (5.14b)
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and
+ o _ . .
W#2[N+l]=Wﬂ2[N+1]+(Qp12[N+1] - Q“b[N'i'l] - E#2) <At (5.15)
where W:-Q[N+1] and W ,o[N+1] are the soil moisture content at the end and the

beginning of each tire step in layer 2 within 4, respectively. Othér termis have
the same definitions as uséd in Chapter 2.

For the area within the dry (no rain) fraction 1 -, the evaporation from

the bare soil E(l~p)1’ drainage from layer 1 to layer 2, Q(l-p)12'[N+1]*‘

subsurface runoff Q(l-p)b[N+1]’ and soil moistures in layer 1 and layer 2,
W(l_“)I[N-{-i], W(i-”)2[N+i], are calculated in the same way as described
above, except using W 1-a 1.[N-{-l], W(l- “)2[N+1], and (1-p) instead of
W,A[N'*'ll’ W”2[N+1], and g in Egs. (5.11)-(5.15). The direct runoff in this
case, Q(l_”) d[N+1], is zero. .

According to assumption 3, the soil moisture within area x and 1-4 is

averaged immediately prior to the beginning of next storm that is larger than the

specified threshold so that the entire area has the same.soil moisture content .

when next storm arrives.. Thus, the soil moistire in layer j (j=1, 2)
itnmediately prior to the above threshold follow-up storm is,

WaIN+L = g (W IN+1+W (L iN+1]), (5.162)
. + + i
W{p N+ = (1= ) - (W5IN 4114+ W (L 5N+1)). (5.16b)

5.2.2. One-dimensional representation for vegetation cover

For the area with different vegetation covers, the approach described
above applies except that the rainfall rate -P(x) is replaced by the throughfall
rate. It is assumed that the throughfall rate Py(x) is equal to P(x) minus
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interception where interception is calculated by Eq. (2.3). The approach for
incorporating different vegetation covers and bare soil within u is the sarie as
described in Chapter 2.

Like the bare soil case, the soil moistures for different cover classes over
the wet and dry fractions 4 and 1- 4 are averaged (of "smeared”) prior to the
beginnirg of tlie next storm that is larger than the specified threshold. That i is,
the soil moistures of bare soil (W”J[N+1], =1, 2) and each vegetation type n-
(WHJ [n], n=1, 2, ..., N) over the fractional coverage of precipitation i, and
the soil moistures of each such cover type over the dry fractional coverage 1 -~
are averaged, so that the entire area (or grid cell) has the same soil moxsture
conitent at the onset of the next storr. For the fractional area u covered by
precipitation, the average soil moisture V& i (=1, 2) can be éxpressed as,

| N+1 )
= 3 Gl Wyl (5.17a)

Similarly, the average soil moisture W(l w)j over the dry fractional area 1 -
can be expressed as,

N+1 |
Wi = Z Cy[a]- W(1-p)1[n] (5.17b)

The average soil moisture of layer j (]—1 2) for the entire area, at the beginning
of the next stormi is,

Wisla] = w- (W4 Wiy, n=1,2 ..., N+l (5.18)
Wil_”)ll (=) (W +Wp ) n=1,2, ..., N+l. (5.18b)

There are two places in which the soil moisture is averaged. The first is over
strips of area ydx within u at each time step for each cover class using Eq. (5.13).




142

This avoids tracking the movement of a storm centér during a storm. This
averaging results in equal soil moisture within the samie surface cover type within
s. It is different among the differenit surface cover classes, and it is different
from the soil moisture for the dry fraction 1 - i for the same surface covér class.
The second averaging, described by Eq. (5.16) or Egs. (5.17) and (5.18), is -
carried out only at the beginning of the next above-threshold storm.

The two advantages of this dérived distribution approach are that it
avoids the need to identify the specific area that receives a given précipitation
rate within the fraction u of an area (or a grid cell), and it considers the spatial
variability of precipitation within the fractional area covered by the storm. This
is because for P(x) (or Py(x)) within a strip ydx, P(x) (or P((x)) is considered to
be a constart, and the spatial variability of the infiltration function (Eq. (2.20))
is considered over a strip area ydx with the same initial soil moisture. The dry
fraction 1-p. of the area (or grid. cell) is taken to.have no precipitation
throughout. the storm. The fraction u is assumed to be a constant within each
storin, but it can vary from storm to storm.

5.2.3. Derivation of precipitation function along x axis

The one-dimensional statistical-dynamic .model . requires that the
precipitatioti function P(x) be known. In this section, an appropriate form of
P(x) is derived.

Eagleson (1984), Eagleson and Wang (1985), and Eagleson et al. (1987)
have reported studiés on the fraction u of a grid area that is affected by
precipitation reaching the sutface... Warrilow et al. (1986) assumed that over a
fraction of a grid cell (or an. area), the point preéipitation intensity is
exponentially distributed (Eq. (5.1)). This exponential distribution assumption
for precipitation seems appropriate in some cases as shown by an analysis of
hourly observed precipitation data by Abdulla (1987). Abdulla (personal
communication 1993) also found that precipitation over a large area in Oklahoma
appeats to follow the exponential distribution. Using the continental-scale radar
data over northwestern Europe, Collier (1993) found that for fromtal
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precipitation, the exponential relationship (Eq. (5.1)) may not be appropriate.
Instead, the log-normal relationship used by Foufoula-Georgiou and Wilson
(1990) might be more appropriate. Gao and Sorcoshian (1994) investigated ten
years of hourly precipitation data over three GCM grid squares covering the
southeast, southwest, and north central U.S. each having a size of 8 degrees of ..
latitude by 10 degrees of longitude. They found that the éxponential distribution
assumption may be questionable and that the statistical patterns of precipitation
depend on the locations and the interactions between atmospheric conditions and .
various land surface characteristics. On the basis of the previous work, two
possible forms of the precipitation function P(x) (based on exponential and log-
normal distribution) will be considered. ‘ '

First, following Warrilow et al. (1986), the precipitation intensity is
assumed to be described by Eq. (5.1) within u. The percentage (x) that receives
a precipitation raté larger than or equal to precipitation rate P over the fraction
p of a grid cell (or an aréa) can then be expressed as (see Fig. 5.1a),

atea that receives precipitation rate > P

x = total area of 4 =1-F(P)
P P P.
_ PAAP: =1 [ aen(_ P51y
=1- [#(Pyap; = 1- Prg exp( - p)dP;
: 0 0
= exp(~-42 | (5.19)
The inverse of Eq. (5.19) is then,
P(x) = -Lm 15y, 0<xs<l (520

In Eq. (5.20), P() =0, thatis, the probability of the area fraction u that can
receive precipitation greater than or equal to zero is one. This result is due to
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the form of Eq. (5.1).

For the second case where the log-normal distribution is assumed (which
is arguably more appropriate for frontal precipitation), the precipitation
intensity function is expressed as (Collier 1993),

f(Py) = p—- exp{ -~ [In(1 + P)? ) (5.21)
where all the symbols have the same meaning as before. By approximating the
integral of the probability distribution, Collier (1993) obtained,

P
F(P) = [f(P)dP; = 1- exp{-p— [ (1 + P)?}. (522
0

Thus similarly to Eq. (5.19), the petcentage (x) that receives a precipitation
rate larger than or equal to precipitation rate P over the fraction x4 can then be
expressed as,

_area that recéives precipitation rate > P
- total area of x

=1-F(P)

= exp{ -w— [In(1 + P)]2 }. (5.23
exp{ P [ In( e} (5.23) ‘
The inverse of Eq. (5.23) is then,

1
P(x) = exp {~[~ Pzn ln(x)]T}—l, 0<xgl (5.24)

Here again Eq. (5.24) yields P(1) = 0.

For the exponential distribution case, by substituting Eq. (5.20) into Eq.
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(5.9), we obtain,

, 8 wS W ,[N+1
Q,qlN+1] =#-J {P(x) - A% +4J‘14[\t L }dx +
0

1 >.
WS W . [N+1] W . . 1+b
1 - ul 1 ig+P(x)- At ] 1}

“"l{P(x) " At at At =

IN+1
J{' ln(—)— A+ ”lii ] }dx +

1 ¢ W, IN+1] w¢ 1+b;
P w§ 1 w§ -—ln(x) At

e [ { =g Inlo) -+ g+ b - DT R T g
a

. Pm _ 1+Db:
ig- In(x).at 1+Dbj
[1- L im ] dx,

w$ [N+1] ws }

1, ul.

—mep(At At ) + b At I
a

(5.25)

The integral in Eq. (5.25), when 0 <a < 1, can be computed as,

- In(x) - At ]1+b i

o g m(x)-at b 1 04 Pm
|- — ] u=[[
a ' -3 1m

) TEO 1k gt (t-imetg)
tl

#'(im‘io) im-i pot
0 14b, phi
(H‘bx) P At ) J' t1+bl,e m-At .. (5.26)

= p— *(im)
0
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P

where t = ip -~ QP+ P— In(x)-At, and tl = im-ig + ln(a) In fact,
tl = im-ig + ln(a.) is equal to.zero, since a is determined by
ig+P(x)- At = ipy if 10+P(1) At < i (see Section 5.2.1).

An ana.lytxca.l expression can be obtained for the case where b; is an
integer in Eq. (5 26). Otherwise, numerical integration can be used to calculate
the integral in Eq. (5.26), or to expand the term exp(r— t) into a power
series which converges within |t] < oo:

]2

exp(pits )"1+p-‘+21[“t + & pE

ltl< oo . (5.27)

For the log-normal distribution case, by substituting Eq. (5.24) into Eq.
(5.9), de[N+1] can be obtained through numerical integration.

5.2.4. Estimation of fractional coverage of precipitation

As for the fraction u, Warrilow et al. (1986) noted that 4 may be on the
order of 0.95 and 0.60 for large-scale and convective rainfall, respectively.
Currently the U.K. Meteorological Office (UKMO) sets u to be 1.0 for large-scale
rainfall. and. 0.3 for convective rainfall in their GCM. The observed spatial
variability of total storm depth for air. mass thunderstorm rainfall in Arizona
(Eagleson et al. 1987) supports a wetted fraction of 0.5 to 0.66. .While Warrilow
et al. (1986), Entekhabi and Eagleson (1989), Pittnan et al. (1990), and
Famiglietti and Wood (1991) all used a prescribed fraction u of a grid cell area,
Eltahir and Bras (1993) found significant temporal variability in the fractional
coverage of rainfall. They presented a procedure for estimating the fraction u as,

El(’g; ) (5.28)

where E(Py) is the ateal mean precipitation over the rain-covered fraction u_of
the grid cell. They suggested that Pm can be estimated by
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Pm = Sy ST (5.29)
where V is the volume of rainfall simulated by the climate model within a grid
cell area, AX, and AT aré the spatial and temporal resolutions of the rnodel
respéctively. By invoking the ergodicity assumnption, they estimated E(Py) by
the mean of the rainfall rate at a point using rainfall records from a single
location. Although the volume of rainfall, V, could be taken from a numerical
weather prediction model, this can result.in large biases; it is probably more
realistic to use an average of observed station data instead of Eq. (5.29) to
estimate Pr,. Based on the observed hourly rainfall data in the southeast of
France, Braud et al. (1993) found that the fractional area covered by rainfall

exceeding a fixed threshold is highly correlated with the mean areal rainfall rate. .

Thus, this suggested that 4 may also be estimated from the radar rainfall data.

9.3. Testing of the derived distribution approach

As described previously, there are four major assumptions involved in
deriving the one-dimensional statistical-dyhamical model. In this section, two

computer éxperiments .are designed to test these. assumptions by applying Eq.

(5.20) (i.e., the exponential . distribution) to simulate spatially varying
precipitation. The first is a "brute force” experiment (Figs. 5.2a and 5.2b) where
a grid cell (or an area) is divided into LxM pixels. In the tests that were
performed, there were LxM=2500 pixels (subgrid elements). At each specific
time, the average precipitation depth of an area (or grid cell) defined the mean
of the exponential precipitation.distribution. Thus, the exponential precipitation
distribution over the area at each time was determined. The precipitation rates
for she 2500 pixels were taken randomly from the exponential distribution (Eq.
(5.20)) and were then assigned to each pixel. In generating the rainfall field, the
variable x in Eq. (5.20) was obtained from a uniform random generator. Within
each pixel, the precipitation rate was assumed to be the same. The procedure of
assigning the precipitation rate to each pixel was repeated at each tirhe when
there was rainfall. Using this random method, it is possible for a pixel to have
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large value- of precipitation in one time period and be followed by a random
quantity drawn from the exponential distribution in the next time period. No
attempt was made to. incorporaté the spatial correlation .in precipitation
amounts. It was assumed that one infiltration capacity distribution characterized
the entire aréa. The infiltration capacity distribution for each pixel was obtained
by randomly sampling from the infiltration capacity distribution for the entire
area (Fig. 5.2b). These pixel hydrologic properties were kept unchanged during
the simulations for a fixed spatial precipitation coverage u. Since the
precipitation rate was assumed to be the same within each pixel, the two-layer
VIC model described in Chapter 2 can be applied. By applying the model
described in Chapter 2 on a pixel by pixel basis, the direct runoff, eva,pora.mon,
sensible heat .flux, surface temperature and soil moisturs were calculated for
each pixel and thén were aggregated to obtain results for the ertire area.

In the second experiment (Fig. 5.2¢), the derived distribution approach
described in Section 5.2. was conducted to compute the direct runoff,
evaporation, sensible heat flux, surface temperature, and soil moisture for the
same. area as in Experiment 1. In this experiment, the precipitation over the
area u followéd an exponéntial distribution with the same distribution
parameters used in Experiment 1.

Finally, the results of the direct runoff, soil ioisture content,
evaporation, sensible heat flux, and surface temperature from Experiments 1
and 2 were compared with the results obtained by assuming P(x) = constant
over the area.

The same forcing data and model parameters as were used in the Chapter
4 sensitivity analysis are used here, except for the vegetation cover parameter .
(Cv). which is taken as 1.0 for both the grassland and forest sites. Other
parameter values are as listed in Table 4.1. Since the model does not represent
+ variations in spatial snow properties, only summer month simulations for .the
grassland were conducted. At the forest site, snow does not occur, so the
simulations were conducted for an entire year. For simplicity, the precipitation
fractional coverage parameter u was constant in each simulation, but three
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different values of u (0.3, 0.6, and 1.0) were investigated. In the following
discussion of these experithents, we use "pixel-based”, “derived distribution” ,
and "average” to represent Experiment 1 (the "brute force” experiment),

experiment 2, and the one with P(x) = constant within the area, respectively.
All simulations were conducted at an hourly time step.

At the forest site, the 12-month hourly results for the latent and sensible
Lieat. fluxes, surface temperature, soil moisture of the uppeér zone, and soil
moisture for both zones of the three experiments are shown in Figs. 5.3 ~5.14 for.
s = 0.3. All experiments started with the same initial soil rhoisture which was
taken as 50% of the maximum soil water content. On the same figure, the
hourly area av:rage precipitation time series is also plotted for comparison. Six-
month (Feb., Mar., April, Oct., Nov., and Dec.) hourly tunoff time series for
months with maximum runoff peaks higher than 0.6 mm/hr are shown in Fig.
5.15 for u=0.3.

In January (Fig. 5.3), many small storms with intensities less than 3.0.
mm/hr were prec-ut. The eva.pora.tidn simulated by the. derived distribution
approach is very close to that simulated by the pixel-based approach, while the
average method predicts much larger evaporation. ‘The reason is that the
average approach assumes that precipitation is intercepted within the entire area
while only 30% of the area has intercepted precipitation. in the pixel-based aud.
derived distribution approaches. . Therefore, the average approach results in .
much more interception evaporation than the other two approaches, especially
when the precipitation rate is small. Likewise, for the sensible heat flux and
surface temperature, the derived distribution approach gives results that are
much closer to the pixel-based approach than the average approach. The ratio of
the monthly sum of the absolute difference between the average and pixel-based
approaches to the monthly sum of the absolute difference between the derived
distribution and pixel-based approaches is shown in Table 5.1a for the latent and
sensible heat fluxes, and surface temperature. From this summary table, it can
be seen that all the ratios are greater than 8, indicating that the difference
between the derived distribution approach and the pixel-based approach is much
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smaller than that between the average and pixel-based apptoaches.

From Fig. 5.3, it is also seen that the derived distribution approach
better approximates the soil moisture content of the upper zone and also the
moisture of the upper and lower zones combined than the average approach.
The monthly maximum réelative errors of the upper zone moisture content are
6.8% and 7.7% for the derived distribution and average approaches respectively,
and 0.4% and 1.3% for the combined upper and lower zone mioisture content for
the derived distribution and average approaches respectively (Table 5.3a).

In January, the largest runoff peak is small (0.04 mm/hr) due to .the
small precipitation rate and the.low soil moisture content. In Table 52a, a.

summary ratio for runoff is. calculated in the same way as for the latent and

sensible heat fluxes, and surface temperature shown. in Table. 5.1. For months .

with the maximum daily runoff rate less than 1.0 mm/day, the. ratio .is
uninformative and is not calculated. In Table 5.2a, the monthly maximum
hourly peak runoff is shown for the pixel-based, derived distribution, and
average approaches as well.

In February (Fig. 5.4), there were not as many storms as in January,
but their magnitudes were larger. Even though the evaporation from the average
approach is still larger than the pixel-based and derived distribution approaches,
the difference is not as large as in January due to smaller interception. .The
sensible heat flux and surface temperature also varied less among the. three
approaches than in January. However, the total runoff ffom the average
approach was significantly undersimulated compared with the §ixe1-ba.sed one
(Fig. 5.15). During the two big storms at the end of the month, the average soil
moisture over the grid area is higher in the average approach, but the overall
saturated area is. smaller than in the pixel-based and derived distribution
approaches, and thus the average approach generates much less direct ranoff.
The derived distribution approach. produced simulations of runoff (Fig. 5.15),
evaporation, sensible heat, surface temperature, and soil moisture (Fig. 5.4)
that matched the pixel-based results quite closely. The 1vtics \or ruioff, latent

and sensible heat fluxes, and surface temperature are 7.3% (Ta}ble 5.‘.\;); 1.49, .
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1.88, and 1.56 respectively (Table 5.1a). The monthly maximum relative etrors
of the upper zone moisture content are 7.3% and 19.1% for the.derived
distribution and average approaches respectively, and 0.8% and 4.5% for the
combined upper and lower zone moisture content for the derived distribution and -
average approaches respectively (Table 5.3a).

The simulated results for March (Fig. 5.5) are quite similar to the results
for February. At the beginning of the month, both the pixel-based and derived
distribution approaches predict much larger runoff (Fig. 5.15) than in January
even though the storm magnitudes were similar to those for January. 'This is
because of the wet soil from the large storms at the end of February. The
average approach again gives much smaller runoff in this case. In comparison,
the storm with peak rate more than 3 mm/hr occurring on the 19th of the month .
results in very small runoff in all the three apptoaches (only about ore fifth of .
the runoff that occurred at the beginning of the month) due to the loss of soil.
moisture by evaporation during the period. The ratios for runoff, latent and
sensible heat fluxes, and surface temperaturé are 2.41 (Table 5.2a), 1.72, 1.69,
and 1.47. respectively (Table 5.1a). The monthly maximum relative errors of the
upper zone moisture content are 8.0% and 14.0% for the derived distribution aad
average approaches feSpectively, and 0.7% and 4.9% for the combined upper and
lower zone moisture content for the derived distribution and average approaches
respectively (Table 5.3a).

In Apiil, storms.were smaller than in February, but larger than in
January and March. Again, the derived distribution approach approximates the
runoff (Fig. 5.15), surface fluxes, and soil moisture (Fig. 5.6) much better than
the average approach. The ratios for the latent and sensible heat fluxes, and
surface temperature are all greater than 2.0 (Table 5.1a), and greater than 4.0
for runoff (Table 5.2a). Although the evaporation simulated by the average
approach is always larger than those. from the pixel-based and derived
distribution approaches, the much smaller runoff from the average approach
results in higher soil moisture than for the other two approaches. The monthly
maximum relative error of the upper zone moisture-content is greater than 20%
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for the average approach, but less than 10% for the derived distiibution
approach (Table 5.3a). For the combined moistire content, the monthly
maximum relative errors are 0.7% and 6.2% for the derived distribution and
average approaches respectively (Table 5.3a).

May, June, July, and August (Figs. 5.7~5.10) is the dry period. There
is little runoff during these months, and the largest thonthly runoff peak is less
than 0.5 mm/day, except in June where it is 4.32 mm/day. During this period,
the average approach continues to simulate larger evaporation due to more
moisture, except for August. The soil moisturé content for the average
approach decreases and approaches the soil moisture from the pixel-based
approach. During this time, the derived distribution approach still gives. better.
approximations than the average approach with all the ratios for the latent and
sensible heat fluxes, and surface temperature greater than 1.0 (Table 5.1a),
except for August. For scil moisture, the comparison. (Table 5.3a) shows that
the derived distribution approach results in smaller monthly maximum relative
errors than the average approach for both the upper layer and combined layers,
except for the upper layer soil moisture in June and July, and the combined soil
moisture in August, where the average approach gives slightly smaller relative
€rTors.

In August (Fig. 5.10), there is almost no precipitation and the soil is
quite dry. The soil moisture from the derived distribution.approach._is closer to
the pixel-based approach. than the average approach. The evaporation from the
average approach is overestimated during'the first half of the month, and also
during the three very small precipitation events due to larger interception. The
evaporation from the derived distribution approach is also overestimated in this
month. .

The reason that the derived distribution approach overpredicts the latent
heat flux might be attributable to the way of calculating the soil moisture stress
factor ggm[n] {Eq. 2.14). In the pixel-based approach, the subgrid spatial
variability of soil moisture is included in the calculation of the soil moisture
stress factor ggm[n], but it is not in the derived distribution and’ average
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approaches. When the soil is dry, the pixel-based approach may result in.a
number. of large gsm(n]’s over a large portion of the atea due to, for example,
less soil moisture than the wilting point or critical point, while the. derived .
distribution and average approaches give only on¢ smaller lumped gs;[n] value.
Therefore, both the derived distribution and average approaches predict larger
evaporation than the pixel-based approach. This subgrid spatial effect would be
more significant .when the soil is drier since for example, the ggm[n] would.be
the same (i.e, 1.0) for the pixel-based, derived disttibution, and average
approaches if the entire area is saturated.

Although both.the derived distribution aud average approaches use the
same lumped expression for ggm[n], the average approach simulates smallet
evaporation than the derived distribution approach during this month (Fig.
5.10). This is because the upper zone soil moisture is drier in the. average
approach than in the derived distribution approach. = Thus, the average
approach can result in a larger soil moisture stress factor ggpy[n] than the derived
distribution .approach and so simulates smaller evaporation. Therefore, the
average approach simulates evaporation better than the derived distribution
approach but for the wrong reasons.

From September ‘o December (Figs. 5.11-5.14), the soil becomes wet
again as a result of more storms, some of which are large. Therefore, the effect
of subgrid spatial variability on ggm[n] is reduced among the three approaches.
The evaporation from the average apprrach is oversimulated during most of
these months and the runoff (Fig. 5.15) is significantly undersimulated for the -
large precipitation events compared with the pixel-based results. The derived
distribution approach, however, gives much better approximations. All the
ratios for the latent and semsible heat fluxes, and surface temperature are
greater than 1.0 (Table 5.1a) during these months, and the ratio for runoff is as
high as 5.68 in QOctober (Table 5.2a). The monthly maximum relative error for
the upper zone soil moisture is about. 10% or less for the derived distribution
approach, but about 20% in some months for the average approach (Table 5.3a).
Similarly, the derived distribution approach results in monthly maximum
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relative errors for combined soil moisture smaller than the average approach,
except for September.

For the case p=0.6, similar results are obtained as for 4=0.3, except tha«
the underestimation of runoff and overestimation of eévaporation by the average
approach decreases. for the larger u value. The ratios for the latent and sensible
heat fluxes, and surface temnperature afe greate: than 1.0 for 9 out of 12 months,
and are all above 0.9 for March (Table 5.1b). The ratios for runoff are greater
than 1.0 except for March and November (Table 5.2b). The monthly maximum
relative errors for the upper zone soil moisture are about 10% or less for the
derived distribution approach, while they are as high as 21.3% for the average
approach (Table 5.3b). The monthly maximum relative errors for the combined

soil moisture are sinall fer both approaches; the largest relative errors over the

year are 2.5% and 3.2% for the derived distribution and average approaches
respectively.

At the grassland site, which has a drier climate than the forest site,
simulations for x=0.3, 0.6, and 1.0 were conducted for the summer months
(May - September), with the initial soil .moisture equal tv the maximum soil
moisture content for 4u=0.6, and half of thé maximum soil moisture content in
the other two cases.

For »=0.3, Figs. 5.16 and 5.17 show that May and June receive less
precipitation than the remaining three months, and the maximum hourly runoff
is 0.01 mm/hr and 0.03 mm/br for May and June, respectively (Takle 5.5a).
The average approach .oversimulates evaporation during the precipitation event
due to large interception. The derived distribution approach produces much
better approximations for evaporation, sensible heat flux and surface
temperature. The ratios fo¢ the latent and sensible heat fluxes, and surface

temperature are all greater than 3.0, and are as high as 10.53 (Table 5.4a). The

derived distribution approach also results in smaller monthly maximum relative
errors for the upper zone and combined soil moisture (Table 5.6a).

Evaporation is significantly overestimated by the average approach in
July and August (Figs. 5.18 and 5.19) during the storm period, and thus the
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sensible heat flux and surface temperature are underestimated; while the derived
distribution approach yields the evaporation, sefisible heat, and surface
temperature similar to the pixel-based approach, with ratios greater than 5.0
(Table 5.4a). Although the sirhulated runoff is. small during this period with a
maximum rate of 0.09 mm/hr and 0.22 mm/ht for July and August respectively
(Table 5.5a), both the derived distribution.and average approaches give larger
runoff than the estimates from the pixel-based approach. This is because both
the derived distribution and average approaches always have some saturated area
when the soil moisture in the upper zone is greater than zero according to the .
variable infiltration capacity formulation for the upper layer. Therefore, when
there is some small rainfall, the precipitation that falls onto the saturated area
will generate runoff in both cases. For the pixel-based approach, however, it is
not necessary that such a saturaied area always exists, and thus there is no
runoff from light precipitation unless the antecedent soil moisturé is saturated.
When the precipitation rate is moderate or large, the effect of the. perpéetually
saturated area in the derived distribution and average approaches becomes
negligible. The derived distribution approach again results in smaller monthly
maximum relative. ervors for the upper zone and combined soil moisture (Table
9.6a). Figure 5.20 shows the results for September .in which the derived
distribution approach again produces betier simulations than the average
approach (Tables 5.42-5.6a).

For the case y=1.0, similar comparison results are obtained for the three.
approaches as for the u=0.3 case, Aexcept that underestimation of runoff and
overestimation of evaporation by the average approach decreases as u increases,
as was the case for the forest site. The ratios for the latent and sensible heat
fluxes, surfice temperature, and runoff of the five ir. 1ths (May - September)
are all greuter than 1.0, except for June where the ratio of latent heat flux is
0.97 {Tables 5.4b and 5.5b). Although for most months, the monthly maximum
relative errors for the upper zone and combined soil moisture are slightly greate:
for the derived distribution approach than for the average approach, all the
values of the relative errors are small, with the largest less than 3% (Table
5.6b).
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To investigate the effect of initial soil moisture on the surface fluxes and
runoff. for the drier climate, a comparison of the thtee approaches with initial
soil moisture set to the maximum for 4u=0.6 was made. Comparisons (Tables
5.4 -5.6) show that the results are similar except that the tunoff from the pixel-
based approach is smoother than froi the other two approaches in the u=0.6
case (plots not included). This is because mote water goes into lower zone and
comes out as subsurface: runoff in the pixel-based approach. Tables 5.4c and 5.5¢
show .that all the ratios for the latent and semsible heat fluxes, surface
temhperature, and runoff are greater than 1.0, except for the ratio of runoff in
June which is 0.95. Also, the average approach shows.larger relative érrors for
the soil moisture in géeneral (Table 5.6¢).

Tables 5.7.and 5.8 show the annual average latent and sensible. heat fluxes
at the forest site and the five-month average latent and sensible heat fluxes at
the grassland site, respectively, for.the three approaches. For all of the cases
with 4=0.3 and 0.6 at the forest site, and x=0.3, 0.6, and 1.0 at the grassland
site, the derived distribution approach gives better approximations to the pixel-
based approack than the average approach. At the forest site, the average
approach gives about 20 Wm? bias for the latent and sénsible heat fluxes, and
the derived distribution approach gives about 5 Wm" -2 bias. At the grassland
site, the average approach gives about 20 W2 bias for the latent heat flux and .
over 35.Wm2 bias for the sensible heat flux fo- 4=0.3. The derived distribution
approach, .however, gives less than 5 Wm™2 difference fot both latent and
sensible heat fluxes for 4=0.3.

Although the experiments conducted here use hypothetical forcing data
with specified initial soil moisture, the differences for the surface fluxes, surface
temperature, runoff, and soil moisture between the average and pixel-based .
approaches indicate that the effect of spatial subgrid scale variability in
precipitation can be significant. Comparison of the three approaches shows. that
the derived . distribution approach approximates the pixel-based method .
reasonably well in terms of surface fluxes, surface temperature, runoff, and soil
moisture,
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5.4. Summary of the derived distribution approach

This chapter has described a one:dimensional statistical-dynamic rhodel
with a derived distribution approach that accounts for the effect of subgrid
spatial variability of fainfall. The approach was tested against a pixel-based
approach, and an approach which applied spatial average precipitation
uniformly over the atéa. The comparison of the three approaches for the. PILPS
forest end grassland sites shows that:

(1). The derived distribution approach approximates the pixel-based approach
much better than the avetage approach in the simulations of surface fluxes,
surface temperature, runoff, and soil mioisture;

(2). The effect of the spatial subgrid scale variability in precipitation is
significant. The inclusion of the spatial variation of precipitation results in less
evaporation, especially for small storms, due to less intérception of rainfall,
and more runoff, especially for moderate and latge storms, due to a larger
portion of saturated area. The soil moisture is lower in general when the spatial
variation in precipitation is considerzd for moderate or large storms because
more runoff occurs, while the s’ moisture is higher for small storms due to less
evaporation.

(3). The ratios of the monthly sum of the absolute difference between the
average and pixel-based approaches to the monthly sum of the. absolute
difference between the derived distribution .and pixel-based approaches for the
latent and sensible heat fluxes, surface temperature, and runoff are greater than
1.0 for most cases. The monthly maximum relative etrors for the upper zone soil
moisture. and for the combined soil moisture are smaller for the derived
distribution approach than for the average approach for most cases.

(4). Comparisons with the pixel-based anproach show that the annual average
and five-month average latent and sensible heat fluxes at the forest and grassland
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sites for the average approach have biases of about 20 Wm’z, while the derived
distribution approach has biases of about 5 Wm™2. . The average approach
resulted in over 35 Wm’2 bias in the sensible heat flux for x=0.3 at the grassland
site.

(5). The four assumptions described in Section 5.2 incorporated in the derived
distribution approach seetn justifiable based on the test results. Although the
thitd assumption, which averages the soil moisture over the fractional coverage
p# and the non-rainfall fractional coverage 1-y, may seem.questionable, the
results suggest that it.is defensible. Under a numnbet of common situations, this
assumption may not be critical. - One is for thke case of many small storms. In
this case most of the rainfall is intercepted by the vegetation canopy. Thus, the
soil moisture over the fractional coverage u would remain close to that over the
non-rainfall fractional coverage 1-u. The second case is when several large
storms occur, with most of the area covered by at least one storm. In this case,
the soil moisture will be close to saturation everywhere. The third case is where.
the soils are relatively well drained, which will tend to minimize spatial
differences in soil moisture.

Since the derived distribution approach is coiiceptually simple and has a
closed form, it is computationally tractable. It appeais to be a practical way of
representing subgrid scale precipitation variation in a GCM land surface
parameterization.
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Table 3.7.__Comparison of annual average latent and sensible
heat fluxes at the PILPS forest site

=03 j 4=0.6
latent ééz;s‘ible ‘ iatent sens;ii:le
G A O I O
pixel-based  66.5 64.5 73.7. . 57.8
derived dist.  72.0 59.3 76.9 54.7
average 87.7 44.5 87.7 44.5

.Table 5.8. Comparison of five-month average latent and sensible
heat fluxes at the PILPS grassland site

=03 =06 w=10

latent sensible. latenf sénsiblg latént sensible

Wo?) Wm?) | (wmd wm?) | (WD) (wm?)
pixel-based 50.8  40.2 733 205 | 72.6 212
derived dist. 53.4  39.7 T 185 739 218

average  71.5 2.0 839 -86 71.5 2.0
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Fig. 3.1 Schematic representation of the. derived distribution approach to
represent spatial variability of rainfall for two-layer VIC model: ()
exponential precipitation distribution in x direction, and plan view
of a grid cell (o: area) with strips of ydx, and.ydx2, (b) two-layer
VIC representation for the strips ydxl and ydx2.




B(x)

P(x)

Fig. 5.2  Schematic representation of experiments 1 (5.2a and 5.2b) and 2
(o 2c): (a) 2300 pixels for a grid cell, (b) VIC-2L representation for
each pixel, and (c) the derived distribution approach of the VIC-2L
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CHAPTER 6 CONCLUSIONS AND RECOMMENDATIONS
FOR FUTURE WORK

A simple two-layer variable infiltration capacity (VIC-2L) model has been
developed to model land-atmosphere . interactions at the scale of general
circilation models used for numerical weather prediction and climate change
studies. The model includes a canopy layer, which partitions the area .of
interést into N land surface cover types. For each land cover type, the fraction
of roots in the upper and lower layer is specified. Evaporation occurs via catiopy
evaporation,  evaporation from bare soil (land cover class N+1), and
transpiration, which is fepresented via a canopy and architectural resistance
formulation. In the soii, the effects of spatial subgrid variability of soil moisture
with hydrologically plausible runoff mechanistn are tepresented through the
upper layer and lower layer. The upper layer, which is designed to represent
the dynamic behavior of the soil as it résponds to rainfall, is characterized by
spatial distributions of infiltration and soil tioisture capacities. The lower layer,
which is used to characterize thé seasonal soil moisture behavior, is spatially
lumped and uses the Arno drainage representation. Drainage from the upper
layer to the lower layer is assumed to be driven by gravity. The efféct of the
subgrid spatial distribution of rainfall is accountéd using a derived distzibution
approach. This approach results in a one-dimensional statistical-dynamic closure
form based on four assumptions. The four assumptions are: (1) precipitation

_ varies along x axis.within a fractional coverage 4; (2) the soil moisture content

of each strip within the fractional coverage u of the same vegétation cover is
averaged at the end of each time step; (3) the soil moisturé is averaged over the
fractional coverage u and the non-rainfall fractional coverage 1 —u prior to the
beginning of next storm; and (4) each strip has an identical infiltration capacity
distribution function. . The VIC-2L model includes both atmospheric and
hydrologic model parameters.




187

6.1. Conclusions

. The VIC-2L model performed well for two applications where the climate
regimes are quite differént. The first application was to the FIFE site in central
Kansas, where the climate was relatively dry, and the land cover was tall grass.
The second site was in north central Brazil, which has a moist, tropical
rainforest climate, and where the land cover is a ranch clearing surrounded by
forest.

At both the FIFE (35 days of data) and ABRACOS (59 days of data)
sites, the VIC-2L model reproducéd the latent heat flux well, with 80% and
90%, respectively, of the daytime hourly peaks having relative errors less than
15%. Although more than 80% of the days (FIFE and ABRACOS) had sensible
heat flux daytime hourly peaks less than 200Wm-2, there were still about 60%
and 55%, respectively, of the daytime hourly peaks with rélative errors less
than 15%. For the ground heat flux, the majority of days had daytime hourly
peaks on the order of 50Wm™>, and there were about 40% and 55% of the
daytime peaks, respectively, with relative errors less than 15%. For the upper
layer soil mioisture, the comparison at the ABRACOS site (no observed soil
rnoisturé data weré available at the FIFE site) showed that the largest relative
difference between the modél simulated and the observed.soil moisture was less
than 8%. There were 70% of the days with surface temperature difference less
than 2 °C at the FIFE site. For the streamflow at the FIFE site (not available
at the ABRACOS site), the reproduction of dry period flows and the timing of
the miajor peaks of the observed streamflow was satisfactory, although the
magnitudes of the large peaks were subject to substaatial errors.

Since most rain over land is convective, the inclusion of spatial subgrid
scale variability in precipitation should provide a bettér representation of land
surface dynatics than the average precipitation fepresentation for those aréas.
The effects of subgrid spatial variability of precipitation on sarface fluxes, soil .
moistute, and funoff weré incorporated .into. the VIC-2L model. The model
performance was evaluated by coriparing hourly sifnulations of latent add
sensible heat fluxes, surfice temperature, runoff, and soil mioistures with the
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pixel-based approach simulations for two different (hypothetical) climate
regimes. In addition, the simulated latent and sensible heat fluxes, surface
temperature; runoff, and soil moisture were compared with the results obtained
by assuming constant precipitation over the area. Thé comiparison showed that’
the derived distribution approach approximated the pixel-based approach quite
well, and it was supérior to constant precipitation .approach in terms of
predicted surface fluxes, surface temperature, runoff, and soil moisturés almost
all the time.. The simulations with constant precipitation . over the area
overestimated latent heat flux and underestimated semsible heat flux compared
with the pixel-hused simulations due to much more. interception evapora.txon,
especially when the precipitation rate is small. Also, the constant precipitation

“experiment simulated mauch smaller runoff, particularly for median and large

precipitation, as cotnpared with the pixel-based results. In addition, the bias of
the annual avérage and five-month avetage latent and sensible heat fluxes at the
forest and grassland sités was about 20 Wm2 from the average precipitation
approach, while it was only about 5 Wm‘2 from the derived distribution
approach.

Finally, the VIC-2L model parameters were.éxplored for two different
climate regimies through both fractional factorial and one-at-a-time sensitivity
analyses. . Three meétrics were chosen: annual total evaporation, annual total
tunoff, and annually averaged semsible heat flux. For these metrics, the leaf
area mdex, porosity, and the minimum stormatal resistance were found to be
unportant while the soil thermal conductivity and soil heat capacity were found
to bé most sensitive for the minimum hourly surface temperature metric. These
results are similar to those obtained by Henderson-Sellers (1992, 1993) using the
BATS model. When the surn of the absolute difference of monthly evaporation
and sensible heat flux between the control experiment and the 32 experiments_—
were used as metrics, the model was found to be most sensitive to a similar set

"of parameters as those indicated by. using the annual total. evaporation and

annually averaged seasible heat flux as metrics. However, for the absolute
difference metrics, it was the interactions of these parameters rather than the
singlé parameter effects that were found to be most important.
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The infiltration shape parameter, the fraction of maximum subsurface
flow, and the fraction of the lower layer maximum soil moisture were found to
have minimal influence on the annual total runoff metri¢. . Although the two
fraction parameters redistribute theé monthly runoff within a year, tkey did not
change the total amount of the annual runoff. However, these three parameéters .
and their interactions among themselves and with the parameters of porosity and
wilting point were found to be sensitive when the sum of the absolute difference
of monthly runoff from the control experiment was used as the métric.

6.2. Recommendations for future work

There are a numnibér of research topics related to the current work that are
suggested by this work, and are worthy of future exploration. Three suggestions
for immediate follow up work related to representation of subgrid scale
variability of the soil moisture stress factor associated with transpiration,
subgrid scale variability in snow properties, and model validation and
implementation inito GCMs are described briefly. '

6.2.1. Subgrid scale spatial variability in o

From Chapter 2, it is seen that the 1epresentation of evapération from
bare soil (Eq. 2:22) accounts for subgrid spatial variability in soil moisture, but
the effect of subgrid spatial variability of soil moistire ofi transpiration from
vegetation (Eqs. 2.12-2.14) is only partially accounted for. The weakness of Eq.
2.14 is shown in Chapter 5 when comparinig with the exhaustive experiment
tesults for the forest site in August. Therefore, it is nécessary to account for the
subgrid spatial variability of soil moisture on transpiration in a manner similar to
that used for.bare soil evaporation. This cad be done through the soil moisture
stress factor g, [n] (Eqs. 2.13 and 2.14) which depends on the water available in
the root zone. Due to the definition of the upper layer and lower layer, the soil
moisture in the uppér layer is more spatially variable than that in the lower
layer.. Thus, the soil moisture stress factor g,y [n] of layer 1 should have larger
variations within a grid cell (or an area) than that of layer 2. We can, therefore,




190

only consider the influence of subgrid variability of soil moisture in layéer 1 on
gmln]- A lumped soil moisture content expression of gsm (o] can be used for
layer 2 as before. From the definition of gsn(n] (Egs. 2.14a-2.14c), we obtain,

Awln] |
gsm[n] Acrln]-1 + J
Acr(n]

1

0-dA (6.1)
dWl _awy

Aw[n]

where W [n], WY, and W({r have the same meadings as in Chapter 2, and .

Acr[n] and Aw[n] represent the fraction of the soil whose soil moisture is greater
than or équal to the critical value above which the transpiration is not affected
by the moisture stress in the soil, and the value associated with the permauent
wilting point respectively, and (see Fig. 2.2),

dW, [n] = ig-dA
dW] = by-i-dA
dW] = bcr-i-dA

where 0y is the pérmanent wilting point (dimensionless), 8¢y is the critical value
(dimensionless), ig represents the point infiltration capacity cortesponding to the
soil moisture Wj[t], and A is the fraction of the area for which the infiltration
capacity is less than i (see Eq. 2.20). Let

iw = GW’i )

ey = fcrea,

thea combining with Eq. 2.20, we have

1/b;

iw = 0y-im [1-(1-A) ) . (6.2)
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l/bi

ier = fcp-im [1-(1<A) ] (6.3)

* Thus, in Eq. (6.1), the second term ¢an be expressed as,

A . W A Ay
‘T[nl AWy []—aw?  Awlel ig-dA —iw-dA win) ig—iw

‘—T‘—W‘GA‘:J‘ T P dA=J ———dA
. dW1 —dW- . L lcrrdA-ig-dA lcr —lw

Act[n 1 1 crin T Acceln] .

- Awln]
- 0. J 1 dA — 8w(Awl(n] ~ Acrln]) . (6.4)
Certm) 3 Ly 1-0-ATT S
cr

The integrand of Eq. (6.4) can be either numerically integrated or expanded into
a power series. The terms Aw[n] and Apfn] are detérmined as follows. From
Eq. 2.20, we can obtain the relationship between ip and Wi [n],

1
o5
ig = im{1 - (1 -2y (63)

Wi

Equating Eq. (6.2) with Eq. (6.5), and Eq. (6.3) with Eq. (6.5) respectively,
then,

1
1/b; V.ol 1+b;
io = bwim [1-(1-Afa) ] = imlt-(1-—ABL" ) g
W
b o5
o + .
ig = ferim (1-(1-Accln]) | ] = iml1- (1-—ABL ™) o)

1

Therefore, if ip -6y > ig» we have for Ayln], .
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1.
. b:
oM
Awln] = 1-[1- . ] | (6.8)

and if im - 6¢cr > i, we have for Act[n],

1.
W- [z] )1+bi
Wi bj
- » | (6.9)

1-(1-

Actln] = 1-[1--
im0y < iy, then Awln]=1; whileif iy 8. < igs Actln]=1.

6.2.2. Subgrid scale spatial variability in a snowpack

In the midcontinents of North Ametican and Eurasia, winter snow .and
spring melt ate important components of the hydrologic cycle. Snowmelt in
spring generally produces spring peaks in streamiflow. Numerous snowmelt -
models are described in the literature. These models can be grouped into three
classes (Morris. 1985): regression models, lumped 'conceptual. models, and.
distributed models. Each class of these models has its strengths and weaknesses.
The subgrid spatial variability in snowpack. propésties has not been included into
the present form of the VIC-2L model. Howevet, in a context consistent with .
the approach described in. Chapter 5 for the subgrid spatial variability of
precipitation, the subgrid spatial variability related to smowpack propertics
could be accounted for with a similar degree of complexity. |

One way to include the subgrid spatial variability of smow is to
incorporate Donald’s (1992) findings of a log-normal spatial distribution.for snow
depth and linear relationship of snow depletion curve into the snowmelt module
(Wigmosta et al. 1994) of the VIC-2L model by using the derived distribution
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approach described in Chapter 5. Based on show surveys. conducted in southern
Ountario, Canada, Donald found that snow depth can be described by a log-
notmal distribution within a shallow and often discontinuous snow covered area.
In addition, hé showed when snowmelt is assumed to occur uniformly over the
snowcovered area, the redistribution and accumulation of snow within an area
classified by vegetation cover types can be summarized by linear snow depletion
curves (SDC) for different cover types. The snow depletion curve, which can be.
characterized by two classes, forest and.non-forest, desctibés the relationship
between average snowcover depth and gnowcovered area for a given vegetation
cover type (Donald 1992).

Two assumptions are needed to incorporate Donald’s findings. The first is
that the area (or a grid cell) is relatively flat so that topographic effects such as
slopes, aspects, and shading are insignificant over the snowcovered area (i.e.,
the net. radiation received over the snowcovered area is relatively uniform). The
second is .that the rain fallihg on the snowcovered area will be redistributed in
such a way that the heat advected to the snowpack by the rainfall will be. the .
same within the snowcovered area. With these two assumptionis, it can be
assumed that the snowmelt will occur uniforruly over the snowcovered afea, and
Donald’s linear relationship of SDC can then be applied.

6.2.3. Validation and implementation into GCMa

As seen in Chapters 3 and 5, the VIC-2L model was oaly applied to two
specific sitcs, both of which were small. Therefore, the model should be applied
to more sites wivh different soil type properties and climate conditions. In
addition, observed data when available over a large area should be used to test
the one-dimensional statistical-dynamic model described in Chapter 5, since the
approach of including the subgrid spatial variability of precipitation (see Chapter
. 5) was not tested using observed data. One possibility is to use the data from
HAPEX-MOBILHY (Hydrological Atmospheric Pilot Experiment) which were
collected over an area on the order of 100x100 kin. The -observations were
conducted in 1986 witk one Intensive Field Campaign (IFC) of duration several
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months in southwéstern France (Shuttleworth 1991b). The study area with
multisite measurements consists of forest, agricultural land, and some wood
cover area. The observed data include surface pressure, air temperature,
dewpoint temperatute, wind, vegetation informhation, radiation information,
and streamflow (Goutorbé and Tarrieu 1991).

To test the global performance of the VIC-2L model, the effects of

feedbacks from GCMs should be investigated. Therefore, implementation of the
VIC-2L model into a GCM is a logical next step in evaluation of the model.
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