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Preface

A workshop on the Satellite Networks: Architectures, Applications, and Technologies, hosted
by the Space Communication Program at NASA Lewis Research Center in Cleveland, Ohio
was held on June 2-4, 1998 at the Sheraton Airport Hotel in Cleveland, Ohio. More than 275
representatives of industry, academia and government participated in the workshop.

We decided to host this workshop because global satellite networks are moving to the forefront
in enhancing national and global information infrastructures—due to the unique networking
characteristics of communication satellites. Simultaneously, broadband data services are
emerging as the major market driver for future satellite and terrestrial networks. Convergence of
satellite and terrestrial networks is widely acknowledged as the foundation for an efficient global
information infrastructure. In the past two years, various task forces and working groups around
the globe have identified pivotal topics and key issues to address if we are to realize such
networks in a timely fashion. In response, industry, government, and academia undertook efforts
to address these topics and issues. There was a need to assess the progress made to date and
chart the future. This workshop provided a forum to assess the current state-of-the-art, identify
key issues, and highlight the emerging trends in the next-generation architectures, data protocol
development, communication interoperability, and applications.

The response to the workshop was outstanding and the results are shown in the attached papers.

In addition to several panels, workshop sessions covered a wide range of topics
e Access technology and protocols

Architectures and network simulation

ATM over satellite networks

Internet over satellite networks

Interoperability experiments and applications

Multicasting

NASA interoperability experiment programs

NASA mission applications

TCP/IP over satellite: issues, relevance, and experience

Contributions to this workshop are highly appreciated, and we hope to build on its success.

Kul Bhasin

Workshop Organizer

Chief, Satellite Networks and Architectures Branch
NASA Lewis Research Center

vii
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8:30

8:40

10:35

10:40

AGENDA

Tuesday, June 2, 1998
The Internet: Enhancing the Internet for Space Today

Welcoming Remark: Donald J. Campbell, Director, NASA Lewis

NASA/Industry Programs: A Response to the Satellite Industry Task Force
Challenges Ballrooms A & B

Chair: James Bagwell; Manager; Commercial Communications Program;
NASA Lewis

Samuel Venneri; Chief Technologist; NASA Headquarters

Thomas Brackey; Executive Director of Technical Operations; Hughes Space &
Communications

Prakash Chitre; Vice President Technology; COMSAT Laboratories

Ramon DePaula; Program Executive, Code S; NASA Headquarters

Charlene Gilbert; SOMO Technology Manager; NASA Johnson

Session description: This session will address the ad hoc Satellite Industry Task Force
(SITF) technical challenges and NASA’s response to them.

The ad hoc SITF consisting of satellite communications industry representatives,
academia, and government observers came together in late 1994 to address the role of
satellites in the emerging national and global information infrastructure. On July 31,
1996, the SITF presented its findings to Daniel Goldin, NASA Administrator; Kaminski,
then Deputy under Secretary for Defense for acquisition; high-ranking government
executives; and industry executives.

In this opening session, Samuel Venneri, NASA Chief Technologist, and other NASA
executives will outline NASA’s response to several of SITF’s technical findings.
Thomas Brackey, Executive Director of Technical with Hughes Space and
Communications, and Prakash Chitre, Vice President of Technology with COMSAT
Laboratories, will provide industry’s perspective on these interoperability issues.

10:20 Break

Opening the Technical Program: Kul Bhasin, Chief, Satellite Networks &
Architectures Branch; NASA Lewis

Invited Session: Internet over Satellite Networks
Ballrooms A & B ,
Chair: Frank Gargione; ACTS Project Manager; Lockheed Martin

Dennis Conti; Vice President; Hughes Networks Systems



1:30

“Satellite Networks: The Next Frontier”

Burt Liebowitz; Chief Technology Officer; Orion Network Systems
“Providing Internet Access to ISP’s Using Geosynchronous Satellites — A Case History
Based on Orion’s Worldcast Services”

John Baras; Director; Center for Satellite and Hybrid Networks; University of Maryland
“Linking Satellites and Terrestrial Networks for Broadband Internet Services”

David Beering; Principal; Infinite Global Infrastructures
“Internet Protocols over ACTS at 622 Mbps: Implications for Future Advanced Internet
Services”

Demonstration of Internet over Bi-Directional Satellite Link
Jim Griner, Paul Mallasch, Mark Allman, and David Stewart; NASA Lewis

12:10 Lunch

Plenary Session: TCP over Satellite: Issues, Relevance, and Experience
Ballrooms A & B
Moderator: Aaron Falk; Network Systems Engineer; TRW Space & Electronics

Keynote:
Craig Partridge
Principal Scientist; BBN Technologies
“Does TCP Work over Satellite Links or Not?”

Norman Butts; Manager; Systems Engineering; Telecommunications Interactive
Technology Center; Lockheed Martin

Eric Travis; Systems Engineer; Jet Propulsion Laboratory
Lori Jeromin; Member of Technical Staff, MIT/Lincoln Laboratory
Victor Barajas; Member of Technical Staff; Hughes Spaceway

Session description: providing Internet service over satellite depends largely on
providing good Transmission Control Protocol (TCP) performance. This panel will
discuss the issues with today’s TCP; solved and unsolved problems; the relevance to
commercial; NASA, and military applications; and approaches to dealing with or
avoiding TCP problems. Craig Partridge will provide an overview presentation on TCP
performance over satellite. The remaining panel members will each provide brief
presentations (about 5 minutes) on specific topics of their choosing. Following the
presentations; there will be an open question-and-answer period.

3:00 Break



Session 1 — Ballroom A
TCP/IP over Satellites

Chair: Dan Glover; Team
Leader, Satellite Networks &
Architectures Branch; NASA
Lewis

Han Kruse

Ohio University

“Performance Analysis of HTTP
Protocol on Geostationary
Satellite Links”

J. Scott Stadler

MIT/Lincoln Laboratory
“Peformance Enhancements for
TCP/IP over a Satellite
Channel”

Mark Allman

NASA Lewis/Sterling
“Estimating Bottleneck
Bandwidth Using TCP”

Nihal Samaraweera
University of Aberdeen
“LFN and SACK over DVB
Satellite Networks”

3:30 Session Breakout

Session 2 — Ballroom B
NASA Mission
Applications

Chair: Dan Williams; Chief,
Communications Technology
Division; NASA Lewis

James Budinger

NASA Lewis

“NASA’s Use of Commercial
Satellite Systems: Concepts and
Challenges”

Robert Lease

Stanford Telecomm/NASA
Goddard

“Commercial Support of NASA
LEO Missions”

Calvin Ramos

NASA Lewis

“OhioView: Distribution of
Remote Sensing Data Across
Geographically Distributed
Environments

Paul Baker

Global Science & Technology
“Simple Automatic File
Exchange — SAFE — to Support
Low-Cost Spacecraft Operation
via the Internet”

Fred Huegel

NASA Goddard

“Satellite Telemetry and
Command Using Big LEO
Mobile Telecommunications
Systems”

5:00 Close

5:30 Bus leaves for Nautica

Session 3 - O’Hare Room
Architectures and
Network Simulation

Chair: Kent Price; System
Architect; Cyberstar Loral

Gary Johanson

Nortel

“Satellite System Architectural
Issues for Broadband Interactive
Multimedia Communications”

Thomas Wallett

NASA Lewis

“Simulation of a NASA LEO
Satellite Hybrid Network”

E. Geraniotis

University of Maryland
“Multimedia Traffic Modeling
and End-to-End QoS Evaluation
Tools for Satellite Networks”

Bachittar Singh Sembi
Vistar Telecommunications
“Characteristics of Internet
Traffic for Planning Satellite
Networks”

Michael K. Jones

Jet Propulsion Laboratory
“Interoperability for Space
Mission System Monitor and
Control: Applying Technologies
from Manufacturing Automation
and Process Control Industries”



8:30

10:30

Wednesday, June 3, 1998
Seamless Interoperability:
Expanding the Information Infrastructure

Invited Session: NASA Interoperability Experiment Programs
Ballrooms A & B
Chair: Pete Vrotsos; Chief, Space Communications Office; NASA Lewis

Keynote:
Al MacRae
Senior Research Scientist, Institute for Applied Space Research; George Washington
University; formerly Director, Satellite Communications; AT&T Bell Labs
“Interoperability — What Is It and Why Is It So Important?”

Robert Bauer; ACTS Project Manager; NASA Lewis
“New Opportunities with the Advanced Communications Technology Satellite (ACTS)”

Richard desJardins and Kenneth Freeman; Networking Consultants, Next Generation
Internet Project; NASA Ames
“NASA/NREN Next Generation Internet (NGI) Activities”

Ramon DePaula; Program Executive, Code S; NASA Headquarters
“Overview of G8 Global Interoperability for Broadband Networks (GIBN) Project”

10:00 Break

Plenary Session: Addressing Interoperability

Ballrooms A & B

Moderator: Burt Edelson; Director, Institute for Applied Space Research;
George Washington University

Keynote:
Raj Jain
Professor of Computer and Information Sciences
Ohio State University
“Addressing Interoperability: Issues and Challenges”

Charlene Gilbert; SOMO Technology Manager; NASA Johnson

Mark Plecity; New Business Development; Iridium

Sastri Kota; Technical Consultant; Astrolink

Jim Justiss; Director of Systems Engineering; Hughes Space and Communications

Session description: achieving interoperability among satellite, terrestrial, and cellular
network systems is the key to providing a seamless global information infrastructure.
This panel will discuss the operational, standards, market, and technical barriers that are



being addressed by industry, government, and academia for the purpose of achieving

interoperability.

Session 4 — Ballroom A
ATM over Satellite
Networks

Chair: Tom vonDeak; Team
Leader, Satellite Networks &
Architectures Branch; NASA
Lewis

Enrique Cuevas

AT&T

“Overview of ATM
Performance and QoS
Requirements for Satellite
Systems”

Simon Nawrot

AT&T

“ATM over Terrestrial/Satellite
Network — CTD & CVD QoS
Laboratory Measurements”

William Ivancic

NASA Lewis
“Satellite/Terrestrial Networks:
End-to-End Communication
Interoperability QoS
Experiments”

Yung Ho

Yurie Systems

“Efficient and Flexible Link
Enhancement Techniques for
Wireless ATM”

12:00 Lunch

1:30 Session Breakout

Session 5 — Ballroom B
Multicasting

Chair: Paul Mallasch;
Computer Engineer, Satellite
Networks & Architectures
Branch; NASA Lewis

Keynote:
Kenneth Miller
Starburst Communications
“Reliable Multicasting over
Satellite: Issues &
Applications”

Antoine Clerget

INRIA UR. (France)
“Organizing Data
Transmission for Reliable
Multicast over Satellite
Li k1]

Doug Dillon

Hughes Network Systems
“Satellite-Multicast
Enhanced Consumer Internet
Services”

Yongguang Zhang
Hughes Research Labs
“Integrating Satellite
Networks with Internet
Multicast Backbone

(Mbone)”

Daniel Friedman
University of Maryland
“Error Control for Satellite
Multicasting”

xiii

Session 6 — O°’Hare Room
Interoperability Experi-
ments and Applications

Chair: Richard Gedney;
President, Advanced
Communication Technology

Mehran Shariatmadar
SpaceBridge

“Applying Heritage Inter-
Networking Solutions to ATM
Satellite Systems”

Thomas Stephenson
Milstar, USAF

“ATM over Satellite for the
Warfighter”

Dan Daly

Bellcore

“ATM Traffic Measurements
over the ACTS,OC-12c HDR
Channel with a Distributed Test
System”

Patrick Gary

NASA Goddard

“Testbed for Satellite and
Terrestrial Interoperability
(TSTI) - AFY98 Program
Product of 632-50-50
Communications - Terrestrial”

Dan Shell

CISCO
“Satellite Interoperability”



Session 7 — Ballroom A
ATM over Satellite
Network Quality of

Service

Chair: Will Ivancic; Team
Leader, Satellite Networks &
Architectures Branch; NASA
Lewis

Keynote:
Louis Dellaverson
Motorola Radio Research
Lab
“Mobile ATM Networking”

Rohit Goyal

Ohio State University
“Traffic Management for
Satellite-ATM Networks”

Prakash Chitre

COMSAT Laboratories
“ATM via Satellite: Link and
Networking Technologies”

Sastri Kota

Astrolink

“Satellite ATM Networks:
Architectural Issues and
Challenges”

Pong Chu

Cleveland State University
“FPGA Based Reconfigurable
ATM Switch Testbed”

3:00 Break

3:30 Session Breakout

Session 8 — Ballroom B
Access Technology and
Protocols

Chair: Ben Pontano;
President, COMSAT
Laboratories

Gorry Fairhurst

University of Aberdeen
“Integrated Packet/Modem
Processing for Transportable
Terminals”

Bill Shvodian

Lockheed Martin

“Multiple Priority Distributed
Round Robin — ATM Satellite
MAC Protocol”

Leandros Tassiulas
University of Maryland
“Broadcast Delivery with
Limited Feedback”

John Baras

University of Maryland

“Flow Control and Dynamic
Bandwidth Allocation in DBS-
Based Internet”

Xiv

Session 9 — O’Hare Room
TCP/IP gver Satellites

Chair: Patrick Gary; ‘
Network Project Leader;
NASA Goddard

Jeff Semke

Pittsburgh Supercomputer
Center

“Automatic TCP Buffer Tuning”

Keith Scott

Jet Propulsion Laboratory
“Improving TCP Performance
over Mobile Satellite Channels:
The ACKPrime Approach”

Tom Henderson

University of California,
Berkeley

“Transport Protocols for IP —
Compatible Satellite Networks”

James Stepanek

The Aerospace Corporation
“Internet Services over a Direct
Broadcast Satellite Network:
Challenges and Opportunities™

DC Palter

Mentat

“Improved Satellite Networking
Using the Mentat SkyXpress
Protocol”



8:30

11:00

Thursday, June 4, 1998
Next-Generation Space-Based Architectures

Visionary Session — Architectures, Applications, and Technologies

Ballrooms A & B

Moderator: Kul Bhasin; Chief, Satellite Networks & Architectures Branch; NASA
Lewis

Edward W. Ashford; Vice President, Broadcast Satellites; Lockheed Martin

James Bagwell; Manager, Commercial Communications Program; NASA Lewis
William Bailey; Manager, New Markets and Technology; CISCO

John Baras; Director, Center for Satellite and Hybrid Networks; University of Maryland
Joe Bravman, Senior Vice President, Corporate Development; Orbital Science

Steve Goldstein; Program Director; National Science Foundation

Marie-José Montepit; Network Design Team; Teledesic

Session description: Looking back 20 years at the satellite and telecommunication
industries, it is hard to comprehend the vast changes that have occurred. Just five years
ago, the Internet was unknown to the general public. What will the next 20 years bring?
Who will be the users, and what will their requirements be? What are the next-generation
architectures (post-2005) to meet the users’ requirements? What are the technology
trends to be able to implement the future architectures? This session will attempt to
answer some of these questions. Panel members will provide their vision of the
applications and architectures, including technical issues that must be resolved for
satellites to be the integral element of the 21* century telecommunication infrastructure.

10:30 Break

Open Forum: Next Step

Ballrooms A & B

Moderator: Thomas Brackey; Chair, Telecommunications Industry Association,
Satellite Communication Division

Session description: Broadband data services are emerging as the major market driver
for future satellite and terrestrial networks. The convergence of satellite and terrestrial
networks is widely acknowledged as the foundation for an efficient global information
infrastructure. Various working groups have identified pivotal topics and key issues to be
addressed for the realization of such networks in a timely fashion. In response, efforts
have been undertaken by industry, government, and academia in addressing these topics
and issues. This workshop has provided the forum to assess the current state-of-the-art,
identify key issues, and highlight the emerging trends in the next-generation architec-
tures, data protocol development, communication interoperabilty, and applications.
Thomas Brackey will lead the session attendees in discussing and summarizing the issues
that should be addressed to further realize the goal of interoperable satellite networks.
The output of this discussion process will be used in the planning processes.
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& COMSAT

ORATORIES

Satellite Communications
and
Interoperability

Prakash Chitre
COMSAT Labs
Clarksburg, MD 20871
Tel: 301 428-4167
Fax: 301 428 7747
e mail: prakash.chitre@comsat.com

@COoMSAT

Satellite Communications and
Interoperability

Interoperability
— Terrestrial and Satellite Network Integration
— Common Air Interface Specifications for Satellite Networks

Challenges
Current Solutions
Future Prospects



Seamless Integration of
Satellite and Terrestrial Networks

» Satellite Link Transparent to the End User

» Service Provisioning in a Cost-Efficient Manner

& COMSAT

LABORATORIES

Steps for Achieving Interoperability

 Modify Existing Telecommunications Standards

* Develop New Standards

. Design and Implement Satellite Interface Products
* Develop Next Generation Satellite Networks

* Conduct Tests and Demonstrations



@COMSAT

Communications and
Interoperability Section and TR-34.1

Wireless ATM

ATM Traffic Management

ATM Speech

ATM QOS

Internet Over Satellite |

Common Air Interfaces for Satellite Systems
Interoperability Reference Models

§CcomM3AT

Communications and Interoperability
Section/TR-34.1

Major Accomplishments

Established a liaison with ATM Forum Wireless ATM Group for the
joint development of satellite ATM network architectures, protocols,
mobility standards

Worked closely with Internet Engineering Task Force (IETF) for internet
protocols to work well over satellite

- TCPSAT Group has been established
ATM Traffic Management (TM 4.0)

— Modifications to accommodate satellite delay were approved by ATM Forum
ATM Speech

— Worked with ATM Forum to develop ATM speech standards to be
bandwidth efficient

Common Air Interface for Satellite Systems

- Standardize Common Air Interfaces for a range of satellite systems from
satellite personal communications systems to broadband satellite systems

Letter Ballots on ATM Networks and GMPCS



Common Air Interfaces for
Satellite Systems

e GMPCS

— Letter Ballot: “High Level Requirements for Common Air
Interface for GEO Mobile (Super-GEO) Satellite
Communications Featuring Dual Mode Operation with
Terrestrial GSM”

e Satellite Link Protocol

- Requirements for the Common Air Interface for ATM Over
Satellite Links

& COMSAT
Current Solutions
e ATM Standards

— Some Evolving to be Satellite Compatible

ATM Satellite Link and Networking
Proprietary Products for High Quality, Cost
Efficient Operation

Internet Standards

— A number of TCP Optional iImplementation for Better
Performance Over Satellite

Satellite Internet Products with Proprietary
Solutions



ATM Link Accelerator

Asynchronous Transfer Mode (ATM)
over Satellite

Ba o Vo Fiber AT Network
ATH Colis [ e l Ido B H Voice l
»
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ATHM designed for high speed multi-media trafiic
ATH networks expect fiber-like quality from satellite link
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@ COMSAT

Future Prospects

« Common Air Iinterface Specifications for

— GEO Mobile with Dual Mode Operations with Terrestrial
GSM '

— ATM Over Satellite Links
— TCP/IP Over Satellite Links

« UMTS Compatible Satellite Common Air
Interface Protocol

¢ Satellite Network Protocols for Ka-band
Systems
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Commercialization in NASA

Space Operations

NASA/LeRC Satellite Networks Workshop
June 2, 1998 )

Charlene E. Gilbert
Space Operations Management Office
Technology Program Manager

NASA Johnson Space Center
chariene.e.gilberti@jsc.nasa.gov

e

Space Operations Management Office
National Aeronautics and Space Administration

Agenda

* NASA'’s Plan

e Space Operations

» Space Operations Technology

+ Space Operations Technology Strategy

11




Space Operations Management Office
National Aeronautics and Space Administration

NASA'’s Plan

Reality - NASA's budget is fiat
The prospect of getting additional funds from Congress for new program
starts is faint
Where will the money come from$?
The Game Plan
Change strategy in the relationship of technology and missions
- Technology enables the missions

~ One Galileo mission vs 12 small planetary missions - $1.9
Billion dollars

Integrate technology across the Agency
Consolidate the management of space operations
Implement strategies to reduce the cost of operations

— NASA spends more than $4 Billion/year on operations

— Outsource, privatize, commercialize
Redirect the cost savings to exploration and new program starts

Space Operations Management Office
National Aeronautics and Space Administration

Space Operations

Space Operations Management Office (SOMO) is an agency-wide provider of

mission and data services. Includes the expertise and systems necessary to
support the mission preparation and flight execution phases of a program or project.

Mission: Iimplement Agency space operations goals while successfully
providing services which enable Enterprise mission execution

Goal 1: Meet the strategic mission needs of the NASA Enterprises while reducing
operations costs, consolidating and integrating operations across the Agency,
emphasizing the use of technology, and increasing standardization and interoperability

Goal 2: Transition the civil service and Jet Prapulsion laboratory (JPL)/Cal Tech work force
from routine, day-to-day operations to science, research, and development, except for core
competencies

Goal 3: Transition all operations confracts for products and services to performance-based
contracting

Goal 4: Transition operations functions that generate products and services to outsourcing,
pnvahzat:on and, ultimately, commercialized services

Goal 5: Restructure management and operational processes using the concept of
customer/service provider

12




Space Operations Management Office
National Aeronautics and Space Administration

Space Operations Technology

SOMO has overall responsibility for communications and operations

technologies required to

— Enable and/or reduce the cost of future NASA missions, includes
space and ground elements

— Promote sustained U.S. Industry leadership in commercial
communications

— Maximize NASA's ability to acquire commercial services to meet its
communications and operations needs.

The Space Operations & Communications Technology & Advanced

Development Program

-~ Defines NASA’s program for future communications and space
operations technology development

— Supplies new capabilities required for SOMO to meet their mission

— Is anintegral part of NASA's strategy to move towards using
commercial services to cost-effectively meet the Enterprises’ space
operations needs, particularly the Commercial Sateliite
Communications program

Space Operations Management Office <
National Aeronautics and Space Administration

Space Operations Technology Strategy

Partner with the Commercial Satellite Communications Industry to

— Enable NASA's use of commercial services and assets to reduce the
cost of operations

-~ Develop pre-competitive technologies to act as a catalyst to open new
markets for the U.S. SatCom Industry

Near-term areas of collaboration

Interoperability issues

Critical areas of pre-competitive technology

Trade studies and system architecture assessments
SatCom workforce enhancement

13
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Invited Session
Internet over Satellite Networks
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Satellite Networks:

The Next Frontier

by
Dennis M. Conti, Ph.D.

HUGHES

NETWORK SYSTEMS
TR SN,

AHUGHES ELECTRONICS COMPANY

Today’s Satellite Networks

Commorclal
Ku band DTH
Aﬂvﬂy DirecDuo
VSAT
Q L‘ ﬁ I\ v

W
NN
o=z

%m

Business: Consumer:

- data - Internet

- voice - entertainment
- video .

HUGHES

NETWORK SYSTEMS
[P e =

AHUGHES ELECTRONICS COMPANY

Mobile User
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HE
Today’s Applications e S

AHUGHES ELECTRONICS COMPANY

* Internet/Intranet characteristics:
— TCPIIP based
— asymmetric bandwidth requirements

 IP Multicasting gaining in popularity

» Growing popularity of:
-~ third-party applications with “chatty”

characteristics
Next Generation Satellite HUGHES
Characteristics pre—————

* Ka band => available spectrum

* Spot beams => frequency reuse, higher
bandwidth '

* On board processing => true mesh
connectivity

* LEOs => lower latency, but no broadcast

18




HUGHES
Summary Comments \ErvoR? SYSTAR

AHUGHES ELECTRONICS COMPANY

* The LEO/MEO/GEO wars will only increase
the FUD factor (fear, uncertainty, and doubt)
among potential satellite network buyers

* It is in the interests of all such systems to
foster standards efforts that:

-~ allow TCP to operate better with higher latency
and jitter

— result in more efficient browser implementations

-~ support security standards at levels above IP

— advance quality of service (QoS) standards

19



Page intentionally left blank



ORIIN

Providing Internet Access to ISPs

using Geosynchronous Satellites
A Case History Based on Loral Orion’s WorldCaste Service

~ o
Presented to Satellite Networks: o T
Architectures, Applications and A
Technologies Workshop

Burt H. Liebowitz
Chief Technical Officer
Loral Orion Inc.
Rockville, MD

June 2, 1998
Cleveland, OH

OR'QN The Internet Market

e Customers

— End Users in the Home

— Internet Service Providers (ISPs)

— Corporations (Multi-user Enterprises) '
e Services

— File Transfers

— Mail

— Web Search

— Multicast

- Etc.

527/98 1ig:Geo6298. ppt 2
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.~ Role of Geosynchronous Satellites
| in Internet/Intranet

e Economic Provision of Services to Customer Base,
especially where:

— There is no terrestrial infrastructure

— There is an asymmetric traffic flow

— Terrestrial lines/services are congested

- >64 Kbps is expensive terrestrially

— Broadcast/multicast services are prevalent
e Satellites can be used for:

— Backbone

— Trunking to POP from Internet NAP

— Direct delivery to customer premise

527198 llg:Geo298.ppt 3

- An Example: Loral Orion’s
"""" WorldCast Service for ISPs

e Large Earth Station Uplink in US to Europe, then Asia
and Latin America

e Low Cost Access to US Internet
e Asymmetric Data Transfer
— High bandwidth to Europe

-~ Low bandwidth for request and ACKs (via satellite or
terrestrial link)

e Broadcast/Multicast Services

e Quality of Service Guarantees designed primarily for
Overseas ISPs and ISP-like Enterprises

— Uses frame relay CIR concept to insure bandwidth

5127198 lig:(ico6298.ppt 4
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Orion { - Now

- -
RRIIN Orion’s Coverage Map orim:-zyss

Orion 3 - Late 98

Lt

Coverage of 85% of the World's Population by 1999

RRIDPN  WorldCast - US to Europe

Single carrier example of Orion’s WorldCast System. Packets are transmitted from the Orion hub to two
European iSPs. ISP A has 2 POPs, one of which has a satellite request. ISP B has 2 POPs and uses a
terrestrial request. In this example, Packet “n” is transmitted from the US Internet to all sites. Only ISP A’s

POP 1 accepts the packet.
. Packet “n”
Prar 2 o
' %im ket «pn | Local

Qrion 1 p"v& o ;%,PAE Loop e
L3
Satellite N’"- Reguest

89083’ Q : packet

ISP Al Local

FS
%{k POP 4 | Leop
2

Packet ¢

Request| | Packet “a”
packet P20, ’ Local
\Q,A"I L Loep
ISP Provided ? Local
<} International Fiber Loop
“ Could be ISP’s or
v Uy e . . .
P;cket“n Request ia relationships Earope
(Response) packet with higher tier ISP

S27198 Ng:Gieo6298.ppt
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N

P WorldCast ISP

aETmITE STRIENT

Routing/Hybrid System

4 5

> PVCs TNINPVC (x) N PVC©)
e o

,'l Orion | K

] H 1

+£E|'ln—'£— Enforces PVC VSAT
(,irion Traffic] CIR 7

! Shaper |1 . I

1 Y

OrionPoP  |@ ... .._. BGP-4 _________ »| Overseas N
+ Router

,f'()’verseas
Internet

.. Connecting Network _

* Could pad AS path to insure return over

satellite
SP27/98 Ug:Gieo6298.ppt 7

OR|{)|<| Geosynchronous Satellite Versus
Terrestrial or LEO

e Pro-GEQO Satellite e Con-GEO Satellite

— Efficient for broadcast/multicast — For some applications, impact
of satellite delay on TCP/IP

can limit throughput of file
transfers and increase

— Can access remote locations
— More bandwidth in some locations

~ Statistical multiplexing for wide response time for Web page
area aggregation retrievals

- Amenable to asymmetric data — Unicast could be more
transfer (to match traffic flow) expensive in highly developed

- Can bypass congestion points countries

- Bypass expensive national back '
hauls

/27198 11g:Geo6298.ppt Pl
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)Kl Concerns When We
Announced Service

seiwoar II‘VH!

e Customer
— Throughput degradation because of satellite delay
— Impact of bit error rate on satellite link “goodput”

— Ability to fill a channel with multiple simultaneous
file transfers

e Loral Orion
— Surge impact for overbooked ISPs
— Security Issues

52798 lig:Geo6298.ppt 9

ORIIN . Outcome

e Customer Concerns

— No problem regarding throughput
. Most ISP customers limited by local modem or ISDN line

— Bit error rate not an issue

. Wedesign at BER <1x107 for either 99% or 99.5%
availability (use Reed-Solomon)

— Channels can be filled
e Loral Orion Concerns

— Surges limited because most customers do not order
EIR

— Security not an issue in ISP world
5127198 Hg:Geo6298 ppt 10
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P Future: Expansion to Corporations
for Inter and Intranet (direct to roof-top)

¢ Move to DVB/MPEG technology for

- Security

— Controlled access to services

- Broader range of CIRs

— Lower cost VSAT

~ Saturated transponder operation (up to 54 mbps per carrier)
~ YVideo, voice and data service on same carrier

e Caching

¢ Performance Enhancement for higher end to end throughput

because Corporation is no longer modem limited
- Spoofing
- Proxy server
— IP enhancements
~ Caching

5127198 Hg:Geob298.ppt 1

LY. "k
QRIIN Summary

Geosynchronous satellites are extending the reach of
Internet

Could be a performance hit, but will not be noticed by
most customers and will not affect ISP’s ability to fully
utilize satellite channels

Performance enhancements are (or soon will be)
available for customers who need high data rates, and
low response times

GEQ satellites are uniquely capable of provndmg
multicast applications

GEOs can overcome “last mile” problem, especially in
emerging countries

5/27/98 11g:Gen6298.ppt 12
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’Ji Center for Satellite and Hybrid
‘ ® .
N Communication Networks
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Lmklng Satellite and Terrestrial Networks
for Broadband Internet Services

John S. Baras
Center for Satellite and Hybrid Communication Networks
University of Maryland College Park

Satellite Networks: Architectures, Applications and Technologies
NASA Lewis Research Center
June 2, 1998

i

‘
BSHG

B T T B e e e e e o S T

New Business Paradigm

R ST S G SR SRSI Bon A S 505 R

¢ Paradigm shifts:

- Data applications
require flexible
connectivity

- Applications
require much larger
capacities and
“bandwidth-on-
demand”

- Subscribers require
B " low-cost, high
-Host-centric Data capacity access

) - Enterprise networks
1985 1990 1995 2000 require in addition
scalability,dependable

Total Network Capacity Demand

® The “New Data”: Internet/ Intranet / Extranet " performance, simple
applications network management,
Digital, compressed voice, audio and video controlled costs

27




The “Last Mile” is Key

* Local Access options :
- Fiber to anywhere (FTTN, FTTC, FTTH, SDV)
- Copper twisted pair wire (ADSL, VDSL, ... HDSL)
- Cable Television (CATV), coaxial cable (HFC)
- Multichannel Multipoint Distribution Service (MMDS)
- Local Multipoint Distribution Service (LMDS)
- Broadband Satellites

* Not a technology issue
* Economic and marketing issue
* Time of deployment & market penetration

gi Broadband Wireless Infrastructures:
M‘ Satellite Constellations

* DBS major success

* New remarkable satellite constellations

FSS or Mobile, LEO or MEO

From 8kbps to 1 Gbps and higher; on demand
Competition to fiber (“faster than light™)

On-board processing, spot beams, hoping beams, autonomy

Globalstar, Iridium, Teledesic, Spaceway, CyberStar,
PanAmSat, Astrolink, ...

Newest EHF satellites: Celestri, OrbLink, Lockheed Martin, ...

28
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Hybrid Networks Architectures:
High-Data-Rate Ka-band SatCom and
Wireless or ere-lme Terrestrlal

AR S T TR ER R A OBt R R R Percne

NOC

a

‘
sucu

T e e e e e

Hybrid Networks Architectures:
High-Data-Rate SatCom, Fiber and LMDS

AN SRS US54

Broedbund Wireless Notwerk
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’ A Efficient Broadband Sevices not
BSH'CN just a Bandwidth Issue

e Challenge: Exponential growth in demand workloads cannot be
met by traditional data services with scalability groth linear in
network bandwidth and server capacity

» Traditional unicast (poin-to-point) connection-oriented data
services uneconomical and wasteful

 Utilize distributed caching, smart prefetching, dynamic
bandwidth allocation, reliable multicast, adaptive hybrid data
delivery

* Need to broadacst the right set of data: highly in demand

Balance data delivery modes to match user’s request
Broadcast the right amount of the hottest data and provide the rest on demand

Audio/video streaming, software distribution, message
distribution

Give listeners up-to-date -ness guarantee
Get network economies of scale and efficiency
Event driven enterprises

Individualized content need not require per-user data
streams: filtering at the desktop, integration at the desktop

+ “Push” spending: 1996 $8B, 2002 $19B

e “Push” needs multicast : Intranet and Internet multicast

30



,J= Distributed Multi-Tier
BS“GH | Database Architecture

[ o e T e S T A T e e e P et

R AR G TR R R RS et 5

LDS Servers

y‘i Network Operations Center (NOC)
[Ml for Hybrid Internet Service

HGW : first NOC object that receives data ( Router)
- HGW prioritizes Hybrid Internet traffic

[ ]

SGW jobs : mixture of Internet and exogenous traffic
- Exogenous traffic: package delivery and data feed traffic

— SGW maintains four queues : two for package delivery and data feed
two for the two priority levels of Internet

Exogenous traffic high priority : fluctuations
in bandwidth allocated to Hybrid Internet

Self-similar traffic: Interactive users as ON-OFF processes

31



NOC:
Bandwidth Allocation Strategies

R AL B RN

. Comparlson of Bandwndth allocatlon strategies

Buffer per Connection 500 packets Connl: | 1.4469 | 1.4468| 0.0
Total Bandwidth 15 packets/unit time Conn2: | 2.0720 | 2.0720| 0.5298
Number of Connections 5 connections Conn3: | 1.6941 | 1.6689| 0.204
Constant Arrival Rate 10 packets/unit time Connd: | 2.0541 | 2.0524| 0.0741
Mean of the Uniform Arrival Rate | 5 packets/unit time Conn5:{ 1.7182 | 1.7088| 0.8847
Delay Imposed to Queued Packets 0.1 unit time EB FB | MDQSF
Common Input Data Average Delays

= All strategies: controller knows (per connection) queue status
* Three strategies investigated:

e Equal Bandwidth allocation (EB)

+ Fair Bandwidth allocation (FB)

* Most Delayed Queue Served First Bandwidth allocation (MDQSF
* MDQSF is best

DBS-based Internet Access:
IP Multicast and Enhancements

IR

T T e P e e e ol

. Two IETF WGS' TCP over Satellite and
Unidirectional Internet routing

* Intelligent asymmetric data transmission
° Two types of traffic (depending on threshold T bps):
- Low data-rate (or “short length™) via terrestrial
- High data-rate (or “bulky™) via satellite

* Terrestrial LAN extension of DBS-based Internet

* Distribute DBS services from a single receiver out to multiple
users, thus reducing cost

» Satellite hybrid hosts can redistribute data to mobile users
» “Local loop” anything: Ethernet, ATM, cable TV, wireless

32




Hybrid Data Delivery

O Y R R A Dt G RSN £ RN PR R TSRS

R R

. Objective: deliver needed data with minimum delay to véry
large numbers of users

* Pure data broadcast (“push”):
- Passive users; Accessed concurrently by any number of users
- Limitation: users wait for data of interest to appear
- Access latency depends on volume of broadcast data

* Pure unicast (“pull”):
- Active users; Cannot scale beyond capacity of server and network
- Access latency depends on aggregate workload and network load
° Ammar and Wong (1985), Wong (1988); teletext, videotex

Gifford (1985, 1990); community information services (Boston)

Imielinski and Badrinath (1994), Franklin and Zdonik (1996); wireless communications
and mobile computing

O R A B A RS 3 A 3 S SSRGS 55 TS 572 39 S NS 3 K

4 —T * DB contains N items
pull of equal size S
T, h
pus .
§ » Demand for i item :
& —T X
L Poisson ; rate A,
g‘ A’l > M > > )\.N
< * Server M/M/1; mean
service time = 1/p
0 M G T N * Server can broadcast at
Number of Broadcast Items rate B
* Broadcast n firstitems ; On-demand N-n items; A=Zx
= Expected response time for requests : Tpu,,= (u—A NéA,,)) s T oush— nS/2B
« Expected response time for hybrid : weighted average of Doy and Ty,
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« Size and content of broadcast
continuously updated; Not fixed
schedule

* Queue storing vapor data: V'

« Item broadcast appended to tail of
Vand its temperature reduced by
Cooling Factor

* Contents of ¥ modified every cycle
defined by a placeholder

» Notification on to-be broadcast
items by broadcasting index:
the signature of V

Two-Phase Algorithm to
Update Broadcast Queue Contents

RS OSSN A5 5 8 RS RS 33, Ao S AR 53 3 NSNS 53 A RN S AR

= A S5 s SRR

= Sort items by their

temperature
Q * Demote to liquid all
E vapor data with
© temperature < hottest
g liquid item
o
o

» Marginal gains :

(2a) Demote vapor items in
increasing order of
temperat. while 6> 6,

Ay ~ (2b) Promote liquid items in
decreasing order of
Msdgshcshpshgsteshhgshy temperat, while 6<6,
Vapor: A,B,C,D,E,F,G; Liquid: H,I
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* Avoid premature demotion
of a very hot item
* Temperature probing :
- After demotion at ¢,

- Re-promote at time t,

- Creates small window
for re-evaluation:
probe the temperature

Without probing With probing of the item

« Critical factor: probing interval [t,, t,]
* Probing time = Probing Factor x (N, /Ay)

Performance Evaluation:
Static Workloads

B e e T T T

Hold-Cold U.nmif‘drm V o ' v Gaussian

~N [+]

4 ' Pull Only 4 ' >
— u —
8 Optimal ~—e— 3 Pg:)t(i)r::z ——
o3 Adaptive —e&— _| <3} Adaptive —e&— _
E E
= [==
(] [1]
§ 2 > g 2 3
[ o
.1 {1 & :
L= o
> >
< <

0,——" 1 1 1

10 30 300 3000 300 3000
Request Rate (reqs/sec) Request Rate (regs/sec)
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Performance Evaluation:
Simulation Experiments

B O B R S R SN 2o R A DR

e Parameters:
- Broadcast and down link rates: 12 Mbps
- Uplink rate: 28.8 kbps
— DB has 10,000 items, each 50 kB in size
- System’s pull capacity 1z : 30 items/sec
- Vary workload from light (RR < u ) to heavy (RR=100 u)

* Response time depends only on hot-spot size (100 items)
(not on workload intensity

* Scalability increased by two orders of magnitude

%
- Acknowledgements
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What is 118x?

m 118x is the latest in a series of “118” experiments,
designed to study the optimization of TCP/IP and
ATM protocols over geostationary distances across
multiple operating environments using NASA’s
Advanced Communications Technology Satellite
(ACTS)

m Experiment 118j ran from August to November, 1997
using and focused on Sun’s Solaris 2.6 TCP/IP
implementation

m Experiment 118x operates during May-September,
1998

B The satellite link operates at 622 Mbps (OC-12c)
between Livermore, CA and Cleveland, OH
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118x Experiment Goal

m To develop a recognized, interoperable, high-
performance TCP/IP implementation across
multiple operating platforms working in
partnership with the computer industry

® To work with the satellite industry to answer
outstanding questions regarding the use of
standards (TCP/IP and ATM) for the delivery
of advanced data services, and for use in
spacecraft architectures

118x Experiment Participants

Government Laboratories

m NASA Lewis Research Center
m NASA Johnson Space Center (SOMO)
m NASA Jet Propulsion Laboratory

®m Lawrence Livermore National Laboratory
NTONC Lead

m Naval Research Laboratory

38




118x Experiment Participants

Communications Industry

m Ampex Data Systems (DIS-160 Tape Systems)
m Cisco Systems (LS-1010 ATM Switches)

m FORE Systems (ASX-1000 ATM Switches)

m Sprint (Laboratory space, terrestrial network)

118x Experiment Participants
Computer Industry

® Sun Microsystems (Solaris 2.7, Ultra workstations)
B Microsoft (NT 4.0, NT 5.0)

m Digital Equipment (DEC Unix 4.3, DEC Alphas)

m Pittsburgh Supercomputing Center (Integration)
m Intel (Pentium Il Development Systems)
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118x Experiment Participants
Satellite Industry

m Hughes Space & Communications
m Lockheed Martin Corporation

m Space Systems / LORAL

m Spectrum Astro

Introducing NASA’s Advanced
Communications Technology
Satellite

The world’s best satellite system
simulator!
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Communications Satellite Model

ACTS
Ka-Band

Balanced Link

High
Data Rates
155/622 Mbps
Any aggregate rate
Remote Hub or
Remote
(Hubless)

Relay Satellite Model

. ACTS
Return Link )
Very High / Ka-Band
Data Rates ¢

1 to 622 Mbps

™~

Forward Link
Low to Moderate
Data Rates

Remote 1 to 20 Mbps Hub
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Digital Broadcast Satellite (DBS) Model

ACTS

Satellite
Return Link
1 to 622 Mbps

Remote / Hub
Terrestrial
Forward Links
1 to 20 Mbps
Using NREN

118x Participating Sites

m NASA Lewis Research Center (LeRC) -
Cleveland, OH

m Lawrence Livermore National Laboratory
(LLNL) - Livermore, CA

m Sprint Advanced Technology Laboratory
(ATL) - Burlingame, CA
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118x End-to-end Network Layout
/o

ATM 'l ATM
Lawrence Livermore Fwoiscs)
DiSR0[ o] Solans e National Laboratory A Solais DISte0
DEC DEC
Unix Unix
BSD BSD
Ref Ref
: NASA
Sprint Advanced .
Technology Laboratory Lewis Research Center

Cleveland, Ohio

High-Speed Magnetic Tape Test

NASA
Advanced Communications
Technology Satellite

Sf T
Sprint NASA
Advanced Technology Lab

Lewis Research Center

Burlingame, CA . Cleveland, Ohio
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End-to-end Demonstration Layout at SC97

NASA

Advanced Communications
Technology Satellite
ju]
622 Mbps
Link
2

ATM

A\ A -
FORE I FORE
ASX ASX
1000 OC-12 4000
sonsr\
L.awrence Livermore
Ampex | FWDSCS! | SUN —‘_] = N [ SUN | FWOECS! | Ampex
DST812 Uttra 2 ATY National Laboratory Amy Ultra2 DIS120
w/ | pworscs: | SUN SUN | Fworscst | Ampex
Ultra 2 Ultra 2 DIS120
Fpur
Drives Fwvscsi | SUN SUN | _FWoisest | ampex
Ultra 2 Ultra 2 DIS120
Fworscst | SUN SUN | FWD/SCS! | Ampex
Uitra 2 Uitra2 DIS120,
San Jose NASA

Lewis Research Center

Convention Center Cleveland, Ohio

End-to-end Demonstration Layout at SC97

NASA

Advanced Communications
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622 Mbps
Link
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M
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ASX ASX
1000 0C-12 1000
soun\
Lawrence Livermore
Ampex FWOD/SCSI SUN SUN FWO/SCSt Ampax
DST812 Ultra 2 MM Uitra 2 DIS120
W/ | evoscs: | SUN 520 Mbps SUN | Fwescst | ampex
Uitra 2 Ulra 2 DiS120!
Four »
Drives
T Single Stream Py Ly
Ultra2 Ultra2 DiS120
Fworscsl | SUN 4 SUN | _FWDSCS! | Ampex
Ultra2 . Uitra 2 DIS120
NASA
San Jose
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End-to-end Demonstration Layout at SC97

NASA

Advanced Communications
Technology Satellite

NSC
Atias

NSC
Atias

Ampex

Ampex
DIS120

DST81.

w/ Ampex

DIS120,

r.‘ v.: i, S bA;gml
roscs | SUN 360 M bps SUN | Fwoscsi | Ampex
Ultra 2 DIS120

Aggregate NASA

San Jose Lewis Research Center
Convention Cent
er Cieveland, Ohio

Four
Drives

118x Double-Hop End-to-end Network Layout
NASA
Advanced Communications
Technology Satellite
=]
/ K ”"”\
Link
2
. "
PHYSICAL ] ATM ‘ ATM
LOOPBACK Switch ::Ngr Switch
Sprint Advanced \ —
Technology Laboratory Lawrence Livermore o o
National Laboratory Solaris
NT
NASA
Two devices at NASA LeRC Lewis Research Center
communicate with each other through Cleveland, Ohio
a physical loopback at the far end. This
has the effect of doubling the roundtrip
delay between them
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118x Double-Hop End-to-end Network Layout

NASA

Advanced Communications
Technology Satellite
m]
622 Mbps
Link
2

PHYSICAL
LOOPBACK : SAw?él

Sprint Advanced
Technolog

NASA
Two devices at NASA LeRC Lewis Research Center
communicate with each other through Cleveland, Ohio

the physical loopback at Sprint. This
has the effect of doubling the roundtrip
delay between them

118x Double-Hop End-to-end Network Layout

NASA

Advanced Communications
Technology Satelliite
a
622 Mbps
Link

AT™M

PHYSICAL
LOOPMCK: ATM Switch

Switch

Sprint Advanced
Technolog

SUN

Solaris
.NT
NASA
Two devices at NASA LeRC Lewis Research Center
communicate with each other through Cleveland, Ohio

the physical loopback at Sprint. This
has the effect of doubling the roundtrip
delay between them
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118x Plans

m Complete first phase workplan by end of
September, 1998

m Demonstrate - demonstrate - demonstrate

m Leverage relationships and technology base
to further the state-of-the-art in high-speed
satellite applications using standard protocols

m Apply the technology to NASA’s unique data
handling problems using TDRSS

m Leverage the architecture for space
commercialization

Industry Challenges

m Incorporate error-recovery techniques (like
those found in SCPS) into TCP/IP

m Demonstrate these capabilities to broader
audiences

= Implement the technology to lower the cost of
building and delivering advanced applications
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Internet over a Bi-Directional Satellite Link

Jim Griner
Mark Allman
Paul Mallasch
David Stewart

Satellite Networks: Architectures, Applications,
and Technologies Workshop
June 2-4, 1998

Internet over a Bi-Directional Satellite Link

e Comparison of HTTP over several network channels
— 33.6k modem connection
— Satellite connection, standard TCP stack and typical application
settings
— Satellite connection, optimized for satellite networks
o larger window sizes
« larger initial congestion window
e TCP bug fixes
¢ new versions of the HTTP protocol
e By using appropriately tuned applications and TCP settings, we
demonstrate improved performance of HTTP when compared to
today’s off-the-shelf software

Optimizations are based upon findings from experiments conducted
between satellite research networks at NASA Lewis Research Center
and Ohio University.
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Internet over a Bi-Directional Satellite Link
Demonstration Setup

s MY e

A i 3
] T1 Wireless Link ct— 33.6K Baud
Chent 1 ﬁ@ Mod_m Link
o |__Modem_| D server 1

Pathi: Modem

~ B, —

Path2: Satellite, typical settings

Cient 3 ﬁ@ < -
o Path3: Satellite, optimized

Sheraton Airport Hotel NASA LeRC

Internet over a Bi-Directional Satellite Link

o HTTP Comparison Pages
- 20 pages gathered from several Ohio related sites
— Pages with varying attributes
e Number of images from 1 to 27
« Image sizes from 177 bytes to 360 kilobytes

« Demonstration setup in Dulles
— Three computers, one for each of the network channels
- Pages are synchronized to start at the same time
- The computers will pause for one minute, before moving on to
the next page
-~ The 20 pages will repeat continuously, for the duration of the
workshop
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Plenary Session
TCP over Satellite: Issues,
Relevance, and Experience
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Does TCP Work over llite

Links or Not?

Dr. Craig Partridge

% BBN Technologies

® TCP was designed to work ov

— the goal of the research project that
TCP was to link SATNET and ARP

@ TCP’s theoretical maximum data rate i3 15
Gb/s
— faster than any satellite link

@ So why do people feel TCP doesn’t work
over satellites?
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@ Bad reasons
— out of date implementations
— misconfigured TCPs
— poor testing technique

® Good reasons

— high bandwidth

— TCP startup delays

Out of Date ementations

® TCP, as specified in 1981, ha
— max data rate of 1 Mb/s over GEO
— 286 Mb/s overall max

@ Limitations repaired in early 1990s

— PAWS and big windows

— max data rate now 15 Gb/s over GEO

— 8 Tb/s overall max

— make sure you’re up to date!
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@ An up-to-date implementation
if you don’t configure it
® Many TCPs shipped with 64KB maxinum
window size
— 64KB/250ms is 2 Mb/s
@ Must turn on PAWS and large windows
set default window to be large!

® Lots of people test performanc
TCP, out of the box, and FTPing
megabyte of data

® That’s stupid

— TCP may be misconfigured

— 1 MB is far too small for anything but a L.

@ Configure the TCP, then transfer a gigabyt
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@ Moving from 56 Kb/s links to
has implications
— more data in flight (more sender effort I fill
the pipe)
— error rates must go down proportionately
— big transfers get most of the benefit

Get Most of the
Benefs

@ Faster isn’t really faster
— speed of light says a 1 bit pulse take
time it always did
— faster really means bits are thinner on the
@ Big transfers win; small transfers don’t
— big transfers get all their bits on the line soon
® Web transfers are small...
— transfer time dominated by transmission delay
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Delays

® On startup, TCP probes a link arn how
much capacity is available

— goal is to avoid overloading network;

— fairly sharing with existing connections

@ Startup time depends on delay and
bandwidth
—on a GEO at 155 Mb/s, it takes 11+ seconds
— first 20 GB are sent during this probe stage

Forward?

® Recognize that terrestrial guys
same problem with startup

® So look for general solutions
— Hoes’ algorithm
— pacing

® Avoid link-specific algorithms
— spoofing
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l E. I
Lockheed Martin Telecommunications

TCP OVER SATELLITES
ISSUES, RELEVANCE, & EXPERIENCE

Norm Butts
Manager, ITC Systems Engineering
Lockheed Martin Telecommunications

Intersctive Technology Center

Norm Butts (408) 543-3021 06/02/98

Iﬁ Lookhesd Martin Telscommunlcations I TCP Relevance

- (Why is Lockheed Martin Interested in
TCP over Satellite)

TCP over Satellite Applications:
* GEO Fixed Satellite Services
- Internet Service Providers (wholesale)
- Satellite Internet (retail)
- Private Networks (VSAT)
» GEO Mobile Telecom Satellites
- email/internet add-on services
» GEQ Direct Broadcast Satellites
- DVB based Internet add-on Services
» GEO Broadband Satellites
- Astrolink
- Other Ka Band Systems
Many customers are looking for pre-integrated applications

Bottom line: applications drive satellite sales

Interactive Technology Center

Norm Butts (408) 543-3021 06/02/98
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Iﬁ. khoed Martin Tel lcath Astrolink Environment

Characteristics:
- Nine GEO satellite constellation at five locations
- Frequency: Ka Band, 20GHz (downlink) 30Ghz (uplink)
- Terminal Bandwidth: SOHO - 384 Kb/S, Med. Enterprise - 2.3 Mb/S, Large
Enterprise - 9.2 Mb/S
- Format: ATM, Multi-Frequency TDMA, DAMA
- Latency (Round Trip) ~ 500 ms (one hop) to =1.6s (worst case three hop)

Performance of Today’s TCP implementations
- Win 95 40 Kb/S (3 hop) to 128 Kb/S (I hop)

- UNIX - Many are “tunable” for better satellite performance but default to similar
performance levels

Conclusion: Today's TCP implementations fall short of needed
performance

interactive Technology Center
Norm Butts (408) 543-3021

L 1 — TCP Satellite Performance
Improvement Issues

Improved End to End TCP Implementations

- Many improved alogrithms are available or on the way

- Implementation by major O/S suppliers is the big question

- Fairness issue cannot be resolved without major changes

Transparent Gateways/Proxies (AKA Spoofing)
- Works with existing TCP implementations
- Can overcome fairness problem
- Has been used with success in unidirectional satellite w/ dial-up return channel
- Implementation is difficult and risks possible side-effects
- Lockheed Martin is working on a proof-gf-concept bi-directional gateway

ATM Issues

- Further research on TCP/ATM interaction is required

Interactive Technology Center
Norm Butts (408) 543-3021
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Space Mission Operations Standsetdization Program
: National Aeronautics and Space Administration

Mixing TCP And Satellites: A View From Above

(Irreverent Confessions From The Standards Trenches)

NASA LeRC Workshop on Satellite Networks
Cleveland, Ohio
June 2, 1998

Eric Travis INASA Jet Propulsion Labs (e.j.travis@ieee.org)

SCPS

%f& Space Mission Operations Standardization Program
”} sy National Aeronautics and Space Administration

Why Are Open Protocol Standards Important?

® The Vision:

Cheaper, better, faster

Risk reduction & stability

Interoperability

Efficiency

° Potential Problems In Realizing The Vision:
— Broad applicability not recognized
— Flexibility contends with simplicity

— Deployment into an installed base
* Do You Get A “Big Tent” Solution Or Just A “Big Top” Oddity?
— Candor, industry participation and feedback will make the difference
A Parable For Our Times: Should The Tail Be Wagging The Dog?

SCPS
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Space Mission Operations Standscdization Program

VEEy National Aeronautics and Space Administration

Protocols Are Like Galoshes: One Size Does Not Fit All

* The Dynamic Range Of Network Environments Is Larger Than Ever
— Satellite networks mirror the full spectrum: wireless to fiber, mobile to static
— Environments are Opaque: “On the Internet, nobody knows you’re In orbit”

* You Probably Own Only Part Of The Railroad
— Actions at a distance can affect your bottom line performance
¢ TCP Loss recovery is expensive and retransmissions are not always free
* Loss recovery is inherently unfair to long(er) paths
— Localized performance tuning keeps the trains running on-time
* Spoofing and proxies: The benefits of impedance matching
» Balancing security, transparency and the end-to-end argument
® Seamless Integration Is A Matter Of Perspective (Theory and Practice)

¢ Bottom line For Performance And Efficiency In The Near Term:
Tailor Your Solutions, Do So With Standardized Mechanisms Appropriate To The Environment

SCPS
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Session 1
TCP/IP over Satellites
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Performance Analysis of the
HTTP Protocol on
Geostationary Satellite Links

Hans Kruse
Ohio University

Mark Allman
NASA LeRC/Sterling Software

Jim Griner, Diepchi Tran
NASA LeRC

NASA Workshop June 2-4, 1998:
Satellite Networks: Architectures, Applications, and
Technology

Overview

* Network Reference Points

« The HTTP 1.0 and 1.1 Mechanisms
+ Experimental Setup

- TCP and HTTP Configuration

+ Results and Future Work

@ Hans Kruse. J Warren McClure School of C y Ohio L ity, hitp 6/1/98www csm.ohiou.edu/
kiuse
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Why HTTP

« The Obvious Answer:
“Millions of Web Browsers...”

- The not-so-obvious Answer:

— HTTP is a very generic multi-file transfer protocol
with content/encoding awareness

— Very well optimized HTTP servers are available

— HTTP contains intrinsic proxy support
mechanisms that allow regional caching of data

© Hans Kruse, J Warren McCiure Schoot of C icati Chio Uni hitp:6/1/38www esm.ohiou edu/ 3
kruse

Network Reference Points

We are here

“DirecPC”

“Corporate
VSAT"

HISP”

" Hans Kiuse J Watren McClure School of C A Ohio L ity. hitp:6/1/98www csm.ohiou.edu/ 4
keuse
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Reference Points cont...

* Interface “a”
— Very small number of users
— Traffic is bursty, user wants good response time,
protocols dominate performance
- Interfaces “b” and “c”
— Large and varying number of users

— Traffic is more random, performance depends on
protocols and congestion control; fairness is
desirable

© Hans Kruse, J Warren McClure School of C Sy Ohio hitp:6/1/98www csm.ohiou edu/
kruse N

The HTTP 1.0 Mechanism

——

Base HTML

Additional —
Requests :

Additional
Responses

© Hans Kruse, J Warren McClure School of C: i ! i
B Har y 0 Ohio y; hitp 8/108www.csm.ohiou edu/
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The HTTP 1.1 Mechanism

| Client ‘ ‘ Server l

\
Request
~\N

/
. Base HTML
Additional

Requests
4’/_///”//” Additional
Responses

% Hans Kruse. J Watren McClure School of C icati ¥ Ohio \ ity, hitp-6/1/88www.csm ohiou edu/ 7
ruse

The Experimental Setup

ACTS
LeRC E :; Ohio

/ \‘ University
, '~‘ < 10BaseT
449 ' II
1

Client
Pentium f-'ro |
NetBSD121 ’ etBSDiﬂ

Tasha

Pentium Pro
NetBSD 1.2.1

© Hans Kruse. ) Warren McClure Schoolof C ¥ 0 Ohio University, hitp:6/1/88www csm obiou edu/ 8
nuse
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TCP Configuration

- Standard BSD “reno” stack
- Large window support (RFC 1323)

— experiment uses 8, 16, 64, and 96Kbytes
- Bug fixes in the NetBSD stack

— Initial window starts with one segment

— Acknowledgments are generated according to the
standard

) Hans Kruse, J Warren cClure School of Ci icati M Ohie L y. hktp:6/1/88www csm.ohiou.edu/ 9
kruse

HTTP Configuration

Apache Server (HTTP 1.0 and 1.1)

— Persistent connections in HTTP 1.0
Netscape browser

Netscape allows multiple connections
— experiment uses 1, 4, 8, and 16
Experimental HTTP 1.1 client

Increased initial TCP window support

© Hans Kiuse, J Warren McClure School of C L y Ohiio y, hitp:6/1/88www csm ohiou edu/ l O
kruse
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& Hans Kruse. J Warren McClure Schoo! of C: L Ohio L Ry, Mtp:6/1/98www.csm ohiou edu/ l I
kruse
| ]
Comparing HTTP 1.0 and 1.1
HTTP 1.0 and 1.1 Comparison
25.00
Window
20.00 '/
o
L3
\:, 15.00 - —~&—HTTPI1.1 16K
E —&_HTTP1.0 1/16
; 10.00 —a&—HTTP1.1 64K
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o Hans Kruse. J Watren McClure School of € ion Sy M: Ohio Uni y, hitp:6/1/88www.csm.ohiou.edu/ 12
kruse .
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Data Flow Comparison

HTTP 1.1
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The Larger TCP Initial Window
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£ Hans Kruse, J Watren McClure School of C

o M Ohio Uni

fuse
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What settings are important?

Comparing 1.0 multi-connection and 1.1 pipeline
12.00

1000 +
8.00 4

—o— 1.1 64K/mod
6.00 * —-—104/16

4 —a— 1.1 64K
400 ¢

Response Time (sec)

2.00 +

0.00 + ¢
Jacts /LeRC loufr Test

Page

@ Hans Kruse. J Warren McClure Schoo! of C Ohlo Uni ity; Hitp 6/1/598www.csm.ohiou.edu/ l 5
ki

ruse

Modeling Slowstart

Based on Heideman, et al. (IEEE
Transactions on Networking Vol. 5, No. 5, Oct
1997.

Slowstart creates an exponential increase in
the data flow, up to the channel bandwidth

Delayed acknowledgements change the rate
of increase

HTTP 1.0 requires a little extra work, results
for HTTP 1.1 are shown here.

@ Hans Knuse. J Warren McClure School of G icath Ohio University. htip:6/1/58www csm ohiou edu/ 16

kruse

72



Are there unknown effects?

Experiment vs. Slow Start Model

40

& 35 - -| |——LeRC

v -

@ 307 a LeRC Exp.

£ 25 -

= oufr

20

@ 15 4 = oufr Exp.

1=

g 10- - . acts

::3 0 * = = 3 e acts Exp.

0 T -
8 16 64 96
TCP Window (KBytes)

© Hans Kruse, J Warren McClure Schoolof C ication Sy A o Ohiio Uni Mitp:6/1/A8www csm.ohicu.edu/ 17
kruse

Maybe a few ...

Experiment vs. Model - Modified Initial Window
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£ 8-
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§ 6 1 e acts Exp.

§ 4 Test

] m Test Exp.

& 21 P

x

0 7
8 16 64 96
TCP Window (KBytes)

© Hans Kruse. J Warren McClure School of C ystems A Ohio University; bitp.611 8www.csm ohiou.edu/ 18
kruse
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Implication for the Service

Provider
Page Best Time Size Rate Utilization No. of Based on T1
(sec) (Kbytes) KB/Sec Users (1.536Mbps)
/acts 3.79 100 26.41 14% 7. Service
/LeRC 3.00 49 16.36 9% 11.5
/oufr 6.89 491 71.23 38% 26
Test 299 29 9.70 5% 19.3

Desirable Configuration:

Prox
Users S Y.

Conclusions and Future Work
« HTTP 1.1 pipelining outperforms HTTP 1.0.

« Performance of HTTP 1.1 can be readily
modeled.

+ Pipelining will create new application level
problems.

« Examine the reference points “b” and “c” by
introducing competing background traffic with
the TCP flow under study.

© Hans Kruse, J Warren McCline Schootof C ’ Ohio University: hitp:61 /38www csm ohiou edu/ 20
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Performance Enhancement for TCP/IP over a
Satellite Channel

J. S. Stadler, J. R. Gelman, L. L. Jeromin
MIT Lincoln Laboratory

MIT Lincoln Laboratory ===
NASA_98_L15-1

Satellite Data Communications
: Architecture
* On-board Packet Switch

EHF SATELLITE
* Packetized Uplink Muitiple Access ’/
ONBOARD
° Satellite Protocol Enhancement e : PACKET SWITCH
- Standards

- Link Layer PACKETIZED UPLIN
— Protocol Conversion  MULTIPLE ACCESS "? [ &
Ecn- =
2 |

SHORT LATENCY LONGER I.ATENCV

LOW ERROR RATE (<10%) HIGHER ERROR RATE (~10%)
MIT Lincoln Laboratory ===
NASA_9_L1J-2
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& Outline

- = Background - TCP via Satellite
¢ Lincoln Laboratory Link Layer Protocol
* Wireless IP Suite Enhancer
¢ Performance Results

* Summary

MIT Lincoln Laboratory =

NASA_98_L13-)

TCP via Satellite

* TCP operates over a large range of environments -
sometimes at degraded levels of performance

— Communication links may not be used efficiently
— Reduced QoS as perceived by an interactive user

* |n a sateliite environment inefficiencies can be attributed to:

-~ Latency
GEO satellites have a minimum 0.52 second RTT

- BitErrors

Satellite links can be made “error free” but a data rate penalty is
incurred

- Link Asymmetry

Mobile/Portable terminals can typically receive much more data
than they can transmit .

MIT Lincoln Laboratory ==
NASA_98_L1J-4
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Goals

* Transparency
~ User should not need to know that a satellite link is used
-~ User should not have to follow special procedures
~ Perceived QoS should be acceptable

¢ Backward Compatibility

-~ Approach should work with the existing network
infrastructure

* Efficiency

— Approach should make efficient use of the satellite link
* Scalability

— Approach should scale to large systems/data rates
* Flexibility

— Approach should be applicable with bent-pipe or processing
satellites

MIT Lincoln Laboratory

NASA_ 981135

Existing Solutions

* Internet Engineering Task Force (IETF) Standards Track
— TCP Extensions for High Performance (RFC 1323)
— TCP Selective Acknowledgement Options (RFC 2018)
— TCP Fast Retransmit/Fast Recovery (RFC 2001)

* Alternate Transport Protocols Designed for Satellite
Environments

— Satellite Transport Protocol
- SCPS
- XTP

* Special Purpose Link Layer Protocols
— Lincoin Laboratory Link Layer
— TCP Aware Link Layer

MIT Lincoln Laboratory ===

NASA_98_11-6
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Existing Solutions
(Cont)

* TCP ‘Spoofing’
— TCP ACKS are manipulated to reduce flow control effects

* TCP Splitting
— TCP connection is terminated at the periphery of the satellite
network
TCP/ITCP
TCP/Other

MIT Lincoln Laboratory ==

NASA_S3_113-7

Outline

* Background - TCP via Satellite

=% + Lincoln Laboratory Link Layer Protocol
* Wireless IP Suite Enhancer
* Performance Results

e Summary

MIT Lincoin Laboratory ===
NASA_98_11)-3
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Lincoln Laboratory Link Layer Protocol

° Link Layer protocol transparently conditions the satellite
channel according to the TCP needs

¢ Approach

— Get data flowing as quickly as possible

Enable the TCP flow control algorithm to ramp up as quickly as
possible

— Make sure data continues to flow

Prevent the TCP flow control algorithm from reducing the
transmission rate due to errors on the satellite link

Congestion on the terrestrial portion of the network will still result
in a reduction in the transmission rate

— Correcterrors in as efficient a manner as possible
Efficient retransmission mechanism
Forward Error Correction

MIT Lincoln Laboratory ==

NASA_9%8_LiJ-9

Lincoln Laboratory Link Layer Protocol:
Implementation

* Fragmentation
— Decouples link layer packet size from the TCP segment size
— Larger TCP segments allow data flow to ramp up more quickly
without making the packets more susceptible to link errors
* Link Layer Selective Repeat ARQ

~ Hides link errors from TCP and prevents errors from being
confused with congestion

~ Selective Acknowledgements are sent on a periodic basis
Acknowledgements convey the entire receive buffer state
— Packets received in error are retransmitted K times

- Se‘:eclive repeat ARQ results in packets being received out of
order

Packet reordering is necessary

SATCOM LINK

MIT Lincoln Laboratory s

NASA_S8_11J-10
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Outline

* TCP via Satellite

° Lincoln Laboratory Link Layer Protocol
=P ° Wireless IP Suite Enhancer

¢ Performance Results

. * Summary

MIT Lincoln Laboratory e

NASA_S8_LLJ-11

Wireless IP Suite Enhancer

¢ Users connect through a TCP translator at the boundary of
the satellite portion of the network

— Operates with no modifications to end user systems
— Applications are unmodified
* Translator converts incoming TCP connections to Lincoin
Laboratory Link Layer protocol

— Error correction is performed locally on the satellite segment
of the link

— Peer translator will convert satellite protocol back to TCP

¢ [P packets not containing TCP packets are encapsulated in
a link layer protocol {error correcting optional)

MIT Lincoin Laboratory ===

NASA_98 L1312
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Wireless IP Suite Enhancer
(WISE)

SATELLITE

R, B e

B\OTE USER
WISE GATEWAY

MIT Lincoln Laboratory ==

NASA_S3_11313

Outline

* Background - TCP via Satellite
* Lincoln Laboratory Link Layer Protocol
* Wireless IP Suite Enhancer

=P ¢ Performance Results

* Summary

MIT Lincoin Laboratory s

NASA_ 9811314
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EHF Networking Test-bed

Network 3

3

Network 4

J 2 PCa
Equipment

MIT Lincoln Laboratory ===
NASA_98_L13-18

Test Results

® Test scenario
— 100 Kbps link
— 1045error rate
- ~2048 bit packets (nominal) over satellite link
— 1 Sec RTT delay
- WWW applications
— Configurations
TCP - optimized TCP parameters

TCPILLLL - default TCP parameters
TCP/WISE - defauit TCP parameters

MIT Lincoln Laboratory ===
NASA_S8_LL-16
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Transfer Time

HTTP Transfer Time Vs. File Size

T T

TCcP
TCPALLLL
TCP/IWISE

1

Transfer Time (sec)

!
|
o 10 20 30 40 50 60 70 80 %0 100

File Size (Kbytes)
MIT Lincoln Laboratory =
NASA SK_113-17
f@ Instantaneous Utilization
(1 Session)
HTTP Link Utilization vs. Time
1 T T T T T
0.9~ -
0.84 5
0.7H 4
0.6 N
05 4
2‘0 40 60 80 100 . 120 ‘-;40
Time in Seconds
MIT Lincoln Laboratory ===
NASA_S8_LL312
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Instantaneous Utilization

(5 Session)

HTTP Link Utilization vs. Time
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NASA 9611319

Summary

TCPI/IP often operates at reduced levels of performance in a
satellite environment

The Wireless IP Suite Enhancer was designed to substantially
reduce the impact of wireless links on the Internet protocol suite

— TCP connections are converted to LLLL for transmission over the
satellite segment

— IP packets not containing TCP packets are encapsulated in the LLLL

Performance

-~ Test results show nearly optimal link utilization and significant
reductions in transfer times using commercial applications

Pianned / Ongoing enhancements

— Compression
- IPSEC

NASA_S8_LL3-20
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Estimating Bottleneck Bandwidth
using TCP

June, 1998

Mark Allman
NASA Lewis Research Center

mallman@lerc.nasa.gov
http://gigahertz.lerc.nasa.gov/™~mallman

Hit our satellite with feeling
Give the people what they paid for
—~The Flaming Lips

¢ Why do we want TCP to estimate the
bottleneck bandwidth?

- Startup more rapidly

- Avoid loss

o We will concentrate on estimating the
bottleneck bandwidth in order to set
ssthresh to an appropriate value and thus
avoid loss.

- "Satellite friendly” TCP often includes
large windows

- Large windows can allow a TCP to
overwhelm a gateway with a larger
number of segments than a small
window connection '

- Therefore, estimating the bottieneck
bandwidth can help TCP limit loss by
slowing down before overwhelming the
gateway
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e Making an estimate of the bottleneck
bandwidth has been proposed and tested
via simulation (Janey Hoe at MIT)

- used packet-pair algorithm on the first
few returning ACKs

- the time between successive ACKs is
caused by the data segments
“spreading out” based on the
bandwidth

- the bandwidth estimate combined with
the measured RTT can be combined
to give the appropriate )
delay-bandwidth product of the link
and therefore, the correct window size

e However, real networks make predicting
the bottleneck bandwidth more difficult

- delayed ACKs

* getting successive ACKs requires
more segments

-~ network jitter

» traffic from other connections
getting between two successive
packets

- asymmetric networks
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e So, how do we get around these problems
caused by real networks?

- watch the incoming ACKs for a longer
period of time

e The larger the window grows, the more
important it is to avoid loss (due to the
possible magnitude of the loss event)

- As the window increases and we get
more segments into the network the
problem of delayed ACKs naturally
fades

- Network jitter can be averaged out if
we are able to watch the ACKs for “a
while"

- Asymmetric networks?

e Hmmm...

e We collected packet-level traces from
various networks and analyzed attempted
to determine the bandwidth of the
bottleneck link based on the ACK stream

e ACKS were observed in the order in which
they arrived only, as to attempt to
simulate a TCP stack
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e We ran several FTPs over the ACTS
satellite and were able to successfully
estimate the bottleneck bandwidth (and
therefore, the appropriate window size)
within the first 40 segments (data and
ACK) observed.

This environment was free from
competing traffic so it is mostly
uninteresting

- But, it shows that delayed ACKs do
not make the task impossible

Prefiminary; Resul

e We ran several FTPs between LeRC and
OU to obtain traces from a dynamic
environment with competing traffic

® We were able to determine a “good”
window size within the first 50 segments
observed

— Our estimate is 60% higher than the
window size needed to obtain the
throughput we observed, on average

* window / RTT = bandwidth

— Our estimate is 66% lower than the
window size at which loss occurred, on
average

Therefore, we hypothesize that a TCP
using this algorithm would perform just as
well, if not better than a TCP without
bandwidth estimation (on average)
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e But, sometimes the estimate is not all
that “good"”

- If the estimate is too low, we
terminate slow start too soon and then
depend on congestion avoidance to
provide window growth

e Slow!

- Estimating too high is not as big a deal
as we can do no worse than current
implementations and possibly avoid
some loss, even when we overestimate

- Refine algorithms used to average the
inter-ACK space

- Test in a hybrid terrestrial/satellite
network

- Other mechanisms can be investigated
once we have a good estimate of the
bandwidth
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LFN and SACK over DVB Satellite links

Nihal Samaraweera and Gorry Fairhurst
Department of Engineering
University of Aberdeen
Aberdeen
UK

email: {nihal,gorry}@ erg.abdn.ac.uk
http: //www.erg.abdn.ac.uk/

DVBE Networking

N Samaraweera and G Fairhurst, Univers:ty of Aberdeen

Up link
Station

DVB MUXs ,
and Satellite @™ Clients

Modem

UB Server HUB Router

Terrestrial
internet / ISDN

Data Server

Same satellite dish receives TV and Internet traffic

High speed Internet access to home and office
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What is a /.ong Fat Network?

and G Fairhurst, Uni y of Aberdeen

Data Packets

High bandwidth delay product (e.g., Satellite link)

Many terrestrial networks are more “fat” than “long”

TCP Window Limitation

N Samaraweera and G Fairhurs!, University of Aberdeen

TCP unable to keep the fat pipe full
Throughput limited by maximum window size
(e.g. performance over a satellite link limited to < 1 Mbps)

Window scale option |
(RFC 1072, RFC 1185, RFC 1323, IETF draft-tcp-iw)

Expands the 16 bit TCP window to 32 bits (i.e. < 1 Gbps)
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Window Scaling Improves Performance

N Samaraweera and G Fairwrst, University of Aberdeen
10000

{1 100ms return delay

200ms return delay

~
3
=)
o
i

BB 300ms return delay

TCP Throughput [Kbps]
3
8
]

2500 ~
: Configuration:
0 . : Satel TCg‘ IIVISS: 1024
64 128 256 512 720 atellite delay: 280ms
. . Link bandwidth: 34Mbps
Window Size [KB] 3 sessions sharing the link

Simulation time: 60 seconds
Window scaling is useful for > 1Mbps over a satellite link

Sz‘andard TCP Window
N Samaraweera and G Fairhurs!, University of Aberdeen
800 v r y ~~—Congestion window
— yérgsholg window
window
700 ~—= Bytes in transit

Congestion window, etc [Kbytes]

400t = Buffer space required to
300 fully utilise the link
[ Configuration:
I 1 TCP window size: 64KB
100 R Satellite delay: 280ms
e T session bandwidth: 10Mbps
0 ] Simulation time: 50 seconds
0 10 20 30 Time [sec] 50

Transmission rate is restricted by:
The TCP window size (for small windows)
The congestion window (for small file and large window)
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Window Scaling

N Samaraweera and G Fairhurst, University of Abardeen

= 800 v * " - Congestion window (64KB window)

'nn, . i} T Threshold window (64KB window)

;700 =~ TCP window (64KB)

o ~== Bytes in transit (64KB window)

x » Congestion window (700KB window)

=600F 3~ Threshold window (700KB window)

£ : : me== TCP window (700KB)

o ' -~~~ bytes in transit (700KB window)

3 500

]

2 400}

: 300

c L

L ' Configuration:

B 200, | TCPMSS: 1024

> TCP window size: 700KB

5 100 Satellite delay: 280ms

o | — , : session bandwidth 10Mbps
0 . . . Simulation time: 50 seconds
0 10 - 20 30 Time [sec] 50

Only useful when file size > 126KB (over a satellite link)
Example Applications:
WWW based distance learning (CAL), News distribution

TCP Packet Loss Recovery

N Samaraweera and G Fairhurst, University of Aberdeen

Packet Loss

Standard TCP ACKs
carry cumulative ACKs

AR R RN

Additional information
carried by SACK option

I B EEEEEREEEEEREE

TCP may only efficiently recover one packet per window
A long fat network may loose more packets

Selective ACK Option (SACK)
Efficiently handles multiple packet loss



Performance of SACK

40

35ﬁ

30

N
§

20+

Sequence Number [K Bytes]

N Samaraweersa and G Fairhurst, Lig:ity of Aberdeen

0
"

12 13 14 15 16 17 18 19 Time[sec] 22

(A) SACK resumes the transmission after retransmission
(B) SACK selectively retransmits only packets lost

Retransm/ssmn Packei Loss Detection

and G F , Uni y of Aberdeen

Additional information
carried by SACK option

Packet 5 has been SACKed, but
B~ packet 2 has not been ACKed

Indication of loss of retransmitted packet 2

) v cssuseneas

\Sendmg Order during the

Fast Retransmission phase

Uses transmission order and additional SACK information
Uses 3 SACKSs to avoid confusion due to mis-ordering
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Performance of RPLD

25

S
'l

Sequence Number [K Bytes]
W

0%

11

N Samaraweera and G Fairhurst, University of Aberdeen
44
o RPLD o é9 Ez-t
+ SACK g) +
AN
& oo
8 g o %o
Fl ..
f o +
VY
i ®w®E®
12 13 14 15 16 Time [sec] |8

(A) Avoids Slow Start (does not wait to drain the pipe)
(B) Recovery delay is low (indicated by SACKSs)

Asymmetric links

Acknowledgement (ACK) packets

N Samaraweera and G Fairhurst, University of Aberdeen

Inexpensive low speed return links are often used

Most TCP/IP connections receive much more than send
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ACK Congestion

N Samaraweera and G Fairhurst, University of Aberdeen

Idle period

Return “pipe” fills with ACKs
Transmission rate controlled by received ACK rate

Therefore need to reduce volume of ACK data !!!

Configuration

Samaraweera and G Fairharst, 1, University of Aberdeen

Bandwidth Asymmetry 1: 1041 (9. 6kbps/ 10Mbps)
7 ‘347 (28.8kbps/10Mbps)
A Satellite Link %

. f?_;:jgl.?:':*: 10Mbps
. 280ms delay

Dial-up link (e.g. 9.6 or 28,8 kbps) |

Terrestrial Internet
100 ms delay

Data asymmetry 1: 22 (ACK/MSS)
Causes ACK congestion

when bandwidth asymmetry > data asymmetry '
with ACK delay, bandwidth asymmetry > N * data asymmetry
avoids congestion over 9.6 kbps link when N > 47

over 28.8 kbps link when N > 16

Note : TCP MSS = 1024B, TCP ACK = 40B, and Link overhead = 6B
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A CK Suppressmn

and G Fail i y of Aberd

Old ACKs may be deleted from the return mterface queue

P mulativ z
TCP ACKs are cumulative g Unmodified - (A)
. . v = gl T Using Compression - (B)
Suppression ratio adapts =“*[ = =~ Using Suppression - (C)
Avoids congestion ‘5207 p;
4 5 § ]6 1 '4”;’
= S
3 / 812 7
= ©
2 : L7®
ey £ 4} g
1 Fd g../"‘/ g J,:"’;“_W_M e Yt e "1‘
- Z 0 FRRRETE Lt ne
i 5 5 10 15Time [sec]25 30

Low performance for small files
Transfer < 1.2 MB (with 9.6 kbps return link)

Low Throughput with Suppression

N Samaraweera and G Fairhursi, University of Aberdeen

Suppression looses important information

An ACK indicates:

(@) A packet has left the network (to increase cwnd)
(b) Receiver may accept more data (to slide the window)

800 . y .
e U AMNOdifiEd - (A)
— -~ = = Using Suppression - (B)
2600 . JE—
M Slope determined by ACK .~
> size and link speed e
S Py
2 400 T
=
s (B)
g e (A)
‘;-’o 200 f,»"'
Need fo increase ACK rafe ol—t’ e

without increasing the banawidth © 5 10 15Time[sec]25 30
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ACK Compaction

N Samaraweera and G Fairhurst, University of Aberdeen

Reduces ACK size but not rate

e Unmodified - (Aj

B8

& f-mm Using Compression - (B)

:24 = — = Using Suppression - (C),”

2 D Using Compaction - ()

§ 16t D) ~‘/ .-'"'}

= l rd

w ] s s

Issues to be resolved: %’2 . © yd

S 8 N N

ACKs may need be spaced 5 , e
Py ! -

Interaction with SACK option = o T“""’""*""MM‘M“
nteraction wi option 0 5 10 I5Time[sec]25 30

Interaction with timestamps option

Interaction with security

Conc/usions

N Samaraweeia and G Falrl‘,ulst. Unwe:s:ty of Aberdesn

lssues Dlscussed |
Wmdow scallng lmportant ifor‘>i1iMbps »and:transfer >1 26 KB |
SACK ls nmpo_rtan”"veryfdlff; 1o ellm ate congestlon)
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Session 2

NASA Mission Applications
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Lewis Research Center

NASA'’s Use of Commercial Satellite
Systems: Concepts & Challenges

Presented at Satellite Networks: Architectures,
Applications and Technologies Workshop

June 2, 1998
Cleveland Ohio

James M. Budinger
Phone: 216.433.3496 E-mail j.budinger@lerc.nasa.gov

Satehite_Networks_Workshop.ppt J.Budinger 6/2/88

Abstract

Lewis Research Center

* Lewis Research Center's Space Communications Program has a
responsibility to investigate, plan for, and demonstrate how NASA
Enterprises can use advanced commercial communications services and
technologies to satisfy their missions’ space communications needs.
This presentation looks at the features and challenges of alternative
hardware system architecture concepts for providing specific categories
of communications services.

Satelite_| ppt J.Budi 8/2/88
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e

Lewis Rescarch Center

Presentation Agenda

< Background Regarding “Commercial Utilization
« Potential Service Categories

= System Architecture Concepts

* Features and Challenges

= Conclusions

e

Lewis Research Center

Commercial Utilization

“In the conduct of these research and development programs,
NASA will seek to privatize or commercialize its space
communications operations.”

“U.S. Govemment agencies shall purchase commercially
available goods and services to the fullest extent feasible and
shall not conduct activities with commercial applications that
preclude or deter commercial space activities except for reasons of
national securily or public safety.”

- White House National Space Policy
Civil Space Guidelines
Commercial Space Guidelines
September 19, 1996

104




@/ ‘Commercialization & Utilization

Lewis Research Center
—
Commercialization of NASA Technology & Services
NASA Industry
NASA Utilization of Commercial Technology & Services
Satellite_Networks_Workshop.ppt J.Budinger 8/2/98
LeRC Role
Lewis Research Center

* Lewis Research Center’'s Space Communications Program has a
responsibility to investigate, plan for, and demonstrate how NASA
Enterprises can use advanced commercial communications services
and technologies to satisfy missions’ space communications needs.

* ldentify candidate commercial SatCom systems to be leveraged
— Develop an implementation plan for aligning NASA's needs with
commercial capabilities
- Select, develop and demonstrate enabling technologies and
services to mitigate risk
— Enhance U.S. industry capabilities and competitiveness

Satelite_Networks_Workshop.ppt J.Budinger 672/88

105



@ Physical Architectures

Lewis Research Center

* NASA's use of commercial communications systems requires both:

— physical links and interfaces compatible with commercial space and
terrestrial network infrastructures

— compatible data communication network protocols

= This presentation focuses on alternative architectures for the physical
communications system:

— to establish the necessary framework for interoperability with
commercial space and terrestrial networks

— to effectively enable the suite of desired communications services

Satelitte_} pot J.Budi

@/ Potential Service Categories

Lewis Research Center

“Service Category Characteristics & Applications

Narrowband communications Low-rate data, TT&C, personal
’ communications for humans in space

Wideband tele-science Asymetrical, experiment configuration,
command, and scientific data return

Broadband tele-presence Nearly continuous, real-time interaction
with space segment

High-capacity storage and Latency-tolerant, content-rich data, file

distribution transfers to PI's and archives

On-demand integrated services Real-time video, data, and voice,
“Spacecratft on the Internet”

Satellke pot J
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Potential Service Categories

Lewis Research Center
Communications Requirements
Periodic Continuous
Coverage
High Medium Low High

Bandwidth Bandwidth

Satelite, ppt J.Budi 6288

@/ Responsive Architectural Concepts

Lewis Research Center

Communications Requirements

Periodic Continuous

Coverage

High

Bandwidth Bandwidth

Medium

107




e

w Architecture Concepts

Concept 3
Commercial Tracking Relay Satellite x

Concept 2 Conce|

A pt 1

Available .Standatd Direct Data
Services

Distribution (D?)

Direct Data Distribution (D3)

Architectural Concept 1

Near-Earth
Spacecraft

Tracking
Terminals

Principal Investigators . .
Science / Academia Users Archival Facilities
Corporate Users

Sateflite_Networks_Workshop.ppt J.Budinger 6/2/08
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@ Direct Data Distribution (D?3)

Lewis Research Center

® L] L] L] - @

Features

Onboard data storage and burst
data delivery

1.2 Gbps downlink in commercial
K-band

~10 Mbps uplink if needed
Muiti-beam phased array
Efficient digital modem / codec
1.8-m tracking terminals

Located to maximize contact
Terrestrial interoperability for
wide area distribution

~ 72 Gigabits / 1 minute contact
No reliance on relay satellites
Experimental capability in 2002

Challenges

Latency tolerant applications
only

Onboard storage sufficient for
multiple orbits

Fast acquisition and tracking
Limited contact:

- once per orbit at poles

- 1 or 2 per day elsewhere
Commercially owned, licensed,
& operated on NASA
spacecraft & ground segment
Close coordination with
commercial gateways

6288

Lewis Research Center

Available Standard Services
Architectural Concept 2

B

ComSats

L-, Ku-, Ka-band
GEO / non-GEO

Fixed & Mobile Satellite Services

Under-subscribed

Terrestrial
Networks

NASA Pl's
and Archives

Satelike_| oot J

67288
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@ Available Standard Services

Lewis Research Center

Features

+ Capture available or unused,
unmodified commercial
L-, Ku-, and Ka-band capacity
= Global narrowband coverage
- Multiple 64-kbps circuits
- TT&C, Low-rate data, voice,
» Periodic wideband coverage
- 1 to 25 Mbps Forward Link
- 10 to 155 Mbps Return Link
- Interactive telescience, video
+ 33 to nearly 100% Coverage
* Narrowband demo in 1998
(STS-91 Spacehab - Inmarsat)
* Wideband demos in 2003

Challenges

Current global coverage limited
to voice rate applications
Wideband transponders cover
populated areas only

Close coordination to avoid
wideband interference
Handoffs for non-GEO coverage
Sufficient business case to
provide capacity over
unpopulated areas

Regulatory issue regarding S-S
use of S-E and E-S allocations

Sateltite N ppt J.Budi 6288

@/ Commercial Tracking Relay

Lewis Rescarch Center Architectural Concept 3

Ka- & Q/V-band
GEO / non-GEO
ComSats

Emerging Commercial
Broadband Services

Semi-Custom Inter-orbital
Tracking Link Subsystem

NASA Pl's
and Archives

Satellite_| ppt J.Budinger 8/2/88
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@/ Commercial Tracking Relay

Lewis Research Center

Features Challenges
» Semi-custom rf or optical inter- » Semi-custom modification to
orbital tracking links planned systems
» Periodic to continuous = Handoffs for non-GEO system
broadband coverage coverage
- 10 to 55 Mbps forward link + Sufficient business case to
- 155 to 622 Mbps return link provide global coverage
— Interactive telepresence » NASA / Industry development
 Video, Data, Voice, Muiticast of a common space interface
+ 33 to 100% Coverage ¢ Commercially owned,
+ Commercial Ka- and V-band licensed, & operated on NASA
* “First generation commercial spacecraft
transceiver” for NASA
« Service demos in 2004
» Available commercially in 2005
to 2010

Sateilits ppt J. 6238

Conclusions

Lewis Research Center

* Opportunities are present and increasing for NASA missions in near-Earth
orbit to use commercial satellite services in the future.

* No single commercial system is likely to provide the entire range of
services desired by NASA missions.

 Proposed concepts present technical, regulatory and economic challenges,
but none appear to be insurmountable.

» Commercial systems have limited windows of opportunity for modification.

= Govermnment/Industry collaboration is required on interoperability standards
for a common space interface to commercial satellite networks.

» Communications services first provided for NASA may have potential to open
new markets for the U.S. satellite industry. '

Satellite_Networks_Workshop.ppt J.Budinger 8/2/98
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Satellite Networks Workshop
June 1998

ASSESSMENT OF EMERGING
NETWORKS TO SUPPORT FUTURE
NASA SPACE OPERATIONS

June 1998

Badri Younes
CLASS Project Manager
Code 450/NASA GSFC

Susan Chang,
Ted Berman,
Mark Burns,

Richard LaFontaine,

Robert Lease
Stanford Telecom

Introduction

* New types of global commercial satellite systems
are currently under development and expected to
start providing service in 1998

— Global communication coverage
— Mobile communication capability
— High speed networking

* NASA GSFC is investigating the feasibility of using
emerging commercial satellite systems to support
NASA LEO missions

~ Reduce mission cost
- Enhance or maintain level of service provided by TDRSS and GN
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NASA Study

* Examines technical and operational issues related
to supporting a NASA LEO satellite with
commercial satellite systems

» Four commercial satellite systems are addressed
in this presentation
- Mobile Satellite Service (MSS): IRIDIUM, ICO (1st gen)
- Fixed Satellite Service (FSS): Spaceway, Teledesic

« Communications Coverage: Geometric coverage
time minus system acquisition and service
acquisition time.

— Accounts for time required for handoff
-~ Accounts for dropped calls due to handoff failure

* NASA user terminal assessment including
spacecraft G/T, EIRP and operational constraints
relating to system acquisition, service acquisition
and handoff

* Regulatory assessment
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Assumptions

* No modifications will be made to commercial
satellite systems to support NASA missions.
— NASA LEO satellite will emulate a ground-based user

» User spacecraft tracking will not be performed by
the commercial satellite systems.
~ Future NASA missions will incorporate on-board GPS
equipment
» All evaluations of the commercial satellite
systems are based on public information obtained
from FCC filings

NASA LEO
Missions Overview

* NASA missions operate in a number of different
orbits that depend on the mission type
— Launch vehicles at approximate altitudes of up to 350 km
— Suborbital missions at altitudes less than 40 km

— Manned space flight at altitudes of 300 - 600 km altitude and
inclinations of 28°- 57°

— Astrophysics missions at altitudes of 400 - 600 km altitude and
inclinations of 23°- 35°

— Earth science missions at altitudes of 350 - 1,350 km and
inclinations of 35°- 99°

* Considered missions scheduled through 2014
» Data requirements range from 1 kbps to 600 Mbps

— Telemetry and Command: 1 kbps to 2 Mbps
— Payload data: 1 kbps to 600 Mbps
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Missions Overview

NASA LEO

13USERS AT 982
(12 £08 MIBSIONS)
e

Orbital Altitude (km)

M

Orbital Characteristics

Commercial Satellite

Summary
Bystem Oron FEER" Tequency Vice TSC OroR Parameters
Type/ {MHz) (kbps) Frequency
Service (GHz)
type
Forward | Retum | Forward | Rewm [Satelites | ARfude | Inchnabon
. (km)
tridium’ LEO 10~ 1616- 1616- 24 24 23.18- 66 780 86.4°
MSS 16265 | 1626.5 23.38
Ico MEO 10° | 2,170~ | 1,985- 384 384 NA 10-12 10,355 45°
MSss 2,200 2,015
Teledesic’ LEO 10° 17.8- 286- | n*16(n= | n*16 (n= 65-71 288 1350 847
Fss 186and| 20.1 |1,..,126) | 1,..128)
18.8- and
183 276-
284
Spacsway' GEO | 10%] 177- 275 92,000 | 3846000 22.55- 20 35,786 0°
FSs 202 | 300 2355
32-33
54.25-
58.20
59-64

Noles:
1. Systems use intersataliite links and onboard data procassing.
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* Geometrical coverage determined through
Communications Analysis Graphical Environment
(CAGE) simulation

-~ Ten day orbit simulation
- Con_lmercial satellite user antenna beam modeled as a single
conic

- Communications coverage determined through
CAGE simulation

- 30 random user satellite orbit periods

— User satellite is positioned at a randomly selected accession
angle prior to each simulation pass

— User antenna beam modeled at sub-beam level
- System acquisition time based on 1S95 specification (16.3 sec)
— Service acquisition time based on I1S95 specification (20.0 sec)

— Handoff time based on existing ground based cellular system
performance (12 s)

Simulation Results

* Emerglng commercial satellite sysfems are aeSlgnea for users at

or near ground level. Communications coverage at LEO altitudes
is constrained.

- Reduced communications coverage exist at LEO altitude due to the conic shape
of the radiating antenna

~ Beam-to-beam handoff for a LEO spacecraft will experience a higher call drop
probability than a tefrestrial user due to user spacecraft velocity (12 km/sec)
< None of the evaluated systems is capable of supporting the real
time communications coverage requirements of manned space
flight missions and launch vehicles
¢ IRIDIUM and Teledesic provide the least communications coverage
— Orbits similar to NASA LEO spacecraft
- Less than 1% communications coverage for user altitudes > 500 kin
» ICO provides higher communications service duration and data
throughput
- Service availability 20% - 40% for user altitudes > 500 km
+ Spaceway (GEO) provides highest communications service
duration and data throughput A
~ Service avallability is greater then 35% for user altitudes > 500 km
— NASA LEO satellite must support beam-to-beam handoff (not available on FSS)
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Communications Coverage -
IRIDIUM

IRIDIUM Service Availability Analysis Results

TASET T TRSET T TASE Y™
Parsmeter 339km, | Se0km, | 790km, | S00km, | 708 km,
28Sdeg | 20.Sdeg | 29.5deg | S7.9deg | 9B2deg
[TOVCoverage (%) 0T (%] (%) T3 BT
[ Scivice AvASbaRy (%) LX] LA T T
Service Knﬁﬂﬂﬁﬂ llllllEl) 3.4 0.5 £y =
Average SErvice DUrition (minutes) TY vy =
[Avérage Woll Diration (mmutes) 135 LER] - - B
Xmum Nul IFAROn 0.5 4.0 - - -
[Contact por User Fenod (avg) Ty TY =
[ Caf Droppmg Probabwty (%) | 032 ] R < T =
. [ROTES®

1. The estimeted measn sub-bsam FOV time (nec) Sor Cases } through S as blows: 1)21.9 seconds, 2)11.4
conds, 4) 11.4 seconds, $)3.0 scconds.

ean sub-beam overiap time (sec) for Cases 1 through § as Sollows: 1) 5.9 seconds, 2)3.1

2econds, 3)0.3 saconds, 4) 3.1 seconds, 5) 0.8 seconds.

3. 43 spotbeamy por IRIDIUM sate fier

IRIDIUM FOV COVERAGE AT 300 Km ALTITUDE IRIDIUM FOV COVERAGE AT 700 Km ALTITUDE

Communications Coverage - ICO

KCO Service Availability Analysis Results"?

TASEY | CASET T CASES™ [ TASEY | CASES ]
Paremeter 300 km, 500km, | 700km, | 500km, 700 km,
28.5 deg 28.5 deg 28.5 deg 57.0 deg 98.2 deg
[TFOVcoverage (%) Ei L) 5.1 32 "WE 75y
[Sewie avalabity (%e) LER S AT IR L1543 pras
STV ava lbay/orb (manutes ) LINg x 7 %1 [ 322 1T
[AVETRgC ScIvicc AUMLOR (MU ) 33 TT EAY TS TO
[Averige na¥ qurmTon (Boules) Ty I3 7 s 7
FMETamam aul qusGon 205 205 207 208 IET
[ Contacts per user pencd (avg) LK ] 145 TAT 12 ¥R
[ CaXaroppig probadady (%) Ve Lt ) 7S 6T L&
[ROTES®
1. The estimated mean sub-beam FOV time (sec) or Cases | through 5 as Blows: 1)63.7 seconds, 2) 57.8
seconds, 3)53.0 seconds, 4) 57.8 seconds, 5) $3.2 seconds.
2. The estimated mean sub-beam overlap time (sec) for Cases | through 5 as blowa: 1) 172 seconds, 2) 15.6
scconds, 3) 14.4 scconds, 4) 15.6 seconds, 5) 14.4 seconds.
3. 163 spotbeams per KCO satskite

ICO FOV COVERAGE AT 300 km ICO FOV COVERAGE AT 700 km
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Communications Coverage -
Teledesic

Teledesic Service Availabllity Analysis Results™?

CASET | CASEY T UASES | CASER | CASES™]
Parameter 300 km, | S00km, | 700 km, | 500 km, | 700 im,

285deg | 28.5deg | 28.5deg | 57.0deg | 98.2deg
[FOVcoverage (%) 7Y (1% k%3 ¥iR] 5
| SEivice Avambiy (%) 33 T3 &S T2 LA
['Sevice Avaiabiy/oroll (mmules) 30 T U7 TT LA
[AVerage Scivice DUummiion (famules) L v L] T3 X T3
[AvErage Null Duraton (miuics) LLLY 713 953 EUA N L
" Maxanum Nuk Duraton L) T LL2 L L% .8
["Conticts per User Peiod (Ve) TY T3 TO X TO
[ CaADioppiig Probabiy (%) (B4 [1¥4 73T 703 TS
'NOTES:

onds, 2) 1.4 ds, 3) 1.0

I ‘l’he‘el&nated mean sub-beam FOV time (scc) for Cases 1 through 5 as foBows: 1) 6.7 seconds,
2) 5.2 seconds, 3) 3.8 seconds, 4) 5.2 seconds, 5) 3.8 seconds.
2. The estimated mean sub-beam overlap time (sec) for Cases 1 through S as follows: 1) 1.8 gec-

3. 64 spotbeams per Teledesic satelite

ds, 4) 1.4 5o

KM ALTITUDE

KM ALTITUDE

Communications Coverage -
Spaceway

Spaceway Service Availability Analysis Results*?

[FOVTaverage (%)

TASEY TASET | [~CASET]"TASES "}
Panmeter 390 km, 500 km, 780 km, 500 km, 700 km,
28.5deg | 28.5deg | 28.5 deg 57.0deg | 98.2 deg
33X TS SOT LIA] LA
[ STIEE avasabily (%) LEXY ST I7L 5.9 ISy
[SEVEE aVaRabiy/omd (mnules) LAY A6 355 Lok ™
Verage scrvice Quralion (MmMUIES) 5.3 [ 55 3 17
[Average null Jurabon (ImAuWs) 3 Y 5.3 LA 7S
[MEXEUm aul duraton LIE] 3.7 3T I7T 359 ]
I"COnGcT per User period (AVE.) 76 A 3 .4 X3
Cadmoppuig probabidy (%) PAE] 3T T5F I5E LLE]
[ NOTES®
1. The estinated mean sub-beam FOV time (sec) for Cases 1 through 5 as foows: 1) 154.0 seconds, 2) 149.0
seconds, 3) 144.0 scconds, 4) 149.0 seconds, 5) 144.0 scconds.
2. The estimated mean sub-beam overlap time (sec) orCases | through § as fliows: 1) 41.6 seconds, 2)40.)
seconds, 3) 38.7 seconds, 4) 40.1 seconds, 5)38.7 seconds.

T

e

&

£]

Spaceway FOV Coverage at 300 km altitude

Spaceway FOV Coverage at 700 km altitude
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User Terminal Assessment

¢ NASA LEO spacecraft will require a smaller
terminal than TDRSS, for MSS, systems due to
MSS LEO and MEO constellations

* FSS systems do not provide NASA LEO
spacecraft any substantial terminal size
advantage over TDRSS

— GEO systems are designed to support ground users and
require a high G/T and EIRP to support high burst rate TDMA

* Large number of satellites in commercial
constellations will increase NASA spacecraft
memory and processing burden

~ Need to determine when and where data can be transmitted

» Additional processing burden for NASA satellites

— Doppler correction, power management, burst transmission
management (TDMA), and beam-to-beam handoff

Regulatory Considerations

» Services provided by commercial satellite
systems are governed by International Radio
Regulations and U.S. statutes

* Definitions of MSS and FSS do not provide for
space-to-space links required for NASA support

* NASA service support scenarios would require
regulatory amendments
~ Feasibility studies
~ Marketing efforts
— 4 to 14 year estimated implementation time
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OhioView: Distribution of Remote
Sensing Data Across Geographically
Distributed Environments

June 2, 1998
Calvin T. Ramos
LeRC Project Lead

calvin.ramos@lerc.nasa.gov

—

N Background @

USGS

EROS Data Center
Sioux Falis, SD Drivers
NASA Research and Education Network @ Access to earth science products and
information
]
Bowling G Kent State @ Application of the next generation of
State University University satellite data

@ EOS Am-1 and LandSat 7

NASA Lewis
Research Center
Cleveland, OH

[\

University Ohio
of Cincinnati University

@ Unique partnership between the
Ohio State science and library communities in
University the State of Ohio

Miami
University
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High Level Architecture, @/
Technologies & Applications

Land Use & Mapping

Geology

Agriculture, Forestry, Range Resources
‘Water Resources

Environment
GIBN Application
(Global Interoperability
Broadband Network)

Urban Planning
Out-migration
Environmental Mon.
Open Space Mgmt

OhioView Hub
Phlaand b

Education/Outreach

sLeamning Tech Prog.

«Curriculum Develop.
(K-121lifelong Ing)

IT Cutting Edge

)/
Q ﬂ N ing
c/ *Mass storage
A Ohio U. *Visualization
u.Cin. L} *Web Tools

Internet/NGI

LeRC Internal Architecture & Role @

LeRC Role

@ Network Integration And
Investigation

@ Data Archiving and Storage

¢ Image Processing and
Visualization

@ http://gvis.lerc.nasa.gov/ohioview

¢ Satellite-Network Connectivity

& Interoperability
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- Potential GIBN Interconnect @

VA @& GIBN Experiment
s ‘V“\ Augmentation
e \ ¢ Processing of
ASTER Data
@ Address hybrid
interoperability
issues

T~

gt
-

Potential Areas of Network
Investigation & Research

&

o Wide Area Multicasting

. ¢ Terrestrial

@ Satellite
@ Security

o Mitigate LeRC Risks

& Data Owner Protection

© Emerging Products/Schema
@ Security Policies

¢ Quality of Service

& Background experiment

@ Potential Vendor
Collaboration

OhioView
Public
Domain

123



Draft of OhioView Data Model

OhioView Public Network Model

1. Users initiate a seacrh of the Miami Clearinghouse

Miami i

Clearinghouse H

Zmxz

2. Retrieved metadata records point to data location
3. User can then choose to download full dataset or
manipulate the data set with the visualization server.

EDC Data Delivery

OhioView
Consoritum

J
i Ordersand |

Standing Orders

EOS
\ CY98 (A 157 ' CYl 99 | CY00 CY01
l 1 [ a sl | | | ] 1
2Q 3Q 4Q °1Q 2Q 3Q aQ
PHASE Ia PHASE Ib PHASE II
Develop and Implement Scalable Implement
Proof of Concept | OhioView Pilot > Production Service
NREN Testing Network Perf. Integ/Anal. LeRCRole - TBD
Storage Integration Storage Prototype
Visualization/ Web Server Graphics/Visualization
Proj Mgmt/Sys Integ Web Access/Development
Phase Ib prep Proj Mgmt/Sys Integ
Prep for Phase II
Consulting/Outreach
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& LeRC playing a key role

@ OhioView - a potential national model

@ Complex - both technically and politically

@ Great value to broad community

@ Wide application of the next generation of satellite data

@ Unique partnership between the science, library, and
state/federal communities in the State of Ohio
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| - SAFE -
to Support Low-Cost Spacecraft
Operation via the Internet

Presentation to the Workshop:
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Authors:
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The Context of the Project

Packet telemetry is acceptable for spacecraft.

End users rely heavily on Internet IP networks for
scientific data exchange and collaborative research.

Emphasis on cost reduction characterizes all phases of
future space missions.

Distinctive Features of the Project

Simple - SAFE provides only a few basic functions.

* Simple Automatic File Exchange is only that!
Nevertheless, it is sufficient for commands and data.

* Provides a major benefit for space scientists with only
a minor investment in development.

+ Aims to use commercial equipment and practices.

* Solves well known problems affecting IP in space by
avoiding features that expose the problem.

Technical Features

* Pulls data files across the Internet with a read
operation (like file read operation in NFS).

« Prearranged file names - no file discovery mechanism.
» UDP packets

+ Congestion control at application level

- Simple solution to the Mobile IP probleim
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Final Goal

Fleets of Small Satellites will report back to data
centers operated directly by the project by means of
occasional communication contact with ground
stations in a consortium of share§ facilities.

* *

The ground systems are shared by the project data
centers and all are connected via an Internet. There
are no operational costs for routine command uploads
or instrument data downloads.

Operations with a Replicated File Protocol

Space-ground data operations require no manual
scheduling and supervision. Projects manage data
processing over the Internet.

Satellite with on-board
data and command files

File Replication
between space and

intermittent contacts. via FTP, efc.

Virtua{

Satellite Files Replicated
Accessible to and from the Satellite
24/7 from Internet

ground during Internet Access to Files
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Fundamental File Exchange Operation

SAFE copies files and copies them successfully even
over intermittent connections with a high
bandwidth*delay product and high bit error rate.

The copy operation is connectionless - there is no time
lost establishing and maintaining TCP connections.

Replication

Replication

Client Server
(directs copy step) (replies to client)
Secondary File Primary File -
Copy - Read Only Read and Append

Ground Station Acts As Gateway

Each connection passes through the ground station,
which acts as an intermediate connection point.

Ground
Satellite Station Project

]

RF Segment Intemet Segment
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Multiple Ground Stations and Destinations

A satellite may connect with multiple points on the
Internet, e.g., the scientists at one location and
spacecraft bus engineers at a second.

Moreover, a satellite may use several ground stations
at different points in its orbit. Conversely, a ground
station may serve several satellites in turn.

Science
Satellite :

e

\\'\
RF Segment ~ ™_ <> Internet Segment
Engineering
Demonstration of SAFE
RF (wired serial link)

Internet

‘\
PI Workstation Ground Stations
(SparcStation) (Intel PC)

The demonstration simulates a scientist accessing
instrument data and sending commands via file
replication.
+ Satellite instrument writes data to onboard file which is
automatically replicated to the scientist’s workstation.

* Scientist writes instrument commands to local file which is
replicated to satellite.

Satellite
(laptop)
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Testing SAFE

Purpose:

* Run file transfers with realistic light-travel-time delays
and bit-error rate and study the effect on the data
transfer rate.

Equipment:

> Provided by the IPIC project (TCP-over-satellite test
suite).

* Satellite Modems for IP are COTS but not space-
qualified.

* FYI, we are using PC to play the satellite role but IPIC
runs a single-board embedded computer for better

realism during TCP tests.
simulator
. Space Space
PC playing m,::iem m,;%em SparcStation
satellite role playing ground

station role

Lessons Learned from Implementation

The low-cost operational scenario is realistic and easy
to implement with the automatic file exchange system.

UDP is reasonably effective - on a par with other
alternatives.

Congestion control is essential but troublesome.

+ Congestion control is built into TCP, but TCP assumes
all packet loss is due to congestion and the control
overreacts when packets are lost due to line noise and
data drop-outs.

« No congestion control built into UDP - the nodes can
saturate routers.

+ Congestion control is built into the file exchange
software of SAFE and has been optimized for
connections that have line errors as well as congestion.

» Optimization for a noisy space-link connected to a
congested Internet is a difficult problem that needs
further research - or better - an avoidance mechanism.
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Feedback

The implementation has been demonstrated for many
engineers - who had important comments:

* The key impediment is the lack of space-qualified
hardware that supports any commercial network
protocol.

* Many existing satellites systems have an uplink
bandwidth that is too small to allow an error-
correcting protocol of any kind. Tradition is slow to
change.

* There is an important type of mission cannot be
accommodated by an Internet connection because the
required bandwidth during a pass is too high. The
Internet bandwidth is adequate for the average data
rate but not the peak bandwidth during a pass.

Future Initiatives

Create Opportunities for Use in Space

* Need to proselytize for IP so that there are customers
for commercial, space-qualified, IP hardware.

Specification of SAFE

* leading to an acquisition of an implementation from a
commercial vendor who currently markets similar SW
(any vendor with NFS or RPC protocols).

Small systems demonstration to show feasibility for
very small satellites.

* Current demonstrations use 486 PCs.

* Considering implementation for single-board VxWorks
computer.

* Considering demonstration on palmtop computers.
Applications with high bandwidth requirements

* low priority - imaging sciences tolerate packet losses.

* no “simple” solution, see “Details”
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File Exchange for Satellite to Ground

The mission workstation
continually requests data
from the satellite. During a
pass, the request reaches the
orbiting file server, which
returns the requested file
segment.

Internet

Satellite
Command File
Replication
application
File
Server
Data File
Ground Station /
reply Downward
packet
gateway

/ Mission Workstation
reply Replication J Data

/1

application File

request File Command
Server File

File Exchange for Ground to Satellite

Satellite

Command File

Replication
application

The satellite continually
requests command data from
the ground. During a pass,
the request reaches the
mission workstation where

l File H I the file server returns the
Server
requested file segment.
Data File
RF Link
Intemet
Ground Station
quest Mission Workstation
Dowrcrlv(vatrd | Replication I, Data
packe: icati File
gateway application e

request

Vi

Fite
Server _~
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Basic Gateway Functions

Upward Packet Gateway:

- Identify packet as intended for satellite. (Use port number and
optional security verification)

+ Convert to space link format (if different) and forward.
Downward Packet Gateway:

> Convert to IP format (if different).

* Insert IP address of gateway as source address of packet.

* Forward packet to recipient’s address on Internet.
Packet conversions

* None required if satellite link uses IP Modems.

* Generally need to add/remove IP headers if IP was not used on
the link to the satellite.

Mobile IP for SAFE

Problem:

* The satellite connects to the Internet at the ground station
and must use a local IP address.

* The satellite’s IP address changes from one ground station to
another. :

* Future enhancements to IP protocol have been slow to arrive.
Interim solution
* Ground station applies local address to packets from satellite.

* The file server in the Mission computer notifies the replication
application when it learns the current IP address of the

satellite.
Replication
application

request

Upward : /1P Address, 7
packet File
gateway reply Server
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Satellite Telemetry & Command
Using Big LEO Mobile

Telecommunications Systems

Fred Huegel, NASA Goddard Space
Flight Center

Code 568

June 2, 1998

Objective

o Use Commercial Global Satellite Mobile
Telecommunications Systems (Big LEOs) to provide
Telemetry and Command Services to user satellites in
LEO '

® The user spacecraft's transceiver would be a space qualified
version of the systems User Terminal (mobile phone)

@ Globalstar, ICO and Iridium have been studied
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Targeted Capabilities

® Provide real time contact to LEO user satellites with a
simple phone call

e Provide the capability for the satellite to “phone home”

e Command and telemetry data rates of 8K bits/sec
m Higher rates with data compression

@ At least one 5 minute contact per orbit
e Small, low power, low cost transceiver
e Simple omni antenna system

@ Secure link

Rational - Make use of the Billions of $ of

® Reduced Mission Communications System
Cost

m Reduces or eliminates the cost of ground stations and
associated infrastructure

= Eliminates the need for frequency assignments
m Low cost transceiver, small size, low mass and low power

o Flexibility in Science Operations
® Event monitoring and immediate reporting
m Quick look data evaluation
m Several Contacts per orbit possible
m Real time access to user satellites from remote locations
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Communications Satellite
Constellations Studied

@ Globalstar - LEO - operational in mid 99
@ Iridium - LEO - operational mid 98

e ICO Global Communications - MEO -
operational in mid 2000

Contact Limitations

Coverage is
dependent on
user satellite
altitude relative
to constellation
altitude

No coverage
in gaps For the case of
Globalstar and
ICO the User sat
and gateway must
both be visible to

the constellation sat

Earth Surface

139




Capabilities - Iridium

@ The fairly low constellation orbit (780 KM) precludes
significant coverage of user satellites
# In general contacts are very short with large coverage gaps
m Polar orbiting user satellites are an exception - adequate coverage
is available in this case due to co-orbiting of the user sat with the
constellation satellites
m Data rates limited to 2400 bits/sec

e Possible use of crosslinks has been investigated
m Could provide excellent coverage and Mbit/sec data rates
m User Satellite would “take over” the intersatellite link
m Technically feasible but not deemed operationally feasible by fridium

Capabilities - ICO Global

R R

e Excellent coverage for orbits up to 900 km
m One 10 to 30 minute contact per orbit using only one gateway
m Optimal coverage at 52° inclination
@ Front end Doppler compensation required

@ Data rates limited to 2400 bits/sec
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Capabilities - Globalstar

@ Good coverage for orbits up to 600 Km with
inclinations up to 57°
@ The lower the orbit the better the coverage. Optimal coverage at 52°
inclination
m Better than one contact per orbit at 400 km using 4 gateways
=m contacts range from 5 to 18 minutes, the average is 11 minutes at
400 Km, 52° inclination
e No front end Doppler compensation required

m Range rate between Globalstar satellite and user satellite no greater

than that experienced for a user on the Earth’s surface 90% of the
time

Globalstar (Continued)

o Data rates up to 8 Kbits/sec possible

@ At an orbit of 400km, 52° inclination
= Total contact time per day is about 264 minutes
m Total downlink per day is 127 Mbits
B Average outage time is 56 minutes

e Initial feasibility study with Globalstar/Space Systems
Loral completed 12/96
® System issues identified
® Link analysis performed
u No show stoppers identified
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Globalstar Link Analysis

@ Assumptions
= Omnidirectional coverage required
Coverage over full Globalstar FOV (108°)
Eb/No requirement as specified in FCC filing
Maximum link range used for a user satellite in a 300 Km altitude
Single Globalstar in view (no signal combining)
Maximum transmission rate of 9.6 kbps
On average during a pass 0 dB of additional dynamically supplied
additional power required.
e Link closes under the following conditions
m Transmit switch used rather than splitter
m Low loss cabling used (Gore ~ 0.2dB/Ff)
m Low noise amplifiers are located at the antennas

Globalstar Issues

T

@ Protection of Radio Astronomy Sites (RAS)
@ Sensitive in the 1610.6 MHz to 1613,8 MHz range (Globalstar return
link)
m Requires operation at the upper end of the assigned L Band
frequency range as well as the use of a transmit band reject filter

m Or restrict operations when near an active RAS site (reduces
potential contact opportunities)

® Location information required

= Normal call handling procedures require the location of the user
— This is normally determined by the Globalstar system but will not work
for Space applications ;
= Location can be determined by on board ephemeris or GPS and
entered into the transceiver
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Flight Transceiver

o Derivative of fixed User Terminal
m easily adaptable for position input
m Control and data interface to the spacecraft C&DH
e Size and weight are driven by the band reject filter
m Approximate size 8 by 6 by 3 inches
m Approximate weight is 7 pounds
e Power

u Standby, 1.5 watts
u Transmit, 20 watts

Security

o Gateway to User Satellite
m CDMA inherently secure (spread spectrum system)
m Encryption of traffic channels part of Globalstar baseline

o Ground segment

= Call acceptance filtering by ground system blocks unauthorized calls

m Phone numbers can be re-assigned if necessary
| Use of unlisted phone numbers
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Conclusions

o Feasibility study with Globalstar indicates that spacecraft
command and telemetry through commercial
telecommunications satellite constellations is feasible with little
or no modifications to the system architecture

@ The user would connect to their spacecraft via telephone/modem

e Frequent contact opportunities would be available

e Data rates are limited but adequate for command/telemetry and
quick look science

o Further studies of the Globalstar and ICO systems are needed to
better define the capabilities, limitations, and system impacts of
the Space Mobile Service

Key Benefits

e Facilitator for low cost LEO missions such as
University Explorers (UNEX), Small Explorers (SMEX)
and others

m Could provide significant savings per mission
m Users pay only monthly access fee and per minute charges

e Provides flexibility and simplification in mission

operations
® Enhanced access to spacecraft

\section\ PhoneLink2-97
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Session 3

Architectures and Network
Simulations
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NORTEL

NORTHERN TELECOM

Satellite System Architectural
Issues for:
Broadband Interactive
Multimedia Communications

Gary Johanson
Chief Architect
Nortel Satellite Network Solutions

June 2, 1998 Gary Johanson

Topics NERTEL

NORTHERN TELECOM

* Driving Forces

* What is Webtone? What is Satellite Webtone?
» Terrestrial and Satellite Comparison

e Network Dynamics

e Research Topics

 Planning and Tools

e Challenges

June 2, 1998 Gary Johanson
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Internet / Intranet Growth

NCORTEL

NORTHERN TELECOM

Number of users on the
M world Wide Web

140

120

100

80
60
40
20

0

v

hY

1995 1996 1997

oo d

1998 1999

VITAL ISSUES

Transport Networks

~ Increasing SDH & SONET
bandwidth

Internet

— Access network bandwidth
and throughput
— Security

Reliability
Service on demand

Source: International Data Corporation

* Intranet servers will outsell Internet servers by more than
10 to 1 by the turn of the century

* Intranet market will grow to $20 billion by the year 2000

June 2, 1998

Gary Johanson

The Demand for Multimedia Services

NORTEL

NORTHERN TELECOM

Intemet Users (Worldwide)
Users (M)
1996 60
2001 300

. Data C:

ions Sep-97 »

Computers Connected to Internet
Units (M)
1996 48
1997 82
2001 268

[Source: Computer Reseller News Sep-97

Interet Users (Worldwide)
Users (M)
1997 60
2001 175

2007 1,000
kSoume: Washington Technology/IDC Oct-97

June 2, 1998

Fortune 1000 Companies Planning to
Implement IP Telephony
%

1997  12%
1998 29%
1999  42%

2000+ 69%
noplan 31%
{Source: Computer Reseller News Oct-97

Spending on Intranet & Extranet

Products & Comm Services
US $ Billion
1996 19
2000 55
|Source: Beyond Computing/Zona R h Oct-97

Source: Computer Industry Forecasts First Quarter 1998

Gary Johanson
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Satellite-Terrestrial Convergence NEORTEL
NORTHERN TELECOM

Corporate networks will require multiple
access and transport methods, often

bundled through a single telecom or IS
vendor

Y

June 2, 1998 Gary Johanson

Corporate Expansion Considerations NORTEL
NORTHERN TELECOM

(Total %) Critical Decision Factors

40 Satellite advantage:
instant infrastructure to build
30 |- national economies

20

10

Politics Labor Telecom Technology Capital Materials Government
Cost Cost

SOURCE: Gallup survey for BT/MC! 1996

June 2, 1998 Gary Johanson

149




Satellite Broadband Market Forecasts

NORTEL

NORTHERN TELECOM

Broadband Satellite Systems investments in

Space and Ground Segments
— $76B over the next 10 years

Broadband Satellite Service Revenues

— $350B over the next 10 years

Broadband Satellite Data Subscribers

— 36 million over the next 10 years

Broadband Satellites Deployed

— 505 satellites over the next 10 years

June 2, 1998

Source : Pioneer Report 1997

Gary Johanson

Today’s Networks NCORTEL
NORTHERN TELECOM
TODAY
Internet Access
ACCESS Cumbersome
Method/Devices
CAPACITY Not Dynamic
QUALITY Intermittent
SECURITY Intermittent
ECONOMIC EQUATION Questionable
Economics

Private Networks

Service Capability to
Meet Specific Needs
and Priorities

Public Networks

Early Stages

June 2, 1998

Gary Johanson
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Evolution to Multimedia

NORTEL

NORTHERN TELECOM

June 2, 1998

Gary Johanson

Dialtone —> “Webtone™

Telecommunications Computing

NLRTEL

NORTHERN TELECOM

TODAY TOMORROW
internet Access “Webtone”
ACCESS Cumbersome Easy Access
Method/Devices
CAPACITY *  Not Dynamic Dynamic/Flexible On-
Demand
QUALITY Intermittent PSTN Quality
SECURITY Intermittent Security Guaranteed

ECONOMIC EQUATION Questionable

Economics

Viable Business Cases

Private Networks Service Capability to

Meet Specific Needs
and Priorities

Enhanced Fiexibility

Public Networks Early Stages

“Webtone”

June 2, 1998

Gary Johanson
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Supporting Webtone Demand | NCORTEL

NORTHERN TELECOM

e

Access Medla are: 4‘ analog modems
: ¥ ISDN
o Compexg‘p.g and . v “Power systems
complementary et CableTV
i XDSL
i - Eyol tlonary L MDSILMOS

Fiber Networks
VSAT

C/Ku terrestrial return

"5 C/Ku - Ka return

Lo No smgletsolutlon Ka band systerms
will help-all users* V-band systems
1
10k 100k 1™ 10M  100M 1G 106G
Bandwidth
June 2, 1998 Gary Johanson
What is Satellite Webtone? NCORTEL
NORTHERN TELECOM
o0, T e Network Advantages
GEO ‘,«\/ « R * Ubiquitous coverage
. * Instant availability
.......... * Broadcast data
S8 . * High capacity
MEO/ - [ :‘,“Ip/': IP/.... ,p, * Spot beam reuse
W ety s My R e Global deployment
LEO * Low latency
Carrier / ISP Business SOHO Consumer
* Network hub * Inter/intranet < Internet e Internettweb P
* VPN e Multimedia e Multimedia * Entertainment ;
* [nterconnection ¢ Global networks ® Wideband  C