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Preface to 19th ILRC Proceedings

This publication contains the written submissions to the 19th International Laser Radar Conference (ILRC), held at the United States Naval Academy and the Loews Annapolis Hotel, in Annapolis, Maryland, July 6-10, 1998. Held biennially under the auspices of the International Coordination Group for Laser Atmospheric Studies, the ILRC brings together an interdisciplinary group of researchers working in the field of laser remote sensing, and is perhaps the largest regular gathering dedicated solely to lidar in the world. Included are over 260 papers from around the world, covering a wide range of lidar subjects including new lidar techniques and component technologies, atmospheric profiling, terrestrial, and marine applications, space based and future lidar systems. We have also included a small session to address subjects such as commercialization, safety and legal issues involving lidar, areas not normally associated with research, but ones that will nevertheless influence the development of lidar into the next century.

The ILRC is unique among professional technical conferences in that it is run by a different group of individuals within the lidar community every time it is held, rather than by a quasi-permanent team sponsored by a large professional society or organization. Each venue is located in a different part of the world and each group imparts its own culture and personal ideas to it. The 19th ILRC committee members proudly present our best efforts to the lidar community, hoping that this ILRC is among your most fruitful and memorable experiences. We feel that you will find the content of the ILRC to be of high interest and quality, and that is due mainly to the high quality of your research contributions.

In putting together the 19th ILRC, we strove to encourage and highlight as many new research topics and researchers as possible while keeping a balance with more mature applications and lidar veterans. The framework for the technical program is given by the parent organization ICLAS. It contains no parallel sessions other than poster sessions, which are held separately from the oral sessions. This allows for approximately 100 oral and 160 poster presentations. The majority of the papers are given in the poster sessions, which are more conducive to personal and information interchange. To further emphasize the poster presentations, the conference award committee is offering two prizes to help highlight this important part of the ILRC. To miss the poster sessions is to miss most of the content of the ILRC.

We would like to acknowledge the innumerable contributions of the conference support staff at Jorge Scientific Corporation, in particular, Mr. Brit Griswold and Mr. Todd R. Del Priore for graphics and web page designs. Acknowledgments are also due to Mr. Vince Bracket and Mr. Anthony Notari of SAIC for their commendable efforts in receiving the electronic submissions and posting them on the 19th ILRC website. We are also grateful to Dr. Reza Malek-Madani for arranging the United States Naval Academy facilities for this conference. We also thank our many sponsors and supporters for their generous contributions, which made this conference possible.

This two-part document was prepared for publication through the efforts of the staff of the Data Analysis and Imaging Branch of the Information Systems & Services Division, NASA Langley Research Center, including the entire staff of the NCI Information Systems, Inc. Technical Publications group.
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Introduction

Optical spectroscopic methods, including scattering, absorption and fluorescence, are well established for determination of various species of known properties both in the air as well as in water. Progress in the fields of active remote sensing and pollution monitoring is closely linked with the advances in tunable high power lasers (e.g., Patel 1978; Manheimer 1994). In the past decade, development of high-efficiency CO-oxidation catalysts for the extended operation of CO2 lasers, and advances in tunable Ti-sapphire and optical parametric oscillators (OPO) and amplifiers (OPA) have significantly enhanced the capabilities of laser radars used for a variety of remote sensing applications including environmental monitoring from airborne and space-borne platforms as well as from ships. For large scale applications, however, it remains the case that the extent of the deployment of laser remote sensing systems is inhibited by tunability and power limitations. In this context, development of kilowatt-class free electron lasers (FEL) that are tunable over a wide spectral range (UV to mid-infrared) offers an exciting opportunity for use of this technology as an optical transmitter for range gated detection (e.g., Madey 1971; Benson 1995).

This paper discusses the current state of a brief sample of remote sensing lasers, in conjunction with examples of their uses for environmental studies and pollution monitoring both in the atmosphere and the ocean. With the status of these conventional laser systems as background, the paper summarizes a proposed FEL-based, mobile platform that would achieve orders-of-magnitude increases in tunability and power, promising major gains in the scientific yield for a number of large-scale active remote sensing applications.

Overview of Some Principal Remote Sensing Lasers

Figure 1A summarizes approximate output pulse energy (J) as a function of wavelength for a variety of continuously and discretely tunable lasers, while Figure 2 shows the projected performance of a kW-class FEL, tunable from near-UV through the mid-IR. Spectral regions of absorption arising from vibrational-rotational transitions of some typical molecules of interest in environmental and pollution monitoring are shown in Fig. 1B.

Figure 1. (A) Summary of approximate average power output plotted against wavelength for a variety of continuously and discretely tunable lasers in the visible and the near-infrared region. The output powers denoted on the figure are for typical laboratory-sized lasers. (B) Spectral regions of absorption arising from vibrational-rotational transitions for some typical molecules of interest in pollution detection.

The CO2 laser operates at lines spaced by ~2 cm⁻¹ in 9.5 to 11μm (Patel 1964; see also Fig. 1A). Isotope substitution in the CO2 molecules further increases the number of discrete lines. This is an important region of the spectrum, where strong fundamental absorption bands of a number of pollutants and green house gases are present in the atmosphere. CO2 lidars have been used to detect specific chemicals at ppm to ppb level in the atmosphere using differential absorption lidar (DIAL) techniques (e.g., Patel 1978). CO2 laser-based coherent lidar systems have shown great utility in the area of Doppler wind measurement (e.g., Bilbro et al. 1986; Intrieri et al. 1990), while a high-power
injection-seeded Ho,Tm:YLF laser operating at 2.05 μm with output of 600 mJ at 10 Hz has recently been developed for accurate and precise measurements of tropospheric winds from space (Appell 1998; Singh 1998).

Combination and overtone vibrational-rotational modes of molecular species in the 700-2500 nm region (not shown in Fig. 1B) also have absorption strengths adequate for detecting profiles of moderate to high concentrations of water vapor, the most important greenhouse gas, and various other gaseous species produced by volcanic and industrial pollution in the troposphere and lower stratosphere. Injection-seeded, tunable and line-narrowed alexandrite and Ti:sapphire laser systems have been successfully used for measuring profiles of water vapor using both ground-based and airborne DIAL systems (e.g., Ismail and Browell 1994).

In addition, the electronic-vibrational absorption of molecular species in the 220-440 nm spectral region have proven useful for DIAL measurements of O3, SO2, H2S, etc. (e.g., Zanzottera 1990). Fluorescence (both atomic and molecular) and Raman lidars usually require suitable short wavelength monochromatic lasers in UV and visible region but the short wavelength tunable sources could be useful in remote resonance fluorescence and resonance Raman lidar systems and could significantly increase (by several orders of magnitude) the detection limits of the fluorophores and chromophoric-Raman species in oceanic lidars. Diode-pumped solid state lasers are finding increasing applications in underwater fluorescence and reflection imaging as well as in airborne laser transmitters, where the electric power requirements and mass of the system are critical considerations.

Despite low Raman cross-sections, advanced high power UV lasers (both excimer and frequency-tripled Nd:YAG) are successfully used for water-Raman lidar (e.g., Grant 1991; Whiteman et al. 1992). One of the attractive features of Raman scattering relates to the ease with which the concentration of species relative to reference species such as N2 in the atmosphere can be evaluated from the ratio of respective Raman signals provided relevant cross-sections are known. Hybrid UV-DIAL and Raman lidar systems have been developed for measurement of stratospheric ozone with high power and high repetition rate excimer lasers (e.g., McGee et al. 1995). The Raman augmentation of ozone-DIAL has allowed accurate measurements of stratospheric ozone in the presence of volcanic aerosol.

Cloud and aerosol particles suspended in the atmosphere are a major determinant of climate forcing, so that knowledge of the chemical and microphysical properties of clouds and aerosols is critical. In particular, solar blocking by stratospheric sulfate aerosols (primarily volcanic in nature) is now believed to be important in mitigating global warming processes. Development of high power laser transmitters from the UV to IR has opened up the possibility of using multiwavelength lidar systems for providing a better understanding of these primary aerosol properties, and for differentiating between hygroscopic and non-hygroscopic aerosol types. At present, the need to use multiple laser systems, however, makes it difficult to operate multiwavelength Mie-Rayleigh lidar systems on a routine basis.

The following subsections expand the detail of the foregoing discussion for two of the principal lasers and remote-sensing areas. This is followed by a summary of the potential contributions of a continuously tunable (UV-IR) FEL transmitter. In the IR region, the FEL would improve the detection limits as well as the number of chemical species that can be monitored with IR DIAL systems.

**CO2 lidar applications**

One of the more versatile coherent sources is the CO2 laser, which is characterized by exceptionally high gain and efficiency and is particularly tolerant toward an extensive and diverse array of excitation schemes (e.g., Patel 1964; Patel et al. 1965). This has resulted in the CO2 laser family being very well represented in the laser remote sensing arena. Furthermore, the 9-11 μm operational wavelength range overlaps prominent molecular spectral features in both natural and foreign (i.e., pollutant) atmospheric constituents of interest to a broad spectrum of research and monitoring activities. Measurement of atmospheric water vapor by means of the differential absorption lidar (DIAL) technique is one such application to which CO2 systems have been notably successful (e.g., Hardesty 1984), with the ongoing need to understand the detailed behavior of the global hydrologic cycle being the primary driver. CO2 DIAL systems have also been used to remotely detect important trace species such as CO, NO, and CH4, etc. (Killinger and Menyuk 1981; Carlisle et al. 1995). CO2 lidar systems have also been used to elucidate the optical and microphysical properties of clouds (Gross et al. 1984; Platt and Takashima 1987) and entrained aerosols (Post 1984), these being critical parameters in understanding the impact of trends in the Earth's radiation budget on global climate change processes. The typical range of CO2 laser pulse energies utilized by lidar researchers has been 0.1 to 2.0 J. However, CO2 lasers can...
be and have been constructed, if desired, to generate pulse energies in excess of 1 kJ. These very high CO₂ laser energies, though, have not been used for lidar studies. The anticipated ~30 J wavelength-tunable pulse energies in the thermal IR possible with a high performance FEL transmitter therefore represent at least an order of magnitude increase in range performance compared to the capability of typical systems in use at present.

Resonance Fluorescence Lidars and Remote Sensing of Global Change

Climate studies of the upper atmosphere suggest that this region of the atmosphere may be much more sensitive to global changes in greenhouse gas concentrations than the lower atmosphere (Roble and Dickinson 1989). Resonance lidar techniques provide a unique tool for probing the upper mesosphere and lower thermosphere (70-120 km) due to the presence of free metal atoms ablated from meteors (Gardner 1989). More recently, narrow band dye laser systems have been developed that employ Doppler-free fluorescence spectroscopy to precisely probe the hyperfine structure of Na atoms and hence determine the temperature and wind profiles in this region (Bills et al. 1992; Shet al. 1992).

These systems have been used to study the thermal structure of the region and determine the roles of dynamic and chemical processes in maintaining the observed structure which is far from radiative equilibrium (Yu and She 1995). Furthermore, high resolution measurements of the winds and temperatures have been used to study how small scale wave breaking contributes to the thermal structure of the region (Tao and Gardner 1995).

Given these successes, considerable effort has been given to developing solid state lidar systems to carry out these measurements. Currently, measurements are underway with alexandrite systems that probe free potassium atoms at the same altitudes as the sodium layer (von Zahn and Hoffner 1996). Advanced line-narrowed FEL sources have been developed that employ Doppler-free fluorescence spectroscopy to precisely probe the hyperfine structure of Na atoms and hence determine the temperature and wind profiles in this region (Bills et al. 1992; Shet et al. 1992).

The special characteristics of the free electron laser (FEL) have the potential to make a remote sensing instrument of extraordinary power (Manheimer, 1994). Its unique potential for continuous wavelength tuning over a wide bandwidth makes it possible for a single laser to observe an unprecedented number of species. The FEL is also capable of high peak and average power, which would allow either or both making observations over much-increased distances and decreasing the times for observations that can take many minutes with conventional lasers to seconds, or less.

To exploit this potential a consortium led by UCLA and the University of Hawaii is proposing a mobile remote sensing platform based on a FEL on a large oceanographic vessel (Sharma et al. 1997). The performance features of this laser will include tunability over the entire range of near-UV to mid-IR wavelengths that have useful atmospheric transmission; GHz switching between wavelengths; pulse power of megawatts, and kilowatt-class average power (Fig. 2); and flexible amplitude and frequency modulation for high range resolution.

Figure 2. Projected output power of the proposed FELDAR at an operating PRF of 180 Hz.

The laser output mimics the temporal structure of the electron beam lasing medium, producing picosecond pulses that have had relatively large linewidth in the past (6 - 40 cm⁻¹). However, interferometric (Szarmes et al. 1996) and injection seeding (Amir et al. 1991) techniques have been successfully applied in recent years to spectrally narrow FEL output (< 210 MHz; 0.003 cm⁻¹ at 3 μm). In a recent development, operation with phase-locked pulses has demonstrated a 100-MHz linewidth, and experiments are underway on the Mk III FEL with an intracavity Fox-Smith interferometer to achieve single mode (sub-MHz linewidth) output appropriate for Doppler-free spectroscopy (Madey, private communication, 1998). Implementation of these techniques to a kilowatt FEL will render this class of laser system a very powerful tool for resonance fluorescence lidar, as well as for narrow-line
DIAL systems. In addition to this new narrow-line capability, broadband FELDAR (free electron laser detection and ranging) in conjunction with an imaging spectrograph and 2D-CCD detector will offer opportunities for simultaneous measurements of multiple molecular species by the differential optical absorption spectroscopy (DOAS) technique (Povey et al. 1998).

The output characteristics of this laser transmitter would be valuable for an extremely wide variety of applications. An early survey (Helsley et al. 1996) identified uses ranging from near real-time mapping of pollution in the entire Los Angeles Basin, to the study of the origin of noctilucent clouds, the effect of volcanic emissions on the Earth’s temperature and albedo, and primary production in the oceans. High average power and the ability to rapidly switch the output wavelength will give the proposed system the ability to operate in a time-sharing mode, supporting simultaneous observations for diverse purposes, as well as for integrated observations such as coupled studies of the atmosphere and upper ocean.

Because of their size and pulse characteristics, FELDAR systems pose important questions about the deployment platforms, and will require innovative receiver design. For the proposed FEL platform, a large oceanographic vessel was chosen as the most suitable means of providing mobility to a FEL, which are large and massive in current embodiments. The areas where innovations are needed in receiver designs include means to exploit the output pulse modulations in order to enable high range resolution. The proposed schemes include frequency and amplitude modulations, and 'micropulse formatting' with arbitrary arrangements of present or missing pulses on a GHz time scale, for use with a pseudorandom coding scheme (e.g., Takeuchi et al. 1983).

Conclusions

Orders-of-magnitude advances in the capabilities of tunable laser systems will greatly expand the uses of active remote sensing. With growing global environmental and pollution problems, a ship-based FELDAR system will provide a needed tool for long-term monitoring of coastal areas, large ocean expanses and the atmosphere, including an increased ability to complement observations by satellites. To fully realize the benefits of such a development, extensive cooperation is anticipated between numerous institutions, funding agencies, private companies, and interdisciplinary teams of scientists.
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1 Introduction

In order to quantify the impact of anthropogenic and natural aerosols on climate, large international field campaigns such as the first and second Aerosol Characterization Experiment (ACE 1, Tasmania, 1995; ACE 2, Portugal/Canaries, 1997), the Tropospheric Aerosol Radiative Forcing Experiment (TARFOX, USA, 1996), the Lindenberger Aerosol-Charakterisierungs-Experiment (LACE 98, Germany, 1998), ACE ASIA (southeast Asia, 1998), and comprehensive aerosol studies within the framework of the Indian Ocean Experiment (INDOEX, Indian Ocean, 1999) have been or will be conducted. In these observations the physical state and the chemical composition of the aerosol (layers) as well as the resulting optical, radiative, and cloud nucleating properties of the particles, including their changes with humidity, are quantified and the relationships between all these parameters are investigated. The overall goal of the characterization is to determine and to understand the properties and controlling factors of the aerosol in the anthropogenically modified atmosphere and assess their relevance for radiative forcing.

The needed complete aerosol data sets can only be obtained in so-called aerosol closure experiments. In section 2, the definition and tasks of closure studies and the role of lidar in this context is briefly described. Because the most important optical aerosol parameter, that can be derived from lidar observations, is the particle scattering or extinction coefficient, the available aerosol lidar techniques are critically reviewed in section 3.

2 Column closure experiment

The definition of a closure experiment is as follows: In a closure experiment an overdetermined set of observations is obtained, where the measured value of a dependent variable is compared with the value that is calculated from measured values of independent variables, using a model or operation. A close agreement between measured and calculated results demonstrates that the model is a suitable representation of the observed system and is appropriate for the use as a component in other (higher order) models. The main question behind all climate-related column closure experiments is: Can measured physical and chemical properties of the aerosol in the vertical be used to accurately predict the column-integrated direct effect of aerosols on radiative transfer?

In well–designed column closure experiments, lidar observations play an important role. In order to form a consistent impression of the aerosol impact on climate, airborne measurements of aerosol properties and radiative fluxes at the top and bottom of present aerosol layers should be conducted in the vicinity of a lidar beam. Only in this way, ground-based lidar, sunphotometer, in–situ measurements and airborne and satellite observations of aerosol and radiation properties are really comparable, can really be combined.

Beside the information about presence, height, structure, and thickness of aerosol layers, the most important quantity, expected by the aerosol community to be derived from lidar observations, is the particle (volume) extinction coefficient and its vertical distribution, and this, if possible, at several wavelengths within the spectral range from the UV to the IR region. Furthermore, physical parameters retrieved from the spectral slope of scattering coefficients are of great interest in closure studies. In this context, it may be useful to review available lidar techniques for the determination or estimation of the height profile of the particle extinction coefficient. This is done in this paper on the basis of aerosol data measured with the scanning six-wavelength aerosol lidar and the dual–wavelength Raman lidar of the Institute for Tropospheric Research (Müller et al., 1998; Mattis et al., 1998). The six–wavelength lidar also detects Raman signals of nitrogen (607 nm) and of water vapor (660 nm).
3 Particle extinction retrieval

3.1 Elastic backscatter lidar

As well known but often ignored in aerosol lidar publications, the main disadvantage of the Klett method (Klett, 1981; Fernald, 1984), that is used to solve the elastic-backscatter lidar equation, is that two unknowns (the backscatter and the extinction coefficient) have to be determined from one measured signal. The problem seems to be tackled by introducing the extinction/backscatter ratio (lidar ratio). However, as a result of changing aerosol properties with height (size distribution, chemical composition), the lidar ratio estimates are very inaccurate and thus prohibit a proper estimation of the extinction profile and the particle optical depth.

Two examples of measurements during ACE 2 will underline this. In Figs 1 and 2 a six-wavelength and a four-wavelength lidar measurement are shown. The backscatter coefficient profiles indicate an optically very thin aerosol layer which was advected from North America to Portugal during the past four days before the observation (Fig. 1) and a thick layer of polluted air which was advected from central Europe according to backtrajectory analyses.

The optical depth of the thin layer was only 0.02 at 532 nm (determined from N\textsubscript{2} Raman signals). In this case the lidar backscatter signal is more or less not affected by particle extinction. As a direct consequence, the backscatter coefficient profile is not sensitive to the lidar ratio but the extinction coefficient profile is very sensitive to that estimate.

Even in the case shown in Fig. 2 (pollution outbreak) with a considerable impact of light extinction on the signal strength, the uncertainty in the solution of the particle extinction coefficient is unacceptably high. By assuming different, but reasonable lidar ratios a large range of 'realistic' results can be produced. Solutions varying by a factor of three or more can easily be calculated. As mentioned above, due to changing aerosol physical and chemical properties and, thus, changing (total and backward) scattering conditions with height, the Klett method cannot be used to determine particle extinction profiles. Only the backscatter coefficients are reliable and thus shown here.

Fig. 1: Particle backscatter coefficient measured at six wavelengths in the free troposphere at Sagres, Portugal, during ACE 2 on 16 June 1997 between 2015 and 2215 UTC. The optical depth of the layer was about 0.02 at 532 nm. The relative humidity in that layer was less than 1%. Due to detection problems, the 355-nm backscatter profile is not very reliable.

Fig. 2: Particle backscatter coefficient measured with the multiple-wavelength aerosol lidar at Sagres on 20 July 1997 between 430 and 500 UTC. According to sunphotometer observations 50 km north of the lidar site at an altitude of 900 m, the optical depth of the pollution layer between 1000 and 3000 m was about 0.4, 0.25, and 0.15 at 400, 532, and 800 nm, respectively.
3.2 Scanning elastic–backscatter lidar

The situation is much better, if a scanning lidar is available and horizontally homogeneous aerosol conditions are present. By taking data under different zenith angles $\theta_1$ and $\theta_2$, the particle optical depth between the lidar (1) and height $z$ above the altitude for which the overlap between the laser beam and the receiver field is complete (for both beams) can directly be retrieved from the signal ratio $P(z,\theta_1)/P(z,\theta_2)$ (Gutkowicz-Krusin, 1993). Neither a lidar–ratio profile nor the overlap functions have to be known. The derivation of the particle optical depth then yields the extinction coefficient.

An example is shown in Fig. 3. Laser beams were alternately transmitted at zenith angles of 30 and 60 degrees. Every five minutes the angle was changed. Six five-minute–averages for each angle had been further averaged before the signal ratio $P(z,30°)/P(z,60°)$ was formed and the optical parameters were calculated. Fig. 4 presents a comparison with sunphotometer observations. The optical–depth values determined from the sunphotometer are, on the average, a bit larger than the ones calculated from the lidar signals. This systematic difference may be caused by the fact that the lidar data cover the range up to 3500 m only.

![Fig. 3: Height profiles of the particle transmission and the optical depth determined from a two–zenith–angle lidar observation at 400 nm. The lidar measurement was taken at Sagres, Portugal, on 18 July 1997 between 2109 and 2221 UTC. Sunphotometers at Sagres and at an altitude of 900 m (50 km north of Sagres) around 1900 UTC yield values of 0.4 and 0.16, respectively. This is in good agreement with the lidar observations.](image)

3.3 Raman lidar

The only method left for a proper retrieval of the extinction coefficient is the determination from signals purely backscattered by molecules (Shipley et al., 1983; Ansmann et al., 1990). The Raman lidar method has already intensively been applied to study the extinction properties of tropospheric aerosols (Ferrare et al., 1996) and stratospheric aerosols (Ansmann et al., 1997). The determination is based on nitrogen or oxygen Raman backscatter profiles. In contrast to the Klett method, only one unknown has to be derived from the measured signal because the molecular backscatter characteristics is sufficiently well known.

Unfortunately, Raman signals are about three orders of magnitude smaller than aerosol backscatter signals. Thus, although daytime observations are possible (up to heights of a few kilometers), Raman measurements are mainly restricted to nighttime hours. The advantage of a Raman lidar is its...
simple configuration when interference filters are used to separate the Raman from aerosol signals. Furthermore, by employing a Nd:YAG laser two extinction-coefficient profiles at 355 and 532 nm can easily be determined so that a good estimate of the climate-relevant spectral slope of the extinction coefficient in the solar wavelength region is obtained in addition. An example of such a dual-wavelength Raman lidar measurement is shown in Fig. 5. Since Raman lidars usually also allow to measure the water-vapor mixing ratio, this lidar technique seems to be the most useful one for atmospheric aerosol studies. The relative humidity which strongly influences the optical properties of aerosols can be computed from the mixing-ratio value by using a radiosonde temperature information.

Concerning the inversion of the optical data into physical parameters it should finally be mentioned that recent investigations show that the uncertainties in the physical parameters are significantly reduced if, in addition to the spectrally resolved backscatter characteristics, extinction information is available (Müller, 1997).
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Introduction

The TARFOX (Tropospheric Aerosol Radiative Forcing Observational Experiment) intensive field campaign was designed to reduce uncertainties in estimates of the effects of anthropogenic aerosols on climate by measuring direct radiative effects and the optical, physical, and chemical properties of aerosols [1]. TARFOX was conducted off the East Coast of the United States between July 10-31, 1996. Ground, aircraft, and satellite-based sensors measured the sensitivity of radiative fields at various atmospheric levels to aerosol optical properties (i.e., optical thickness, phase function, single-scattering albedo) and to the vertical profile of aerosols.

The LASE (Lidar Atmospheric Sensing Experiment) instrument, which was flown on the NASA ER-2 aircraft, measured vertical profiles of total scattering ratio and water vapor during a series of 9 flights. These profiles were used in real-time to help direct the other aircraft to the appropriate altitudes for intensive sampling of aerosol layers. We have subsequently used the LASE aerosol data to derive aerosol backscattering and extinction profiles. Using these aerosol extinction profiles, we derived estimates of aerosol optical thickness (AOT) and compared these with measurements of AOT from both ground and airborne sun photometers and derived from the ATSR-2 (Along Track and Scanning Radiometer 2) sensor on ERS-2 (European Remote Sensing Satellite-2). We also used the water vapor mixing ratio profiles measured simultaneously by LASE to derive precipitable water vapor and compare these to ground based measurements.

LASE Instrumentation

LASE is the first fully engineered, autonomous airborne DIAL (Differential Absorption Lidar) system to measure water vapor, aerosols, and clouds throughout the troposphere [2,3]. This system uses a double-pulsed Ti:sapphire laser, which is pumped by a frequency-doubled flashlamp-pumped Nd:YAG laser, to transmit light in the 815-nm absorption band of water vapor. The Ti:sapphire laser wavelength is controlled by injection seeding with a diode laser that is frequency locked to a water vapor line using an absorption cell. LASE operates by locking to a strong water vapor line and electronically tuning to any spectral position on the absorption line to choose the suitable absorption cross-section for optimum measurements over a range of water vapor concentrations in the atmosphere. LASE operates by alternating between strong (line center) and weak (side of strong line) water vapor absorption cross sections for the on-line DIAL wavelength in order to measure water vapor throughout the troposphere. Typical horizontal and vertical resolutions for water vapor profiles extending between 0.2-18 km are 5 km and 300 m, respectively. Comparisons of water vapor measurements made by airborne dew point and frost point hygrometers, NASA/GSFC Raman lidar, and radiosondes during the LASE Validation Experiment, which was conducted in September, 1995 near Wallops Island, Virginia, showed the LASE water vapor mixing ratio measurements to have an accuracy of better than 6% or 0.01 g/kg, whichever is larger, across the troposphere [4].
In addition to measuring water vapor mixing ratio profiles, LASE simultaneously measures aerosol backscattering profiles at the off-line wavelength near 815 nm. Assuming a region with very low aerosol loading can be identified, profiles of the total scattering ratio, defined as the ratio of total (aerosol+molecular) scattering to molecular scattering, are determined by normalizing the scattering in the region containing enhanced aerosol scattering to the expected scattering by the "clean" atmosphere at that altitude. The aerosol backscatter coefficient is then computed from the total scattering ratio and the molecular backscattering cross section derived from radiosonde and/or model pressure and temperature profiles. These aerosol profiles, which span the altitude range between 0.03-18 km, typically have horizontal and vertical resolutions of 200 m and 30 m, respectively.

Measurements

During TARFOX, LASE collected a total of 24 flight hours of data over 9 flights between July 14 and July 26, 1996. These flights were coordinated with overflights of the NOAA-14, ERS-2, and LANDSAT satellites, and with flights by the other TARFOX aircraft including the University of Washington (UW) C-131A, the United Kingdom (UK) Meteorological Research Flight C-130, and the Center for Interdisciplinary Remotely Piloted Aircraft Studies (CIRPAS) Pelican. These flights occurred predominantly over the Atlantic Ocean 100-300 km east of Wallops Island, Virginia, although several flight legs were flown over surface sites at Wallops Island and other East Coast sites. A complete description of TARFOX operations is given in reference [5].

LASE profiles of water vapor mixing ratio were compared with those measured by dew point hygrometers flown on the UK C-130 and the UW C-131. Figure 1 shows an example of the water vapor mixing ratio profiles measured by LASE and the C-130 dewpoint hygrometer on July 20; these profiles, which were acquired within 30 minutes and 30 km of each other, show excellent agreement. Similar comparisons between the water vapor profiles measured by LASE and the C-131 dewpoint hygrometer showed the dewpoint hygrometer water vapor profiles to be about 13% drier than those measured by LASE. However, some of this difference may be due to an intermittent problem in the C-131 dew point hygrometer that caused the C-131 dewpoint temperatures occasionally being shifted by about 1.5 degrees C toward lower temperatures. This produced a periodic dry bias of 10-12% in the C-131 water vapor mixing ratios.

The aerosol scattering ratios measured by LASE over Wallops Island were compared with those measured by the NASA Goddard Space Flight Center (GSFC) Scanning Raman Lidar (SRL). The GSFC lidar measured aerosol profiles at 355 nm during daytime operations [6]. Figure 2 shows a comparison of the aerosol scattering ratios measured by both lidar systems on July 17. Since LASE and the GSFC lidar measure aerosol profiles at different wavelengths, the LASE aerosol scattering ratio profiles were scaled to 355 nm using the wavelength dependence of aerosol optical thickness between 340 nm and 1020 nm measured at Wallops Island by a ground based Cimel sun photometer. This wavelength dependence, which is expressed as the exponent $\alpha$ in the expression $\lambda^{-\alpha}$, varied between 1.0 to 1.7 during the five days of coincident LASE and GSFC lidar measurements. As shown in figure 3, the aerosol scattering ratios derived from the two lidar datasets in this manner show good agreement.

Aerosol extinction coefficient profiles were derived from the LASE aerosol backscattering profiles using an extinction/backscattering ratio of $S_a = 60$ sr. This value was derived from simultaneous measurements of aerosol extinction and backscattering by the SRL during TARFOX. Measurements of AOT derived from SRL data using this value of $S_a$ and measurements of AOT by ground based sun photometers agreed to within 10-15% [6]. The good agreement between the aerosol scattering ratios measured by the two lidars, when scaled using the wavelength dependence of aerosol optical thickness, indicated that $S_a$ was relatively constant between these two wavelengths.

Examples of both aerosol extinction coefficient and water vapor mixing ratio profiles measured by LASE...
during the return flight leg to Wallops Island on July 20 are shown in figure 4. These water vapor mixing ratio and aerosol extinction coefficient profiles were integrated to derive the precipitable water vapor and aerosol optical thickness measurements shown in figure 5. Measurements of aerosol optical thickness and precipitable water vapor by ground based sun photometers at Wallops Island and Cheritan, and measurements of aerosol optical thickness by the Ames sun photometer on the UW C-131 while flying below the ER-2, are also shown. The AOT at 815 nm for the Ames sun photometer was determined by interpolating the AOT measured at 525 nm and 1021 nm. These results show that there is generally good agreement in the aerosol and water vapor measurements among these sensors and that aerosol optical thickness and precipitable water vapor were highly correlated on this day.

Figure 6 shows a comparison of AOT measured by LASE and the ATSR-2 satellite sensor on July 25. The ATSR-2 sensor has four spectral bands in the visible and near infrared which are used to derive AOT over cloud-free regions [7]. This figure shows measurements of AOT derived from ATSR-2 radiances measured directly under the ER-2 flight track when the satellite passed over the TARFOX area at 15:52 UT. The difference in AOT measured by the two techniques in the southern portion of the flight track is thought to result from clouds interfering with the ATSR-2 measurements, since the LASE profiles showed scattered clouds in this region. ATSR-2 measurements of AOT on July 25 in another, less cloudy, region of the TARFOX area 50-100 km away from the ER-2 flight track agreed well with those measured by the Ames sun photometer on the C-131.

Figure 3. Comparison of total scattering ratios measured by LASE and GSFC Raman lidar during TARFOX.

Figure 4. Water vapor mixing ratio (top left) and aerosol extinction (top right) profiles acquired by LASE during the return flight of the ER-2 to Wallops Island on July 20, 1996. The bottom panel shows the east to west flight path of the ER-2 during this time.
Figure 5. Aerosol optical thickness measured by LASE and sun photometers on July 20 (left), same except for precipitable water vapor (right). Note that the latter part of this figure corresponds to the period shown in figure 4.

Summary

Measurements of aerosols and water vapor acquired by LASE during the TARFOX experiment were compared with ground, airborne, and satellite based measurements. Aerosol extinction profiles were derived from the LASE aerosol backscatter profiles using an extinction/backscattering ratio of $S_a = 60$ sr derived from coincident Raman lidar measurements. Estimates of AOT derived from the LASE data agreed well with those measured by ground and airborne sun photometers and derived from the ATSR-2 satellite sensor. Precipitable water vapor derived from the LASE water vapor mixing ratio profiles agreed with simultaneous measurements from ground based sun photometers. The ability of LASE to simultaneously measure water vapor and aerosol profiles indicates that this lidar system will be also valuable for investigating the relationships between water vapor and aerosol optical characteristics.
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I. Introduction

Stratocumulus clouds are frequently observed in mid- and high latitudes to extend over large ocean areas. They are strongly reducing the solar flux to the surface, and increase earth-atmosphere albedo. Their occurrence may thus lead to a strong modification of the radiation budget. The most significant parameters used to analyze the cloud-radiation interactions are the cloud structure (broken or continuous, top and base heights), the effective radius and liquid water. Remote sensing is the only way to derive quantitative information about their occurrence and properties on scales large enough to be used as inputs for general circulation models. Passive measurements have been widely used for such a purpose. It has however been shown that the retrieval of cloud properties may be biased due to the presence of thin cirrus clouds, or when albedo difference are small between the surface and the Sc. Airborne measurements have confirmed the ability of backscatter lidar to analyze cloud structure at the meso-scale, such as cloud top altitude fluctuations in relation with entrainment. They have also been previously used in complement to passive observations to retrieve microphysical parameters for low to medium optical thickness clouds (Spinhirne et al., 1989). In the case of dense Sc, lidar retrieval of such properties may be in error due to the strong in-cloud extinction which may imply to account for a correction of the detection bandwidth. The purpose of this paper is to present a method to derive stratocumulus cloud properties in such a case. The methodology is first presented, results are discussed in the last section.

II. Methodology

The backscattered lidar signal $S(z,t)$ can be written as the double convolution taking into account the laser pulse emission function $P_e(t)$ and the detection response $D(t)$

$$S(z,t) = K [B(z) \otimes P_e(t) + P_b(t)] \otimes D(t) + S_b(t)$$

where $K$ is the overall detection efficiency of the lidar system. $P_b$ and $S_b$ are additive optical and electrical noises respectively. $B(z)$ is the impulse response of the atmosphere, written as

$$B(z) = \frac{1}{(z-z_e)^2} \beta(z) T^2(z)$$

where $\beta(z)$ is the atmospheric backscatter coefficient, and $T(z)$ the transmission between the measurement altitude $z$ and the emission altitude $z_e$. When the pulse duration is very short as compared to the signal sampling only the second convolution in Eq. (1) needs to be considered. Time and altitude (distance) are then equivalent. In the case of a clear atmosphere, or when the rate of change of $B(z)$ is small as compared to the inverse of the time decay of the detection system

$$\frac{1}{B} \frac{dB}{dz} \ll \frac{2}{c} \frac{1}{D} \frac{dD}{dt}$$

we obtain the classical lidar equation, which has been widely used for retrieving properties of aerosols and clouds. For dense clouds, or when Eq. (3) is not satisfied, the detected signal is more representative of the detection system impulse function $D(t)$. The convolution needs to be calculated to retrieve atmospheric properties. We will use here a simple formalism which allows to make analytical calculations, and derive simple expressions which can generally be used with a good approximation. The detection system design leads to assume that $D(t)$ corresponds to a first order filtering so that $D(t) = 1/(t_s \exp(-t/t_s))$, where $t_s$ is the time constant related to the detection bandwidth. We will consider the time or altitude origin as the time when the laser pulse reaches the cloud top height. Neglecting the molecular and particular extinction and scattering as compared to the droplet contribution, the lidar signal in the cloud $S_c(z)$ as given by Eq. (1) can be written as
$$S_C(z) = K \frac{\frac{\beta_c}{(z-z_e)^2}}{(1-2\eta \alpha_c z_s)} \left[ \exp(-2\eta \alpha_c z) - \exp\left(-\frac{z}{z_s}\right) \right]$$

where $E_0$ is the emitted laser energy. $\beta_c$ and $\alpha_c$ are the in-cloud backscatter and extinction coefficient. The electronic time constant $t_s$ has been translated into the equivalent height $z_s = ct_s/2$. Equation (4) has been derived using a simple model where the cloud extinction is assumed to be constant inside the cloud. The depth of the transition zone at the cloud top is considered as negligibly small. As we are aiming at a dense cloud detection, equation (4) accounts for multiple scattering contribution. We have introduced the multiple scattering factor $\eta$ (see Spinhirne et al., 1989 for example) to account for the reduction in optical thickness due to multiple scattering ($\alpha_{ca} = \eta \alpha_c$). We have furthermore assumed $\eta$ to be constant with height, so that the apparent backscatter to extinction ratio in the cloud $k_{ca} = \beta_c / \alpha_{ca} = k_c / \eta$. One can see that when the product $\alpha_c z_s$ is much smaller than one, Eq. (4) corresponds to the classical lidar equation in a semi-transparent cloud. On the contrary when $\alpha_c z_s >> 1$, only the last term remains, and as expected, the signal shape is defined by the detection system function. A maximal apparent backscatter coefficient equal to $k_{ca} / z_s$ is reached at the signal peak. This is an interesting property in the case of warm clouds which present the highest extinction coefficients as $k_c$ is known to be equal to 0.055 sr$^{-1}$ (Pinnick et al., 1983). Measuring $z_s$ in the lab (or from Eq.(4) from the logarithmic derivative of the signal after its maximum in a very dense cloud) thus allows the determination of $\eta$.

![Figure 1](image1.png)

**Figure 1:** Variation of the normalized cloud extinction retrieved by lidar as a function of the true normalized cloud extinction. The straight line corresponds to a high bandwidth detection system.

![Figure 2](image2.png)

**Figure 2:** Integrated cloud backscatter coefficient as a function of the maximal apparent backscatter. Results are reported for a penetration of 100 m in the cloud (see text).

This procedure however requires to perform the signal analysis in terms of extinction, which is one of the unknowns. We have thus aimed at deriving a procedure using only the measured parameters as a function of the unknown $\alpha_c$. To this respect we have rewritten the lidar equation with reduced parameters $\tilde{Z} = z/z_s$ and $X = 2\alpha_c z_s$. After having normalized the backscattered signal to a reference backscatter value above the cloud (using lidar calibration or an inversion method), we obtain a signal directly related to the apparent backscatter coefficient

$$S(\tilde{z}) = C \frac{k_{ca} X}{2z_s} \left[ \exp(-X \tilde{z}) - \exp(-\tilde{z}) \right]$$

where $C$ is the normalizing signal value. $C$ should be very close to 1, if the system parameters ($K$, $E_0$) are known, or if aerosol properties are known outside the cloud, so that the true backscatter value can be derived from the lidar equation inversion from the source emission point to the cloud.
The main parameters we have identified are the maximal signal obtained from the first derivative of $S$ and the integrated backscatter coefficient. The maximum in-cloud signal is expressed as

$$S_m(z_m) = C \frac{k_{ca}}{2z_s} \left[ \frac{X}{1-X} \right] \left[ \frac{1}{X(1-X)} \right]$$

(6)

It is an increasing function of $X$, as shown in Figure 1, allowing to derive $X$ when $k_{ca}$ and $z_s$ are known. In order to determine such parameters the backscatter signal integrated from the cloud edge to a normalized altitude $Z$ in the cloud is used. It is expressed as

$$\beta_{int}(Z) = C \frac{k_{ca}}{2(1-X)} \left[ 1 - X + X \exp \left( \frac{X - \exp \left( \frac{1}{Z} \right) \right]$$

(7)

As seen from Equation (7), the integrated backscatter is expressed somewhat differently as the in the classical equation (see Spinhirne et al., 1989 for example) due to the introduction of the time constant of the detection. It is only equivalent for small $X$ values. It can be also expressed as a function of the maximal normalized signal, and converges towards $k_{ca}/2$ at large $X$ or $S_m$ values.

III. Cloud parameter analysis

The objectives of the EUCREX'94 campaign were focused on remote sensing of both high and low cloud properties. During this campaign lidar observations were dedicated to the study of both cirrus clouds (Sauvage et al., 1997) and stratocumulus clouds (Descloitres et al., 1996). The 18 April 1994 case was selected as the most interesting for the study of stratocumulus, and was used to test the method. Figure 2 shows the integrated backscatter coefficient obtained as a function of the maximal signal during the selected flight of Eucrex, as the aircraft was flying at an altitude of about 4 km, observing stratocumulus clouds, which top height was located at about 1 km, in the nadir viewing mode. Calculations have been made for $Z = 4$, leading to a value $k_{ca} = 0.088$ and thus to $\eta = 0.61$. These values were determined from both the plateau and the slope.

Flights were performed on a leg (AM) about a hundred kilometers long, north west of Brittany above a dense Sc deck. Backscatter lidar data have shown cloud top altitude increase from 800 m at the NE (point A) to 1100 m at the SW (point M). The base altitude was also observed by lidar during a first leg below the Sc to be rather constant near 450 m. This altitude corresponds to the lifting condensation level obtained from in-situ measurements. Results are reported on Figure 3. Cloud top and base height fluctuations evidence larger cell structure near point M (about 5 km). Apparent cloud extinction coefficient was deduced from maximum signals as detailed in previous section. It shows an exponential increase at the cloud base up to about 700 m, where the apparent extinction reaches 0.05 m$^{-1}$. The maximal value was about 0.2 m$^{-1}$ near the cloud top.

Under the hypothesis of adiabatic increase of the liquid water content $W$ inside the convective cells evidenced by their higher top altitude and extinction (or optical thickness on figure 4), we can write $W = Az$. In the shortwave domain, the effective radius $r_e$ can be obtained from $W$ and the cloud extinction coefficient $\alpha_c$ through the relationship $r_e = \frac{3}{2} \rho L W$, where $\rho$ is the liquid water density. In the two cells we obtain $5.5 \, \mu m < r_e < 7.5 \, \mu m$ on average, assuming $z$ corresponds to the altitude difference between the LCL altitude and the measured cloud top (about 550 m). This value is close to the value $r_e = 6.5 \, \mu m$ measured in situ. The number of droplets deduced from our measurements is about $N = 600 \, cm^{-3}$. The optical thickness has then been estimated from the retrieved extinction coefficient at the cloud top assuming the liquid water content increase is adiabatic and the effective radius is constant and equal to 6.5 $\mu m$. Results are reported in Figure 4.
Figure 3: Cloud top and base altitudes of the stratocumulus retrieved by the airborne backscatter lidar LEANDRE 1, as compared to potential temperature profiles measured by the ARAT during ascent and descent.

The two main convective cells near 48.6 degrees in latitude which were previously characterized by their cloud top altitude increase are here more clearly evidenced. The optical thickness in this region is larger than 30 at scales smaller than a kilometer. This optical thickness averaged over a larger scale is in rather good agreement with the one retrieved from passive measurements (upward and downward shortwave fluxes measured by the aircraft) using an analytical approximation derived from a two stream radiation transfer calculations. Although the absolute values are somewhat different in the denser part of the cloud (possibly due to errors in both methods) it is found comparable mesoscale features. Optical thickness deduced from in situ measurements is larger than 20 in the same area (Descloître et al., 1996).

V. Conclusion and future work

A new method has been tested to retrieve optical and microphysical cloud properties from lidar measurements in dense stratocumulus clouds (optical thickness larger than 10). Results are encouraging and the method will be used to analyze cloud parameter variability in more details.
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I. Introduction

Aerosols have a significant impact on the Earth direct radiative forcing as they increase atmospheric absorption and scattering (Charlson et al., 1992). Satellite observations at solar (Husar et al., 1997) and infrared (Legrand et al., 1992) wavelengths suggest that Saharan dust has one of the strongest effects on regional radiative forcing. An accurate determination of the aerosol optical properties as a function of altitude is necessary to compute the aerosol longwave forcing (Egan, 1994), particularly for African dust which is known to experience long range transport in the free troposphere over the Atlantic Ocean (Prospero and Carlson, 1972). For this purpose, ground-based lidar measurements have been obtained during several Saharan dust transport events in the Mediterranean area between January and June 1997 in the frame of the European MEDUSE program (Hamonou et al., 1997). Other observations had been made from aircraft in the frame of the SOFIA/ASTEX campaign (Weill et al., 1995; Albrecht et al., 1995) in June 1992 near the Azores in the mid Atlantic Ocean. These direct lidar observations of the vertical structure of African dust plumes are presented here. We also discuss observations and model calculations of the radiative impact of dust during SOFIA/ASTEX.

II. Observation of dust events

Aerosol vertical soundings were performed with backscatter lidar systems emitting at 532 nm at two stations during MEDUSE campaigns: Observatoire de Haute Provence (OHP France, 43.94°N 5.72°E) and University of Thessaloniki (Greece, 22.97°E, 40.52°N). Lidar vertical profiles were obtained with a filtered vertical resolution of about 300 m and a temporal average of about 10 minutes. The aerosol extinction coefficient was derived using the Klett inversion procedure (1985). The upper boundary condition has been taken from the Lowtran-6 model (Kneizys et al., 1983) at an altitude larger than 5 km. The backscatter phase function has been calculated from the background desert dust aerosol model defined by Shettle (1984) with a Mie scattering model. The calculated normalized backscatter phase function is equal to 0.035 sr⁻¹. During SOFIA/ASTEX campaign lidar (532 nm) and nephelometer (550 nm) extinction vertical profiles, and pyrgeometer upward longwave flux measurements were obtained with the French research aircraft ARAT (Avion de Recherche Atmosphérique et de Télédétection) (Chazette et al., 1997). The same normalized backscatter phase function was used, but in this case a reference value given by the nephelometer at the airplane altitude was used for the inversion.

Table 1 summarizes these observations. Dust transport occurred in two well-defined layers located at about the same altitudes, and with similar optical thicknesses. These structures correspond to layers in which dust particles are trapped and transported, as shown by trajectory analysis. All these events were identified using Meteosat visible images. Likely sources of dust identified by infrared Meteosat observations (Legrand et al., 1994) are West Sahara, South Tunisia and East Libya for OHP events, South Algeria and Southeast Libya for Thessaloniki events, and northwestern Africa for SOFIA/ASTEX event.

<table>
<thead>
<tr>
<th>Date</th>
<th>Location</th>
<th>Dust layer altitude</th>
<th>Dust optical thickness (532 nm)</th>
</tr>
</thead>
<tbody>
<tr>
<td>8 May 1997</td>
<td>Thessaloniki</td>
<td>3 and 5 km</td>
<td>0.1 to 0.2</td>
</tr>
<tr>
<td>14-17 May 1997</td>
<td>OHP</td>
<td>2 and 4 km</td>
<td>= 0.1</td>
</tr>
<tr>
<td>2 June 1997</td>
<td>Thessaloniki</td>
<td>2.5 and 4 km</td>
<td>= 0.15</td>
</tr>
<tr>
<td>17 June 1992</td>
<td>Azores</td>
<td>1.5 and 3.5 km</td>
<td>0.1 to 0.16</td>
</tr>
</tbody>
</table>

In Figures 1 and 2, the lidar-derived extinction coefficient profiles for both 8 May over Thessaloniki, and 15 May over OHP are plotted. Morning and afternoon profiles are shown. Two main aerosol layers are observed, located between 2 and 5 km in altitude. Profiles above 5 km are less precisely retrieved over Thessaloniki because...
of a lower signal-to-noise ratio. Available meteorological soundings showed that these layers were associated with sharp relative humidity minima and southern winds.

Figure 1: Aerosol extinction coefficient profiles for the May 8, 1997 at Thessaloniki. Morning profiles were obtained between 9:30 and 10:30 UT, and afternoon profiles between 16:30 and 17:30 UT.

Figure 2: Aerosol extinction coefficient profiles for the May 15, 1997 at OHP. Morning profiles were obtained between 6 and 8 UT, and afternoon profiles between 17 and 19 UT.

Figure 3 shows the extinction vertical profile obtained from lidar measurements between 1.3 and 4.3 km height. A dense Stratocumulus (Sc) layer was observed below 1.3 km height (not shown). Over clouds a relatively turbid and dry air layer was present up to 5 km with two maxima, as for the events observed over the Mediterranean. The optical thickness (0.14) was also comparable.

III. Radiative impact of the dust event of SOFIA/ASTEX campaign

Desert aerosols are absorbing and have a significant radiative impact in the longwave (LW) region (Ackermann and Chung, 1992). As radiometer measurements were performed simultaneously with lidar over the Azores region, we may look at their forcing in this part of the spectrum. On 17 June 1992, the LW upward flux is stemming from the stratocumulus cloud. From coincident shortwave flux measurements, we derived the cloud albedo and deduced that the Sc cloud optical thickness was greater than 10. Flux variability is thus expected to be weak in the longwave domain, as it can be considered as a blackbody emitting at the temperature of its top. In order to refer to a comparable Sc cloud cover observed in dust-free conditions, we used measurements taken on June 19. The upward LW flux measured at an altitude of 5 km during the flights performed on 17 and 19 June are reported in Table 2, as well as respective cloud top characteristics. The Sc top heights were close to each other, although their temperatures were slightly different. We can see significant differences in upward fluxes between the two days, which are mainly due to differences in temperature and water-vapor content.

Table 2: Sc cloud top conditions and upward infrared radiation fluxes measured for the aerosol free case of 19 June and the desert aerosol case of June 17, 1992, and modeled for the two days without desert aerosol.

<table>
<thead>
<tr>
<th>Stratocumulus layer top height (km)</th>
<th>T (°C)</th>
<th>r (g/kg)</th>
<th>Measured Upward LW flux (W m⁻²)</th>
<th>Modeled Upward LW flux (W m⁻²)</th>
<th>Difference</th>
</tr>
</thead>
<tbody>
<tr>
<td>19 June (no aerosol)</td>
<td>1.2</td>
<td>11</td>
<td>7.5</td>
<td>335.1</td>
<td>335.9</td>
</tr>
<tr>
<td>17 June (aerosol)</td>
<td>1.1-1.2</td>
<td>10</td>
<td>9.5</td>
<td>321.0 to 323.1</td>
<td>324.2</td>
</tr>
</tbody>
</table>

Upward LW fluxes have also been calculated using the ECMWF radiative transfer model (Morcrette, 1989. Aircraft soundings of pressure, temperature (T), water-vapor mixing ratio (r) have been used as inputs along with standard carbon dioxide and ozone profiles. Results are also reported in Table 2. Small differences between
modeled and measured fluxes are found. The 0.8 W m\(^{-2}\) difference in clear conditions is assumed to be due to some bias in flux measurements and/or modeling and also to apply to June 17 computations. The dust aerosol forcing can be estimated from the 17 June difference between model calculations in aerosol free conditions and measurements. The decrease in exiting LW radiance varies between 0.3 and 2.4 W m\(^{-2}\). The uncertainty, however, is relatively large (estimated to be within ±3 W m\(^{-2}\)) due to multiple error sources mainly from measurements.

IV. Modeling of aerosol LW forcing over ocean clear sky condition

In order to compare this estimate with more refined computations, the line by line model which has been used in Chazette et al. (1998) has been modified to include dust aerosol LW radiative forcing. For this first assessment, mid-latitude summer climatological vertical profiles of temperature, water-vapor (H\(_2\)O), carbon dioxide (CO\(_2\)), methane (CH\(_4\)), ozone (O\(_3\)) and nitrous oxide (N\(_2\)O) have been considered. The mean water-vapor mixing ratio in the marine boundary layer is between 9 and 10 g kg\(^{-1}\). The sea surface temperature of 19.5 °C measured during SOFIA/ASTEX has been used as boundary condition for the surface equivalent blackbody. The ocean emissivity has been taken equal to 1.

To determine the aerosol extinction as a function of wavelength, the refractive indices of Volz (1973) have been used in a Mie scattering model. The vertical distribution of aerosols obtained from lidar extinction coefficient at 532 nm shown in Figure 3 has been used. The result of our radiative forcing simulation is shown in Figure 4 for the aircraft altitude as well as the spectral irradiance where the main interfering gases are located. The integrated dust aerosol LW radiative forcing deduced from the spectral aerosol radiative forcing is about 0.23 W m\(^{-2}\) and corresponds, as for the measurements, to a reduction in the outgoing flux. The main spectral regions which do not overlap with absorption lines associated with interfering gases and thus contributed to this effect are found in the two atmospheric windows between 8 and 9.5 μm, and 10 and 13 μm, as discussed by Ackermann and Chung (1992).

![Figure 3: Airborne lidar extinction vertical profile as a function of the altitude for the June 17, 1992. The climatic temperature profile used is also given.](image1)

![Figure 4: Calculated spectral aerosol LW radiative forcing as a function of wavelength at 4.3 km height (black curve and left scale). The spectral irradiance is also given with the main gaseous absorption bands (right scale).](image2)

V. Conclusive remarks

The vertical distribution of desert dust particles transported northwards from Africa was deduced from lidar measurements during several events in the North Atlantic and western and eastern Mediterranean. Vertical profiles are close for all observations, and correspond to an optical thickness of the order of 0.15. The LW forcing due to desert aerosol observed over North Atlantic has been estimated from measurements and calculations. Line by line modeling of the LW forcing was also performed for the observed case over the Azores. The reduction in LW flux over the Azores was estimated to be about 1±3 W m\(^{-2}\), in agreement with the modeled dust forcing. Due to the observed similarities in dust vertical distribution and sea surface temperature, result should also apply to the
Mediterranean. Our results were obtained in cloudy conditions, with cloud top about 10 °C colder than the sea surface. It is however expected that the forcing measured over clouds would be smaller than the one observed over a warm sea surface, but larger than the one over a sea surface at 10 °C (cloud top temperature), as the LW impact of aerosol is modified by the greenhouse gases below cloud top altitude. The values obtained here are smaller than the ones previously reported (5-15 W.m\(^{-2}\)) over a clear seawater area at warmer temperature over the tropics (Ackermann and Chung, 1992; Egan, 1994) but these applied to optical depths larger than 0.5. Further analyses will be performed on data gathered during other campaigns.
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1 Introduction Aerosol plays an important role in atmospheric physics and chemistry and therefore has a significant influence on weather and climate. It modifies the radiation field directly through scattering and has a large indirect influence on the radiation field and on the atmospheric water cycle because it is one key for cloud nucleation. The formation, aggregation, and sedimentation also has a major impact on the composition of trace gases in the atmosphere, and the presence of liquid or solid surfaces gives rise to a whole class of heterogeneous chemical processes. In view of the great importance of aerosol in atmospheric processes the availability of data describing its main statistical properties is rather poor, in particular with respect to the vertical distribution. With the establishment of a lidar network as presented below we intend to make a significant contribution to improve this situation.

2 Goals In view of the lack of a reliable and representative dataset concerning the vertical distribution of aerosol optical properties the main goal of the German lidar network is to provide these data, based on regular observations at some selected sites. These sites have been chosen to characterize both rather unpolluted air entering the continent from the northwesterly sector as well as more polluted air in the middle and southern part of Germany. Since a better understanding of causes for and effects of temporally and spatially inhomogeneous aerosol fields requires a systematic study of correlation between aerosol properties and meteorological conditions, the planned measurements will provide such data for an extended period of time to cover a large variety of conditions and to provide sufficient statistical significance. Many additional aspects of the influence of long-range transport on aerosol properties will be covered as well, such as impact of mediterranean airmasses in particular on central Europe, deposition by blocking mountain areas, influence of Föhn-situations, stratosphere-troposphere exchange, and boundary layer - free troposphere exchange, especially in the Alps.

3 Methods Lidar is an excellent tool for providing data on the vertical distribution of aerosol scattering properties. In order to come up with well defined physical parameters it was decided to use a combination of several methods. The standard backscatter lidar is still a valuable means to retrieve aerosol parameters for small optical depths, e.g. in clean areas, the upper troposphere, and the stratosphere. Since it is rather easy to operate and is at least a byproduct of any lidar measurement, this method is used to a large extent.

But it is well known that the backscatter lidar method has its limits. The retrieval does not yield a unique solution because only one set of signals is measured while two sets of parameters, backscatter and extinction, determine the signal. Additional problems are caused by the need to calibrate the signals, preferentially at the far end, and by the fact that the inversion is an ill-
posed problem in a mathematical sense. Two methods will be used to overcome these problems, Raman lidar and multiple-zenith-angle measurements. The use of Raman scattering from nitrogen or oxygen in addition to measuring the elastic backscatter has proven to be a very valuable tool for determining the extinction profile separately from the backscatter profile. This method will be employed at most of the stations of the lidar network using at least one wavelength around 350 nm.

The second method used to retrieve the extinction profile independently is to perform measurements at two different zenith angles simultaneously or at least alternating. When sufficient temporal averaging is applied it may be assumed that for a large variety of meteorological conditions the aerosol properties are the same for both directions. Then the set of two lidar equations can be solved directly to yield extinction and backscatter profiles. This method will also be used at some of the network stations.

In addition to the quantitative retrieval of optical parameters for at least one UV-wavelength as described above simultaneous measurements at 0.53 and 1.06 \( \mu m \) will be used to provide a phenomenological description of the aerosol type. The results of separate experiments where both lidar and in situ instruments are used to yield a more detailed description of the aerosols will serve to classify the aerosol type from the wavelength dependence of backscatter and/or extinction.

The main purpose of the measurements within the lidar network is to build up a database to derive statistical properties of aerosol vertical distribution over Germany, which may form the basis of a real aerosol climatology provided that the measurements are continued for a sufficiently long time. The limited resources and the status of lidar instrument development do not allow continuous operation, but rather a very limited sample of data can be collected. In order to make this sample unbiased it was decided to operate the lidars on fixed preselected times, presently three times a week. In case that lidar measurements are impossible during this time for reasons of precipitation or fog, this observation will be included in the dataset.

Some special situations will also be addressed: the modification of aerosol properties after passage of extended frontal systems, mainly cold fronts approaching from the northwesterly sector, and the diurnal cycle. It is expected that the modification of aerosol properties after cold-front passage will include the influence from industrialized regions, since two stations, Hamburg and Kühlungsborn, are located close to the sea shore at the entrance of rather unpolluted airmasses from the North-Atlantic region, while Leipzig and Munich are sufficiently downstream to be markedly influenced by man-made pollution.

4 Organization The following institutions participate in the operation of this network:

- MPI für Meteorologie, Hamburg
- Institut für Atmosphärenphysik, Kühlungsborn
- Institut für Troposphärenforschung, Leipzig
- Meteorologisches Institut der Universität München, München
- Fraunhofer Institut für Atmosphärische Umweltforschung, Garmisch-Partenkirchen

In addition to these measurement groups the Institut für Mathematik der Universität Potsdam provides support on solving the ill-posed retrieval problem.

At the stations mentioned above regular measurements at 3 wavelengths around 0.35, 0.53, and 1.06 \( \mu m \) are performed each Monday and Thursday around noon as well as each Monday after sunset. These measurements will form the basis for the climatological dataset. Additional measurements will be performed for selected periods to study the modification of airmasses during frontal passage over Germany and to characterize the diurnal cycle of aerosol properties for different meteorological conditions.

Data quality will be assured by performing special intercomparison experiments among the lidar systems as well as an intercomparison of retrieval algorithms.

5 Summary The establishment of a small lidar network for routine observation of the vertical distribution of aerosol optical properties will serve to collect a sufficiently large dataset to study causes and effects of inhomogeneous aerosol fields. In addition a number of special studies concerning transport and transformation of aerosols will be carried out with the collected data. It is hoped that this small set of stations will form the nucleus for a larger network covering at least major parts of Europe or even the globe.
Validation of POLDER/ADEOS data using a ground-based lidar network: preliminary results for semi-transparent and cirrus clouds.
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1. Introduction

At mid and tropical latitudes, cirrus clouds are present in more than 50% of the time in satellites observations. Due to their large spatial and temporal coverage, and associated low temperatures, cirrus clouds have a major influence on the Earth-Ocean-Atmosphere energy balance through their effects on the incoming solar radiation and outgoing infrared radiation (Liou 1986). At present the impact of cirrus clouds on climate is well recognized but remains to be asserted more precisely (Hansen et al, 1984), for their optical and radiative properties are not very well known. In order to understand the effects of cirrus clouds on climate, their optical and radiative characteristics of these clouds need to be determined accurately at different scales in different locations i.e. latitude.

Lidars are well suited to observe cirrus clouds, they can detect very thin and semi-transparent layers, and retrieve the clouds geometrical properties i.e. altitude and multilayers, as well as radiative properties i.e. optical depth, backscattering phase functions of ice crystals. Moreover the linear depolarization ratio can give information on the ice crystal shape (Sassen 1991). In addition, the data collected with an airborne version of POLDER (POLarization and Directionality of Earth Reflectances) instrument have shown (Chepfer 1996) that bidirectional polarized measurements can provide with informations on cirrus cloud microphysical properties (crystal shapes, preferred orientation in space).

The spaceborne version of POLDER-1 has been flown on ADEOS-1 platform during 8 months (October 96 - June 97), and the next POLDER-2 instrument will be launched in 2000 on ADEOS-2. The POLDER-1 cloud inversion algorithms are currently under validation. For cirrus clouds, a validation based on comparisons between cloud properties retrieved from POLDER-1 data and cloud properties inferred from a ground-based lidar network is currently under consideration. We present the first results of the validation.

2. POLDER-1/ADEOS data and inversion algorithms for clouds.

POLDER-1/ADEOS measures the bidirectional reflectances in the shortwave wavelengths, and provides polarization measurements in 3 spectral band centered at 443 nm, 670 nm and 864 nm (Deschamps 1994). The first step of POLDER cloud algorithms have been defined, they are presented in Buriez et al (1997). The cloud products are: (i) cloud thermodynamical phase, (ii) cloud altitude, and (iii) cloud optical depth. The different inversion methods are presented in Table 1:
Table 1: POLDER cloud inversion algorithms.

<table>
<thead>
<tr>
<th>Inversion method</th>
<th>Inputs</th>
</tr>
</thead>
</table>
| Altitude | - Rayleigh pressure (Goloub et al 1994)
- Differential absorption (Parol et al 1994) |
- Bidirectional polarized reflectances at 443 nm and 864 nm
- Bidirectional reflectances at 765 nm (broad and narrow band channels) |
| Water phase (ice/liquid) | - Absence/presence of rainbow at scattering angle $\theta=140^\circ$
(Goloub et al 1994)
- Particle shape signature for scattering angles lower than $110^\circ$
(Goloub et al 1997, Chepfer et al 1997) |
- Bidirectional polarized reflectances at 864 nm around scattering angle $\theta=140^\circ$
- Bidirectional polarized reflectances at 864 nm for scattering angles lower than $110^\circ$
| Optical depth | given microphysical model |
|               | Bidirectional reflectances at 443 nm, 670 nm, 864 nm. |

Two methods are used to derive the cloud altitude: (i) one so called "Rayleigh pressure method" consists in measuring the partial column of molecules above the cloud using bidirectional polarization measurements at 443 and 864 nm, (ii) the second is based on the differential absorption method in the oxygene band, and it uses bidirectional reflectances measured in a narrow and a broad band around the oxygen absorption line spectrum. The cloud thermodynamic phase is inferred from bidirectional polarization reflectances in the 864 nm channel, for it is strongly sensitive to the particle shape (Goloub et al 1997, Chepfer et al 1997). The distinction between spherical particles corresponding to liquid water clouds and non-spherical crystals corresponding to ice clouds, can be identified by observing the bidirectional polarized reflectances in two ranges of scattering angles ($70^\circ<\theta<120^\circ$ or $130^\circ<\theta<150^\circ$).

The cloud optical depth is derived from the bidirectional reflectances. It assumes homogeneous plane-parallel cloud layer composed of water droplets with an effective radius of 10 $\mu$m and an effective variance of 0.15. Even if these assumptions are not conclusive in the case of ice clouds, for instance, the first step algorithm of POLDER cloud optical depth do apply the same microphysical model to the different types of clouds.

3. Lidars measurements

Cirrus cloud radiative and optical properties are strongly dependent on temperature, humidity, and altitude of the cloud. They are also dependent on meteorological conditions, large scale and meso-scale circulation, and so on latitude. In order to conduct a significant validation, we considere five different ground-based lidar sites spread around the world, three of them are located in the Northern hemisphere, two in the Southern hemisphere. The characteristics of the different sites and ground-based lidars are presented in Table 2:

<table>
<thead>
<tr>
<th>Characteristic</th>
<th>PALAISEAU (France)</th>
<th>CART_site (USA)</th>
<th>MANUS</th>
<th>BUENO AIRES</th>
<th>TSUKUBA (Japan)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Latitude</td>
<td>48.43° N</td>
<td>36.61° N</td>
<td>2.06° S</td>
<td>34.36° S</td>
<td>36.0° N</td>
</tr>
<tr>
<td>Longitude</td>
<td>2.15° E</td>
<td>97.41° W</td>
<td>147.44° W</td>
<td>57.6° W</td>
<td>140.1° E</td>
</tr>
<tr>
<td>Altitude</td>
<td>315 m</td>
<td></td>
<td>5 m</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Characteristics</td>
<td>Continental</td>
<td>Continental</td>
<td>Pacific</td>
<td>Coastal</td>
<td>Coastal</td>
</tr>
<tr>
<td></td>
<td>Sub-urban</td>
<td>Great plains</td>
<td>Ocean</td>
<td>Urban</td>
<td></td>
</tr>
<tr>
<td>Lidar</td>
<td>Medium lidar</td>
<td>Micro-lidar</td>
<td>Micro-lidar</td>
<td>Medium lidar</td>
<td>Micro-lidar</td>
</tr>
<tr>
<td>Wavelength</td>
<td>0.532 $\mu$m</td>
<td>0.523 $\mu$m</td>
<td>0.523 $\mu$m</td>
<td>0.532 $\mu$m</td>
<td>0.532 $\mu$m</td>
</tr>
<tr>
<td>Power</td>
<td>150 mJ</td>
<td>10 $\mu$J</td>
<td>10 $\mu$J</td>
<td>250 mJ</td>
<td>10 $\mu$J</td>
</tr>
<tr>
<td>Frequency</td>
<td>20 Hz</td>
<td>2500 Hz</td>
<td>2500 Hz</td>
<td>10 Hz</td>
<td>2500 Hz</td>
</tr>
<tr>
<td>Depolarization</td>
<td>Yes</td>
<td>No</td>
<td>No</td>
<td>No</td>
<td>No</td>
</tr>
</tbody>
</table>

Table 2: Lidar network

The optical depth are corrected of multiple scattering effects using a multiple scattering factor equal to 0.50. Thermodynamical cloud phase are inferred from polarization measurements when available. In addition pressure and temperature profiles provided by radiosoundings are used to assess the cloud phase.
4. Comparisons

The validation of POLDER cloud products by lidars, bears on the following parameters: cloud altitudes, optical depth, and thermodynamical phase. The main uncertainties come from the difference in footprints between ground-based measurements and satellites measurements. The POLDER pixel resolution is 6x6 km whereas the lidar footprint is about 30m. In order to account for these differences, we proceeded in two steps:
(i) comparison of altitude, phase, and optical depth of POLDER measurements in the single pixel corresponding to the lidarsite with the value derived from lidar measurements at the time of ADEOS overpass.
(ii) comparison of the POLDER products corresponding to an area of 15x15 pixels (ie, 100x100 km), with the values derived from lidar measurements collected during a 2 hours time period about the time of POLDER overpass.

Moreover, when lidar measurements show instable atmospheric conditions i.e. variable multilayers, strong horizontal inhomogeneities, the cloud case is not considered. And when the POLDER histogram of 15x15 pixels is highly dispersed and clearly shows evidence of inhomegeneities in the cloud, the cloud case has been rejected.

There are 40 cloud cases available for the validation purposes. An example of comparisons is presented in the Fig. 1 to 3. Figure 1 corresponds to the lidar backscattered profiles collected on the 10th of November 1996 at Cart site (ARM). It shows a stable cirrus layer between 10 and 13 km of altitude. On this day, POLDER/ADEOS overpassed the Cart site at 1808 UT. This cloud is optically thin, the optical depth from lidar ranges between few hundres and 0.5.

![Figure 1: Backscattered lidar signal at Cart site on the 10th of November 1996](image)

- The altitudes retrieved using the POLDER "Rayleigh method " in a 15x15 pixels area around the Cart site are presented in Fig. 2. They are range between 4 and 6 km, and the value corresponding to the single pixel located on the lidar Cart site is equal to 4.5 km. In this instance, the difference between POLDER and lidar altitudes seems be due to an intrinsic limitation of the "Rayleigh inversion method": for thin cloud, POLDER detects both molecules located below and above the cloud, and that lead to an underestimation of the cloud altitude.
- In addition the "Oxygen pressure" method provides with altitudes higher than 14 km. This conclusion is only preliminary, for this POLDER algorithm is currently under modification.
- The cloud phase is correctly identified as ice cloud by the appropriate POLDER algorithm.
- The optical depth obtained with POLDER (Fig. 3) ranges between 1 and 2, whereas the lidar gives an optical depth lower than 1. The overestimation of POLDER can be explained by an a priori microphysical model which is not suitable for ice clouds.
At present, 9 cloud cases have been analysed so far. They show that the optical depths retrieved from POLDER are frequently overestimated, it might be concluded that the microphysical model used to inverse ice cloud POLDER data (spheres with $r_{eq}=10 \mu m$) should be modified in the next future. The Rayleigh pressure method to infer the cloud altitude works satisfactorily for optical depths greater than 1.5, but it tends to underestimate the cloud altitude for lower optical depths for the reasons given above. The cloud phase test seems to work satisfactorily, even for optically thin clouds.

In one hand, these preliminary results have to be confirmed by using the complete data set of lidar measurements. In the other hand, we plan to enlarged the lidar network both in number of sites and capabilities, for the launch of POLDER-2/ADEOS-2 in 2000.
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1 Introduction
Atmospheric aerosols have an appreciable effect on Earth's radiation budget, air quality, cloud properties and precipitation. These processes influence the climate directly and indirectly and are not well understood. Thus, the German research department BMBF (Bundesministerium für Bildung, Wissenschaft, Forschung und Technologie) set up the research program AFS (Aerosol Forschungsschwerpunkt) in order to study physical and chemical aerosol properties, their spatial and temporal distribution and variation. As part of the research program a lidar network has been established (Bösenberg et al., 1998). Table 1 shows the participating groups which are situated in northern, central, and southern Germany. Comparisons between the derived aerosol properties at these different sites allow not only a general characterization of the vertical aerosol distribution and its dependence on season, weather regime, diurnal cycle and local effects, but also investigations of the temporal and spatial development of the aerosol properties. Analytical backtrajectories yield information about the origin of the observed aerosols. The trajectories are calculated and provided by the German Weather Service for all lidar-network stations and six height levels two times a day.

2 Instrumental setup
Two lidar systems at the Institute for Tropospheric Research in Leipzig, Germany, participate in the lidar network. The main work horse is a dual-wavelength aerosol Raman lidar that was developed during the past three years. Figure 1 illustrates its general setup. A seeded Nd:YAG laser emits pulses at wavelengths of 1064, 532, and 355 nm with an overall power of 1.6 J and a repetition rate of 30 Hz. A tenfold beam expander reduces the divergence to less than 0.1 mrad. The backscattered light is collected with a 1-m Cassegrain telescope that has a variable field of view between 0.1 and 0.7 mrad. Within a 9-channel receiver (figure 2) the elastically backscattered signals at the three laser wavelengths and the Raman signals of nitrogen at 387 nm and 607 nm and of water vapor at 407 nm are separated by the use of dichroic beamsplitters and interference filters. A polarizer discriminates the parallel- and cross-polarized components of the 532-nm backscatter signal. Two pure rotational Raman signals are separated by a double-grating monochromator. All signals are detected by photomultiplier tubes and recorded using the photon-counting technique. Altogether 9 signals

Table 1: Lidar stations within the AFS lidar network (Bösenberg et al., 1998). Routine aerosol observations three to four times a week (at noon and at sunset, on Monday and Thursday) will be performed at least until August 2000.

<table>
<thead>
<tr>
<th>Lidar stations</th>
<th>Latitude</th>
<th>Longitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Kühlungsborn</td>
<td>54° 7' N</td>
<td>11° 46' E</td>
</tr>
<tr>
<td>Hamburg</td>
<td>53° 34' N</td>
<td>9° 58' E</td>
</tr>
<tr>
<td>Leipzig</td>
<td>51° 21' N</td>
<td>12° 26' E</td>
</tr>
<tr>
<td>Munich</td>
<td>48° 9' N</td>
<td>11° 34' E</td>
</tr>
<tr>
<td>Garmisch-Partenkirchen</td>
<td>47° 30' N</td>
<td>11° 6' E</td>
</tr>
</tbody>
</table>

Figure 1: Schematic view of the dual-wavelength aerosol Raman lidar. M, F, and A indicate mirrors, the field stop determining the receiver field of view, and an achromatic lens, respectively.
are measured and the optical aerosol properties and meteorological data listed in table 2 are determined. The double-grating monochromator was installed in co-operation with the Institute for Atmospheric Optics of the Siberian Branch of the Russian Academy of Sciences at Tomsk, Russia (Wandinger et al., 1998). Goal is to determine temperature profiles by means of the pure rotational Raman technique. Four lines, with the rotational quantum numbers \( J = 6 \) and 12 at both wings of the pure rotational Raman spectrum of nitrogen at 529.0, 530.3, 533.7, and 535.0 nm, are spectrally separated and spatially combined to only two signals for \( J = 6 \) and \( J = 12 \).

Additional measurements are carried out with the transportable multiple-wavelength lidar of the Institute for Tropospheric Research at special weather conditions. With this lidar profiles of backscatter coefficients at 355, 400, 532, 710, 800, and 1064 nm and the extinction coefficient at 607 nm (at nighttime) can be determined (Müller et al., 1996, 1998). Besides lidar measurements, sun photometer observations of the aerosol optical thickness in a spectral range between 351 nm and 1064 nm at 18 channels are conducted as often as possible.

3 Measurement strategy

To obtain an extensive set of observed profiles the measurement strategy is as follows: Except under precipitation conditions profiles of aerosol properties will be determined at all lidar-network stations at least three times a week (one nighttime and two daytime measurements). Additional coordinated measurements are planned when cold fronts cross Germany or when high pressure systems determine the weather and aerosol conditions. Before a cold-front passage the air in the warm sector is usually humid and polluted. After the front passage dryer and cleaner air is typically advected into the lidar-net area from the North-Atlantic region. If the front moves from north to south, an increasing anthropogenic effect on the aerosol behind the front should be observable when data taken at Hamburg (close to the North Sea) and Kühlungsborn (close to Scandinavia and the Baltic Sea) are compared with those taken at Leipzig, about 400 km southeast of Hamburg or those measured at Munich and Garmisch-Partenkirchen, about 800 km south of Hamburg. During high-pressure situations, pollution steadily increases, especially in winter time. It is of interest whether this accumulation effect is similar at all stations and thus representative for a large area or if it is different indicating strong effects of local sources of pollution.

4 Measurement example

A measurement example is shown in figure 3. According to backtrajectories (figure 4) air was advected from Africa over south Europe to Germany. The profiles of aerosol properties as well as the meteorological data show the boundary-layer height at 2 km. Note that in the free troposphere up to 7 km height the quite high extinction coefficients are nearly equal at both wavelengths, but the backscatter values at 355 nm are larger than these at 532 nm.

Table 2: Data provided by the Raman lidar. Data in parentheses are determined in the lower troposphere only. The 1064-nm channel will be operational from April 1998.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Wavelength, nm</th>
<th>Day</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td>Backscatter Coefficient</td>
<td>1064</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>532</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>355</td>
<td>x</td>
<td>x</td>
</tr>
<tr>
<td>Extinction Coefficient</td>
<td>532</td>
<td>(x)</td>
<td>x</td>
</tr>
<tr>
<td></td>
<td>355</td>
<td>(x)</td>
<td>x</td>
</tr>
<tr>
<td>Depolarization Ratio</td>
<td>532</td>
<td>x</td>
<td>x</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Day</th>
<th>Night</th>
</tr>
</thead>
<tbody>
<tr>
<td>Water-Vapor Mixing Ratio</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Temperature</td>
<td>x</td>
<td></td>
</tr>
<tr>
<td>Relative Humidity</td>
<td>x</td>
<td></td>
</tr>
</tbody>
</table>
A similar spectral behavior was observed in the cirrus cloud between 10 and 12 km height. Its depolarization ratio at 532 nm was about 30%. The profiles of water-vapor mixing ratio and relative humidity show a dry layer with relative humidity values less than 10% below the 700 hPa height level where the back-trajectories indicate an advection from the arid areas of north Africa. In the free troposphere the water vapor content again increased up to 50%. In this height range more humid air arrived from the Tropics. The temperature profile measured with lidar reaches up to the tropopause at 12 km height.

5 Outlook

Within the framework of the AFS research program a lidar network was set up in Germany in order to investigate the dependence of aerosol properties on season, weather regimes, and local effects. Since December 1997 the dual-wavelength aerosol Raman lidar of the Institute for Tropospheric Research in Leipzig takes part in the regular measurements of this network.

During the next three years a dense set of aerosol data will be produced so that local and general features of aerosol conditions over Germany can be stud-
Figure 4: Analytical backtrajectories arriving at Leipzig at 20:00 local time on 12 January 1998 at different height levels of 975 hPa (x), 850 hPa (*), 700 hPa ( ), 500 hPa (Δ), 300 hPa (○), and 200 hPa (+). The distances between the symbols correspond to a time step of 6 hours. The trajectories are provided by the German Weather Service.

ied in detail. In combination with trajectory analyses and meteorological observations an aerosol climatology for different tropospheric height levels will be performed.
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Abstract To measure the stratospheric aerosol layer, five lidar stations have been established at Eureka in Canadian Arctic, Tsukuba and Naha in Japan, Bandung in Indonesia and Lauder in New Zealand and extensive lidar measurement have been done. Both the stratospheric aerosols and polar stratospheric clouds were measured. The evolution of the stratospheric aerosol layer and high temperature PSC event are discussed.

1. Introduction

Stratospheric change, such as Ozone holes, ozone depletion in the Antarctic and Arctic stratosphere, is one of the most serious concerns in global environmental studies, and studies on this change must necessarily include measurement of the stratospheric aerosol. Stratospheric aerosols, including polar stratospheric clouds (PSCs), play an important role in the climate system through the radiative processes and heterogeneous chemical reactions happened on their surface. Background aerosol layer in the lower stratosphere is independent of the season, but it is markedly enhanced for a few years after large volcanic eruptions such as the 1991 Mt. Pinatubo eruption (Uchino et al., 1995). Polar stratospheric clouds (PSCs) appear in the stratosphere during polar night under low temperature conditions. PSCs are thought to play an essential role, through heterogeneous chemical reactions, in stratospheric ozone depletion processes during polar spring. The characteristics of PSCs are therefore of great interest (e.g. Solomon, 1990), and many Arctic experiments to measure them have been carried out (Turco et al., 1990; McCormick et al., 1990; Browell et al., 1990; Anderson and Toon, 1993; Pyle et al., 1994).

To clarify the global distribution and time evolution of the stratospheric aerosol layer, a global lidar network have been developed. Five lidar stations have been established at Eureka (80°N) in Canadian Arctic, Tsukuba (36°N) and Naha (26°N) in Japan, Bandung (7°S) in Indonesia and Lauder (45°S) in New Zealand and extensive lidar measurement have been carried out.

2. Lidar Network

The stations of the lidar network are shown in Figure 1. This network cover the Arctic, northern and southern mid latitude, northern sub-tropical and equatorial region. At all stations, a Nd:YAG laser is employed for the transmitter and systems installed in three overseas stations had been calibrated in Japan and the system at Naha had been calibrated at Tsukuba before shipping out. The second harmonics of 532 nm is used at all locations, the fundamental wavelength of 1.064 nm is used at Eureka, Tsukuba and Bandung, and the third harmonics of 355 nm is used at Tsukuba and
Bandung. Observations started before the Pinatubo eruption at Tsukuba, have been made since September 1991 at Naha, November 1992 at Lauder, February 1993 at Eureka, and December 1996 at Bandung. At the Arctic station Eureka, the measurement were done only in winter seasons since the winter season is the most important for PSC measurement and also it is very difficult to measure the stratospheric aerosols during daytime.

3. Stratospheric Aerosols Measurement

Time evolution of the integrated backscattering coefficient (IBC) of the five lidar stations are shown in Figure 2. The integration range of the IBCs shown in Figure 2 is just above the tropopause to around 30 to 33 km (depend on the data quality and altitude of the aerosol top) so that the IBCs are almost proportional to the total column amount of aerosols in entire stratosphere. The total amount of the stratospheric aerosols increased evidently about 3 months after the 1991 Mt. Pinatubo volcanic eruption, reached maximum on February 1992 and decreased thereafter. It takes about 5 years to return to calm stratosphere from the violently disturbed by the Pinatubo eruption. However, the amount of the aerosols in the calm condition of 5 years after the Pinatubo eruption is less than that condition just before the Pinatubo eruption. Clear seasonal variation can be seen in mid latitude station of Tsukuba and Lauder. On the other hand, no clear seasonal variation on sub-tropical station of Naha. This seasonal variation could be thought to be from the variation of the tropopause altitude. Also, biannual variation, just like QBO, can be seen at Tsukuba.

Figure 3 shows the time evolution of the maximum scattering ratio. Maximum scattering ratios of all stations shows very similar value except for the early phase of the Pinatubo event. This shows the density of the stratospheric aerosols originated from the Pinatubo eruption were well dispersed within one year and the density of the aerosols became uniform globally. From this figure, we can also find 5 years recovery time from the Pinatubo eruption.

4. Polar Stratospheric Clouds

In this series of observations, many PSC events was measured over the Arctic station Eureka. In Eureka, five winter campaigns had been carried out since February 1993, and the PSCs have been observed in three winter campaigns of 1994/1995, 1995/1996 and 1996/1997. The PSC, which was firstly observed at Eureka on December 12, 1994, is shown in Figure 4. Clear enhancement of the depolarization ratio can be seen
19 to 24 km. Also enhancement of the scattering ratio can be seen at same altitude range. Since the stratospheric aerosols originated from the Mt. Pinatubo eruption still remained at that time (Fig. 1), the scattering ratio enhancement is not so clear comparing with the depolarization. From the optical property, this PSC can be classified to the type 1a PSC (Browell et al., 1990) and is thought to be composed of crystallized nitric acid trihydrate (NAT) particles since the temperature of the stratosphere was cold enough to create the NAT particles.

Figure 5 shows the PSCs observed on January 6, 1995. Clear enhancement of depolarization ratio and small enhancement on scattering ratio can be seen around 20 km. Also the layer in which the depolarization ratio was enhanced smaller extended down to about 14 km. This kind of smaller depolarization enhancement was not observed in the previous PSC event in the December 1994. During this event, the temperature at altitudes between 14.3 and 16 km was not below the frost point of NAT for 10 ppbv HNO₃ (Figure 5), while the temperature at altitudes above 16 km was below the NAT frost point. Although the temperature at altitudes from 14 to 15 km decreased 1 K from 00 UT to 12 UT on 6 January, at 12 UT, they were still 1 K higher than the frost point. The temperature at the lower extent, 14.3 to 16 km, was between 199 K and 202 K and could be higher than the NAT frost point considering the temperature error of sonde measurement is about 1 K.

Similar kind of PSCs were observed on February 26, 1997 (Figure 6). In this event, depolarization ratio enhancement can be seen down to 13 km where the temperature was about 5 degrees higher than the expected NAT frost point. If these kind of PSCs are composed of NAT particles, the nitric acid density must be much higher than the observed value. So that this suggests that there must be some kinds of PSCs other than NAT, could be sulfuric acid tetrahydrate (SAT) and/or sulfuric acid hemihexahydrate (SAH), those can exist in higher temperature.
than NAT from laboratory experiment and theoretical study.

5. Summary

Extensive lidar measurement for stratospheric aerosols and polar stratospheric clouds were carried out using a global lidar network. Impressive time evolution of the stratospheric aerosol layer from the Mt. Pinatubo volcanic eruption was observed. From the observation of the Arctic station, some PSCs appeared in higher temperature of expected NAT formation temperature and this suggests that PSCs which are composed of SAT and/or SAH must exist in Arctic stratosphere.
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Abstract -- The violent eruption of Philippine volcano Pinatubo in mid June of 1991 caused a serious perturbation on the stratospheric aerosols for a long period. In the paper, we report observational results by our L625 lidar during the period of 1991-1997, including evolution of volcano Pinatubo cloud. The vertical profiles of stratospheric aerosol, their peak scattering ratio, the time variation of integrated backscattering coefficients (IBC) will be analyzed. L625 lidar measurement data of stratospheric aerosol reveal the characteristics of background period before the volcanic eruption, the evolution of the Pinatubo volcanic cloud, and the present new background level.

I. INTRODUCTION

Variation of stratospheric aerosol affects atmospheric minor constituents and climate through changes in the radiation field as well as by dynamic and chemical processes. In order to estimate the impact quantitatively, it is very important to observe stratospheric aerosol vertical distributions and their time variations. Lidar is a very powerful remote sensing technique for monitoring the stratospheric aerosols with a high vertical and temporal resolution. This paper will analyze the variations of the stratospheric aerosol profiles measured by a L625 lidar at Hefei (31.9°N, 117.17°E), China, during the period of 1991-1997.

II. L625 LIDAR AND MEASUREMENTS

L625 lidar system consists of a double frequency YAG laser (wavelength 532nm), emitting 100mJ per pulse at a repetition rate of 10Hz, a receiving telescope of diameter 625mm, and a photon counting unit. A mechanical chopper can cut the strong-intensity signal before it is amplified by the PMT (EMI9817B). The height resolution of measurement was 600m, normally, before 1996, and 120m after then. The whole system, which is controlled by a PC computer, is set on the top floor of a building with a dome ceiling at the suburb of Hefei city.

In order for one PMT to cover the whole signal range of about three orders of magnitude from 6km to 35km or higher, the measurement is divided into two steps. In the first step, an averaged profile, for about 1000 laser shots, of return signal is obtained at relatively low altitude (about 6-25km), when the chopper opens at 6km and a neutral attenuator with transmittance of 5% is inserted in front of the PMT. Thus, the photon arrival rate is small enough to eliminate the pulse-pair error. At the second step, the chopper is adjusted to cut off the return signals from the altitudes below 10km, and the attenuator is taken away, so that the return signal can be recorded from higher altitudes (10-35km). Whole measurement takes about 30 minutes. A 'grand composite' profile spanning the altitude region of interest between 6km and 35km can be formed by matching the above two profiles. The lidar back-scattering ratio, R(z), is defined as

\[ R(z) = \frac{B_a(z) + B_m(z)}{B_m(z)} = 1 + \frac{B_a(z)}{B_m(z)} \]

where \( B_a(z) \) and \( B_m(z) \) are aerosol and molecular back scattering functions, respectively. The \( B_m(z) \) can be calculated from radiosonde data or Elterman model. The backscattering ratio \( R(z) \) is calculated by evaluating

\[ R(z) = k N_s(z) Z^2 / B_m(z) / Q^2(z) \]

where \( N_s(z) \) is photon number of return signal, \( Q^2(z) \) is the two-way atmospheric transmittance, and \( k \) is a system constant determined by normalizing the right-hand side of Eq. (2) to an expected minimum value (\( R_{min} = 1.01 \)) of \( R \) over a specified altitude range (28-32km). In calculation of the transmittance \( Q^2(z) \), molecular extinction is from radiosonde or model, and aerosol extinction is calculated directly from the aerosol backscattering function by using...
III. VARIATION OF STRATOSPHERIC AEROSOLS DURING 1991-1997

The violent eruption of Philippine volcano Pinatubo in mid June of 1991 caused a serious perturbation on the stratospheric aerosols for a long period. Our L625 lidar was used at Hefei for measurement of nearly 400 backscatter profiles of stratospheric aerosol during the period of 1991-1997, including evolution of volcano Pinatubo. The integrated backscattering coefficient (IBC) represents the total loading of aerosols. Fig.1 and Fig.2 show the variations of monthly averaged and half-yearly averaged IBC(16-27km), respectively, during the period of 1991-1997. The seven years from 1991 to 1997 may be divided into three periods: (i) the background period from January to mid-June, 1991 before the eruption, (ii) the volcanic cloud evolution period from June of 1991 to mid-1994, and (iii) the present new background period since mid 1994. The averaged values of IBC are $2.02 \times 10^{-4}$ sr$^{-1}$ and $3.12 \times 10^{-4}$ sr$^{-1}$ for the pre-background period from January to May of 1991, and present background period from July of 1994 to present, respectively. During the effective period of Pinatubo volcano, the observed maximum value of IBC is $9.24 \times 10^{-3}$ sr$^{-1}$ on November 25, 1991. The maximum value of monthly averaged IBC is $5.10 \times 10^{-3}$ sr$^{-1}$ for December of 1991. The e-folding decay time of IBC was estimated to be approximately 15 months. Fig. 2 shows the variation of half-yearly averaged IBC from 1991 to 1997. The maximum value emerged at the second half of 1991, and it decreased monotonously as time goes on, which reveals the evolution of Pinatubo volcanic cloud.

Fig. 3 shows some typical profiles of stratospheric aerosols. A profile taken on May 15, 1991 represents the background prior to the Pinatubo eruption, whose peak scattering ratio, $R_{\max}$ is 1.21 only at 18.3 km altitude. The first increase of the aerosols from Pinatubo eruption was observed at 15.9 km with $R_{\max}$ of 4.54 at Hefei on June 27, 1991, just 12 days later after the eruption. On July 19, about a month after the eruption, a strong scattering layer was observed around 21 km. These results are similar with the data observed by MRI lidar system[2] at Tsukuba, Japan. On August 8, the value of $R_{\max}$ increased up to 37.62 at 22.5 km. From August 1991, the upper layer grew
day by day over Hefei and merged into a broad layer together with the lower layer. Until the end of August of 1991, a double-layered structure could be observed, and since early September same year it was replaced by a single layer with a peak near 22 km. A profile taken on October 3, 1996 represents the nature in new background period, whose value of $R_{\text{max}}$ is 1.27 at 17.6 km. Fig. 4 shows the evolution of the maximum scattering ratio over Hefei. The values of $R_{\text{max}}$ initially showed large fluctuation, reflecting inhomogeneity of the cloud distribution. It was confirmed by SAGE II measurements[3] from June to August of 1991 that the major part of the cloud was confined to an equatorial band 20°S to 30°N. Hefei is just located on the north boundary of the band. The large fluctuation was probably related to the forward and backward movement of the cloud around the equator. After August of 1991, the cloud was transported towards the north, the fluctuation became smaller and the peak scattering ratio generally varied between 10 and 20. It was about 10 in the early 1992, then decreased to about 5 in summer of 1992. The altitude of the peak scattering ratio over Hefei was mostly about 22 km.

Fig. 5 and Fig. 6 show the time variations of both the half-yearly averaged and the monthly averaged IBC in 5 sub-layers from 12 to 27km. The thickness is 3km for the all 5 sub-layers. It can be seen from Fig. 5 for the pre-background and present new background periods: (a) the IBC values are nearly same with each other for the both sub-layers of 12-15km and 15-18km; (b) the sub-layer IBC decreases gradually with altitude for the others. The revolution of the volcanic cloud can be seen from Figures 5 and 6 during the volcanic period from mid-1991 to mid-1994. The maximum loading emerged before the end of 1991 for the three sub-layers of 15-21, 21-24, and 24-27km, in the spring of 1992 for the sub-layer of 15-18km, and in January of 1993 for the sub-layer of 12-15km. The loading of the volcanic cloud decreased gradually for every sub-layer since the beginning of 1993.
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1 Introduction

When in the early days of lidar clouds were one of the first targets of the new technique, few of the measurements that were to be carried out later on various types of clouds could be imagined. Instruments of increased complexity such as differential-absorption lidar, multiple-wavelength elastic-backscatter lidar, Raman lidar, and Raman DIAL helped solve some of the problems that could not be investigated with elastic-backscatter lidar alone. Progress, however, came slowly, and up to our days clouds continue to bear mysteries in geometric, radiometric, chemical and dynamical behavior. For thick clouds lidars can, in particular, only measure properties in those parts of the clouds that are close to the surface, and even if looked at with lidars from below and from above, processes that occur inside thick clouds evade the investigation with lidars.

The range of wavelengths used for lidars spans little more than one and a half orders of magnitude, much less than the range of droplet and particle diameters in clouds. To significantly increase this range towards longer wavelengths necessarily leads to the use of radars. In the present contribution an attempt is made to show that the combination of the two types of systems yields more information than the mere addition of data from the individual devices.

2 Lidar instruments

At GKSS four lidars can actually be utilized for cloud sensing. ARGOS is a classical differential-absorption lidar (Goers, 1995) with two dye lasers emitting between 280 and 450 nm. Designed and used predominantly for gas concentration measurements, ARGOS can also be operated in a mode in which the fundamental or frequency-doubled Nd:YAG-laser radiation is directly transmitted into the atmosphere; this mode lends itself particularly well for cloud measurements up to the tropopause.

ATLAS was built for rotational-Raman temperature measurements and rotation-vibration Raman moisture profiling at a primary wavelength of 277 nm (Zeyn et al., 1996). For cloud measurements the hydrogen Raman-shift cell can be bypassed, and 248-nm radiation is transmitted. Because of this short wavelength system range is limited to little more than 2 km.

BELINDA, like ARGOS a differential-absorption lidar, relies on measurements near the center of an absorption line for the signal wavelength and, unlike conventional DAS lidars, on absorption measurements in the wings of the same line as a reference (Theopold et al., 1996). The system presently in operation at GKSS is equipped with a Ti:Al₂O₃ laser that emits in the 720-780 nm wavelength region. Clouds can be measured at least up to the tropopause.

Best suited for nighttime cloud measurements is the Combined Raman Lidar, a 308/355/532-nm multiple-primary-wavelength system (Reichardt et al., 1996). Designed to also measure ozone, moisture, and temperature, it not only provides geometric cloud parameters, but radiative (backscatter coefficient, extinction coefficient, lidar ratio) and some microphysical properties of clouds as well; part of its performance relies on the additional use of wavelengths from inelastic (Raman) scattering from nitrogen at 332, 387 and 608 nm. Range is up to 100 km, so not only low, medium and high-altitude tropospheric clouds can be measured, but stratospheric aerosol from volcano emissions, polar stratospheric clouds and even noctilucent clouds around 90 km height have been observed and analyzed. Subvisible clouds of solid material are particularly well seen in the cross-polarized elastic return channel at 355 nm.
Although most measurements of clouds and in clouds have until now been made with the Raman lidar, only the BELINDA lidar system has been used for the simultaneous lidar-radar measurements reported here.

3 The 95-GHz radar

MIIRACLE, a Millimeter-wave RADar for Cloud Layer Explorations, works in the W band at 95 GHz (Quante et al., 1998). With its polarization, Doppler analysis and azimuth-elevation scanning capabilities, MIIRACLE was specially designed for cloud studies. The first three moments of the Doppler spectrum (total backscattered power, mean velocity and velocity variance) are derived from the return signals either by the pulse-pair algorithm or by a 64-point fast-Fourier-transform full spectrum analysis. The most important polarimetric quantities derived from the data are differential reflectivity (which in first approximation vanishes in zenith measurements), linear depolarization ratio, and the copolarized correlation coefficient. Beam divergence is 3 mrad, depth resolution is 7.5 to 75 m, range is 15 km, and sensitivity varies from -40 dBZ at 1 km and -30 dBZ at 10 km height.

4 Lidar-radar comparisons

In some instances the comparison measurements made at Geesthacht with the radar and one of the lidars agree quite well, sometimes there are considerable differences.

For the sake of conciseness only two examples are shown here for which the lidar and radar results differ markedly. On 29 September 1997 12:36 GMT a cirrostratus of 4.5 km geometric thickness that had reached a thickness of 6 km thirty minutes later was observed with the radar (Fig. 1a). Because of the high optical density of the cloud, the lidar senses only the lowest 1 to 2 km of the cloud (Fig. 1b). Its dynamics, however, with condensed matter disappearing at the bottom and new material forming at the top, leading to a downward motion inside the cloud, is clearly visible with both systems. No rain is observed at ground level. Yet the apparent cloud bottom as obtained from the radar is lower than that from the lidar (Fig. 2). This is interpreted as particles that are large enough to backscatter the radar beam, but provide relatively little optical backscattering. This interpretation is supported by the analysis of the velocity distribution of the lidar-invisible part of the cloud from the radar. It yields a downward-directed speed of the scatterers of up to 1.5 m/s, typical for crystals of about 1 mm diameter as are known to occur in fall streaks (Fig. 3).
Figure 2. Lower boundary of the cirrostratus of Fig. 1 as determined from the lidar (dashed) and radar data (solid line).

Another example is a cirrus observed on 4 November 1997 between 15:57 and 16:27 GMT. Between one and four layers, extending from about 7 to 11 km altitude, are seen with the lidar (Fig. 4). No signal is obtained from the radar. This is a clear indication that not just the number density but also the size of the ice crystals is too small to scatter the radar beam to a significant extent.

Figure 4. Time-height distribution of the backscatter signal of a cirrus measured with the BELINDA lidar. The cirrus is too thin to be visible in the radar signal.

5 Conclusions

In summary it can be stated that, although the radar and lidar data often coincide, cloud base heights determined with the lidar and with the radar sometimes do not agree. This is due to the microphysical state and resulting backscattering conditions for radiation that differs in wavelength by 3 to 4 orders of magnitude. The internal structure of the lower part of the cloud and its dynamic behavior as determined with the two systems usually agree quite well. For thick clouds the cloud top cannot be located with the lidar because of the much stronger attenuation of the laser light as compared to the 3-mm-wave radiation.

Whereas the radar is better suited for the determination of the total vertical extent of a thick cloud structure, the lidars are more sensitive to thin layers of clouds and to small variations in optical depth at and near the cloud lower boundary, in agreement with similar conclusions obtained from recent collocated lidar-radar measurements elsewhere (van Lammeren et al., 1998).
If both a radar and a lidar are available, then from the combination of the results information can be obtained that cannot be extracted from either of the two measurements alone. How to fully exploit this possibility is only now being investigated.
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Abstract

Ruby (0.694 μm) lidar systems have long been relied on to conduct long-term studies of the stratospheric aerosol, for example. At the University of Utah Facility for Atmospheric Remote Sensing (FARS), a ruby lidar high cloud observation program designed for both basic research and to support the Project FIRE Extended Time Observations satellite validation effort, has been underway since December 1986. From this ~2,500-hour dataset the climatological properties of the cirrus clouds prevalent over the eastern Great Basin of the western US are examined. The FARS cirrus cloud climatological dataset described here is comprised of 1,389 hourly polarization lidar zenith measurements collected within ±3-h of the 0000 UTC local National Weather Service radiosonde launches to provide accurate cloud temperature, pressure, and wind data, along with various supporting radiometric and some radar data. In particular, a narrow-beam midinfrared (9.5-11.5 μm) PRT radiometer has been collocated with the lidar to provide important supporting information using the LIRAD technique. The 10-min average data periods used in this study correspond to hourly GOES imagery.

In characterizing the monthly means and variability of cirrus cloud macrophysical properties, cloud generation is shown to be controlled by synoptic scale upper air circulations mainly related to seasonally persistent Intermountain Region ridge/trough systems in the upper troposphere. Cirrus cloud top heights tend to follow the seasonal variations in the height of the tropopause, except during the summer season due to the relatively weak summer monsoonal convective activity in this semiarid locale, which typically does not generate thunderstorms strong enough to reach the elevated summer tropopause. Although a considerable degree of variability exists, 10-y average values for cirrus cloud base/top heights, pressures, temperatures, and wind speeds and directions are, respectively, 8.79 / 11.2 km, 336.3 / 240.2 mb, -34.4 / -53.9°C, 16.4 / 20.2 m/s, and 276.3 / 275.7°. The overall average cirrus cloud physical thickness is 1.81 km.

Estimates of cloud visible optical thickness τ based on the “thin” (i.e., bluish) visual appearance of most of the cirrus clouds in our sample indicate that τ < -0.3 occur about 50% of the time, implying that midlatitude cirrus, at least in our region, may be too tenuous to be effectively sampled using current satellite methods, and that their climatic impact needs to be reexamined to more accurately reflect the effects of cirrus clouds that are both optically and physically thin. The τ of opaque cirrus increase up to a limit of ~3.0, where the transition to the midlevel altostratus clouds occurs. Cirrus cloud emissivities derived with the LIRAD method show a dependence on both cloud temperature and thickness, a consequence of the adiabatic process controlling cloud formation. Supercooled liquid water clouds detected with lidar depolarization data may be present in a transient manner in lower cirrus cloud regions, but are not responsible for cirrus cloud generation. These findings provide for an effective definition for cirrus, which conforms with the traditional view based on visual inspection: cirrus are upper tropospheric ice clouds with cloud top temperatures colder than ~-40°C and τ that range from about 0.03 (for visible cirrus) to 3.0 (for altostratus). Finally, and importantly, since cirrus are a product of regional weather patterns, the global representativeness of this and other extended cirrus cloud datasets is discussed.
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1 Introduction

Cloud optical properties obtained from field measurements have been used in atmospheric radiation models to estimate cloud radiative forcing as a function of cloud type [Hobbs, 1993; Hartmann et al., 1992]. These optical properties, though, are not accurately known. Polarization sensitive lidar systems have made unique contributions to the study of optically thin clouds, however laboratory studies have shown [Sassen, 1977] that different ice particle types produce the same linear depolarization ratio and thus linear polarization techniques alone cannot uniquely determine cloud particle size and shape. Mishchenko and coworkers [Mishchenko et al., 1996] have shown that consideration of backscattering of both linear and circular polarized light provides a more sensitive measure of the non-sphericity of the cloud particles than the linear polarization technique alone.

While the complete Stokes polarization vector may be determined by measuring four backscatter polarization parameters, few studies of this complexity have been carried out. A recent review by Sassen [1991] cites only one study of lidar field measurements of four components of the polarization of the backscattered light [Houston and Carswell, 1978]. In this work we present preliminary lidar observations of linear and circular depolarization ratios of optically thin clouds in the upper troposphere.

2 Experimental Details

Following the standard Stokes vector (S = (I,Q,U,V)) conventions adopted by Bohren and Huffman [1983], the relationship between the Stokes vector of the incident light, S₁, and scattered light, Sₛ, can be written as a matrix multiplication, Sₛ = S.S₁, where the scattering matrix S is a 4x4 matrix. For an anisotropic distribution of particles, Perrin [1942] shows that the general backscattering matrix reduces to:

\[
S = \begin{pmatrix}
S_{11} & 0 & 0 & S_{14} \\
0 & S_{22} & 0 & 0 \\
0 & 0 & -S_{22} & 0 \\
S_{14} & 0 & 0 & S_{44}
\end{pmatrix}
\]

Therefore, only four independent scattering matrix elements need to be determined. An isotropic distribution of particles has S₄₄=0, whereas an anisotropic distribution of particles may yield S₄₄≠0. A linear polarization lidar deployed at Poker Flat Research Range (PFRR) near Fairbanks, Alaska has been modified to make three of these four measurements. A fourth measurement made concurrently is used to calibrate the observations. Following standard processing techniques [e.g. Collins et al., 1996], the background and dark counts are estimated from the high altitude returns where no significant signal was recorded (= 75 km) and subtracted from the photon count profiles to yield the actual lidar photon count signals in the parallel and
The ratio of these two signal profiles yield the system depolarization ratio profiles,

\[ \delta = \frac{I_S}{I_P} \]

To make measurements of the depolarization of circular light we place quarter-wave plates in the transmitter beam path and also in the receiver beam path after the telescope turning mirror. We have the following set of four measurements: linear transmission and linear reception (i.e. no quarter wave plates in the system), circular transmission and linear reception (i.e. quarter wave plate in the transmitter only), circular transmission and circular reception (i.e. quarter wave plates in the transmitter and receiver) and linear transmission and circular reception (i.e. quarter wave plate in the receiver only). Under the assumption of perfect metallic Fresnel reflections in the telescope and at the beam steering mirrors, and complete rejection of the orthogonal polarization in each of the receiver polarizers we have four distinct system depolarization ratios. Under the assumption of single scattering, these ratios may be written in terms of the cloud scattering matrix elements:

1. Linear Transmission and Linear Reception (i.e. Linear Depolarization Ratio)

\[ \delta_{LL} = K_L \frac{S_{11} - S_{22}}{S_{11} + S_{22}} \]

2. Circular Transmission and Linear Reception

\[ \delta_{CL} = K_C \]

3. Circular Transmission and Circular Reception (i.e. Circular Depolarization Ratio)

\[ \delta_{CC} = K_C \frac{S_{11} - S_{44}}{S_{11} + S_{44} - 2S_{14}} \]

4. Linear Transmission and Circular Reception

\[ \delta_{LC} = K_C \frac{S_{11} + S_{14}}{S_{11} - S_{14}} \]

The coefficients \( K_i \) are ratios of the relative gain in each of the channels. Different attenuators are used in each mode to prevent overloading of the detectors and maintain the different signal levels within similar ranges.

3 Results

On the nights of November 12, 1997 and February 6, 1998 the lidar was operated at PFRR. The range is a dark rural site 30 miles north of Fairbanks. Thin clouds were noted by the observers (i.e. most stars were visible but the Milky Way could not be clearly distinguished). Lidar profiles were taken over 10 minutes (6000 laser shots) with 60 m resolution in each of the four configurations. The linear depolarization measurement is made as at the start of the observations and repeated at the end to determine if the structure of the clouds had evolved during the ~50 minute observation period. Two of the four system depolarization ratios, linear (LL) and circular (CC), for each night are shown in Figures 1 and 2.
The CL profile on both nights was constant with altitude, as expected. The LC profile showed no distinct signature associated with the clouds, suggesting that S14 was negligible.

A cloud is clearly detected on both nights. Given the strong depolarization, the optical thinness, and the winter conditions, we conclude that these clouds are Cirrus. We assume that at other altitudes the backscatter is dominated by Rayleigh scatter. The system depolarization ratio did not change significantly between the first and last profiles (both LL), so for the purposes of this presentation we assume the characteristics of these clouds were relatively constant over the observation period. From the figures we note that while the linear depolarization ratio profiles are similar on both nights, the circular depolarization ratio profiles differ considerably. On November 11 the circular depolarization profile is uniform throughout the cloud. However, on February 6 the circular depolarization ratios differ in the upper and lower cloud layers and show considerable structure that is not evident in the November data.

4 Summary

This work presents new depolarization lidar observations of Cirrus clouds in the upper troposphere. These observations suggest that the combination of linear and circular depolarization techniques provides additional insight into the structure of the cloud particles. Analysis of these observations is currently in progress and more detailed results, showing the retrieval of backscattering matrix elements, will be presented.
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Lidar probing of clouds gives rise to significant multiple-scattering contributions. The early preoccupations were for correcting these effects but it was soon recognized that retrievable information on cloud droplet size and concentration is contained in multiply scattered signals. At Defence Research Establishment Valcartier, we have built multiple-field-of-view (MFOV) lidar receivers to take advantage of multiple scattering and recover at least part of the additional available information. The gain over conventional single-scattering lidar measurements is substantial in dense scattering media: access to droplet size, and less ambiguity on the relative importance of the backscatter and extinction coefficients on signal fading.

Our current MFOV lidar transceiver is made up of a 100 Hz, 60 mJ, 12 ns Nd:YAG laser and a 200 mm diameter, 760 mm focal length reflective optics receiver. The receiver field of view (FOV) is changed at the laser pulse rate by means of a rotating aluminized glass disc, placed in the image plane, on which 32 different-size irises were etched. The laser Q-switch is slaved to the rotating disc velocity. The disc comprises 4 different series of 8 irises that define FOVs varying between 0.1 and 12 mrad full angle. Hence, a FOV scan at low angular resolution is completed every 0.08 s and a high resolution one, every 0.32 s. Therefore, meaningful cloud MFOV measurements require that time fluctuations be slower than 12 Hz in the first case, and 3 Hz in the second case. Previous measurements by Roy et al. showed that most stratus cloud events satisfy the 3 Hz limit.

Vertical probings of stratus clouds were routinely made. Figures 1 and 2 illustrate the type of additional information that can be derived from MFOV measurements.

In Fig. 1 are plotted the return signals and the depolarization ratios at a small and a large FOV for a rather complex event involving precipitation and cloud layers. The depolarization curves show important depolarization at low altitudes and between the three well defined peaks of the return signals, but a sharp drop at the onset of the peaks. The particles causing large depolarization are snowflakes, but the peaks have to be cloud layers of spherical water droplets because of the small depolarization. Within the cloud layers, there is in addition a marked difference between the small and the large FOVs. While the depolarization drops to a low level at the base of the layers in both cases, it remains low at the small FOV but starts to increase again at the large FOV as particularly evident in the main cloud layer based at 660 m. This is a clear evidence of depolarization caused by multiple scattering. Although the cloud layers are made up, for the most part, of spherical water droplets, the radiation collected at large FOVs is depolarized because it is backscattered at angles slightly less than 180° owing to multiple forward scatterings in the forward and return propagation paths. The depolarization caused by multiple scattering is therefore proportional to the strength of the multiple scattering contributions and, consequently, increases with penetration depth and FOV as shown in Fig. 1 for vertical ranges greater than 660 m.

Figures 2a and 2b show MFOV returns from two different stratus cloud layers. In Fig. 2a, the large and small FOV cloud returns drop to the receiver noise level at the same range while, in Fig. 2b, the large FOV return clearly outlasts the small FOV return by more than 50 m. We can thus infer with good confidence that the returns go to zero because of vanishing backscatter in the first case, but increasing extinction in
Figure 1: Example of MFOV cloud lidar returns and depolarization ratios for small (1.2 mrad) and large (12 mrad) receiver fields of view.

Figure 2: MFOV lidar returns from two different stratus cloud layers.
the second case. In other words, the lidar pulse has reached the cloud top for the event of Fig. 2a but not for that of Fig. 2b. Such a conclusion is not possible with conventional single FOV measurements because of the ambiguity on whether signal fading is caused by decreasing backscatter or increasing extinction. The below-cloud signals of Fig. 2b are due to falling snow.

Our lidar inversion method for exploiting multiple scattering is outlined in Bissonnette and Hutt. It is applicable to scattering particles greater than the lidar wavelength, which is the case for cloud and precipitation water droplets or ice crystals at 1.06 μm. Under this condition, approximately half of the particulate extinction is due to diffraction scattering which is concentrated in a narrow peak centered on the laser axis. This means that a large fraction of the scattered radiation remains within the receiver FOV and can thus contribute substantially to the measured signal. Because half or more of all scatterings are in the near forward direction, it follows that the multiply scattered radiation collected by the receiver in the co-axial configuration of our system has, for the most part, undergone a single backscattering at an angle close to 180° preceded and followed by near forward scatterings. Hence, the FOV dependence of lidar returns is strongly related to the profile of the scattering diffraction peak. Diffraction theory tells us that the width of the peak is inversely proportional to the mean diameter of the droplets. This forms the basis for determining the mean droplet diameter from the relative strength of the MFOV returns. Finally, the multiple scattering contributions provide sufficient information to eliminate the need for a boundary value on the extinction coefficient. More details are given in Ref. 6.

![Figure 3](image)

**Figure 3:** MFOV returns (a) from a stratus cloud layer and corresponding solutions (b) for extinction coefficient and mean droplet diameter

Figure 3 shows an example of inversion results. Plotted in the left panel are the raw lidar returns at the smallest and largest fields of view used for analysis, and in the right panel the corresponding retrieved solutions for the extinction coefficient and mean droplet diameter. The measurements were made under conditions of a nearly uniform stratus ceiling. The raw returns show three distinct regions: a ground haze capped at 600 m, a clear air gap between 600 and 1500 m, and a cloud layer with a base at ~ 1540 m. In the haze layer, the small and large FOV signals are almost exactly superimposed; there is no sign of multiple scattering contributions. The large FOV return is somewhat noisier but this is to be expected because of the much greater quantity of background radiation falling on the detector and of the residual electronic noise caused by the near-saturation impulse at close range. The latter effect results from the faster ‘overlap’
function at the large FOV as clearly illustrated in Fig. 3. In the clear air gap, the return signals fall below the noise level at both FOVs. They rise simultaneously at the cloud base but begin to diverge about 60 m into the cloud, indicating the onset of measurable multiple-scattering contributions. The inversion solutions are plotted in the right-hand-side panel. They were calculated with a more current version of the method of Ref. 6. No boundary value was specified, the multiple scattering information provided by the relative strength of the large to the small FOV returns has superseded that requirement. The solutions are terminated where the small FOV signal drops to the noise level and, of course, there is no size retrieval where no multiple scattering contributions are measured. The retrieved extinction coefficient is 30-50 km$^{-1}$ in the cloud layer and 0.3-0.5 km$^{-1}$ in the haze layer; these values are quite typical for clouds and haze. Hence, the inversion method seems to work well over a wide range of extinction values. On the other hand, the size solution gives a mean cloud droplet diameter of 10-14 μm. This agrees well with the values of 10-20 μm most often quoted for clouds. We are currently participating in an extensive program to validate our solutions against in situ aircraft data.

In conclusion, the inversion of MFOV cloud lidar returns gives, at each range bin, good estimates of the cloud average droplet diameter and extinction coefficient. From these two simultaneous solutions and a suitable hypothesis on the form of the droplet size distribution, for example a two-parameter gamma function as used in many cloud models, we can calculate other cloud parameters such as the droplet concentration, the liquid water content, the infrared transmittance and emissivity, etc. The MFOV technique, therefore, has great potentials for extending the usefulness of lidars in the remote sensing of cloud properties. We are currently developing an eyesafe MFOV lidar to make simultaneous return measurements at 7 FOVs. Simultaneous detection at all FOVs and eyesafety are prerequisites for ground based scanning and airborne operations.
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Abstract

We present preliminary results from a simulation of off-beam lidar observations of an in vitro “cloud” of constant physical thickness and optical depth varying over 2.4 orders of magnitude. The key element in the instrumental suite is an imaging/ranging device that uses single-photon counting based on Micro-Channel Plate/Crossed Delay Line (MCP/CDL) technology. In the time domain, these measurements closely mimic LITE returns from marine stratocumulus. In the spatial domain, they confirm the main points of the analytical theory of diffusing wave propagation in a finite medium. Most importantly, they demonstrate the feasibility of real cloud applications—physical and optical thickness retrieval—with existing technology, at least from ground and by night.

1. Introduction

In a companion paper (Davis and Cahalan, 1998), we survey the theory of off-beam cloud lidar which relies heavily on multiply scattered light emerging from the cloud at considerable distances from the laser beam. At present, we only need to recall that, for typical stratus (optical thickness \( \tau \approx 8-16 \), physical thickness \( \Delta \approx 0.3-0.5 \) km), the root-mean-square horizontal photon transport from incidence to escape is \( \langle r^2 \rangle \approx 0.2-0.5 \) km, with many scatterings in the interim. Indeed, the photons’ average dwelling time \( \langle t \rangle \) associated with this horizontal transport is equivalent to about twice the cloud’s thickness. This means that the number of scatterings involved is on the order of twice the optical depth. Given the asymmetry factor \( (g = 0.85) \) of the forward-peaked scattering phase function, \( 1/(1-g) \approx 4 \) or so scattering events is enough for the photon to forget its original direction of propagation. In such circumstances, the radiation field is dominated almost everywhere by multiply-scattered photons and the relevant theoretical framework is diffusion theory, equivalently, photon random-walk theory.

Off-beam lidar has tremendous potential in cloud remote sensing, as can be seen in the following first-order asymptotic formulas:

\[
\langle t \rangle \approx \Delta/c, \\
\sqrt{\langle r^2 \rangle} \approx \Delta\sqrt{1/(1-g)\tau}
\]

(asymptotic radiative transfer theory is routinely invoked in passive cloud remote sensing in the solar spectrum). The above scaling relations can be derived from elements of random walk theory (Davis et al., 1997a). A more detailed Green-function analysis of the diffusion equation with the appropriate boundary conditions makes specific predictions for the numerical constants and pre-asymptotic correction terms; see Davis and Marshak (1996) for a simplified presentation.

In view of the importance of the atmospheric application in mind (physical cloud thickness \( \Delta \) is not readily accessible by any existing remote sensing technique), it is paramount to validate experimentally the above-mentioned body of theory. The most effective way to do this is in the lab, where we can control all the parameters.

There is a long history of bringing atmospheric optics into the laboratory, although rarely when multiple scattering is involved. A notable exception to this is the work of Craig Bohren at Penn State, e.g., Bohren et al. (1995). Most “lidar-in-the-lab” experiments with an emphasis on multiple scattering were conducted by the Florence group using streak-camera technology to achieve the very high temporal resolution required to obtain the time-gated observations on a necessarily small sample (Gai et al., 1996; and references therein). Experiments involving multiply-scattered near-IR light propagating in laboratory samples have been performed in the context of “diffusing-wave” spectroscopy, with various applications in mind including non-intrusive 3D medical imaging (Yodh and Chance, 1995; and references therein). Detection of diffusing lidar photons in real clouds (escaping hundreds of meters away from the beam) has been reported elsewhere (Davis et al., 1997b); however, the spatial sampling is poor and no photon-path discrimination was obtained.

As far as we know, there has never been a simultaneous space-time detection of photons diffusing in a medium with continuous sampling in all dimensions, neither in the lab nor in the field. In this paper, we present results from such an experiment recently conducted at Los Alamos National Laboratory where remotely observable transects of radiative Green functions are accurately measured.

2. Description of Experiment

2.1 Instrumentation

This experiment is a direct application of a project in sensor technology development at Los Alamos National Laboratory’s Nonproliferation and International Security Division funded by the U.S. Department of Energy. In its final configuration, the Micro-Channel Plate/Crossed Delay Line (MCP/CDL) detector system with Pulse Absolute Timing (PAT) fast electronics is expected to offer the following performance:
30 µm FWHM for point-source resolution (i.e., ~1300 pixels across the 4 cm diameter of the MCP's active area);
• better than 100 ps timing accuracy (i.e., less than 3 cm in photon flight);
• sustainable random count rate of $10^6$ counts/s (which determines the saturation level of the device).

Priedhorsky, Smith and Ho (1996) proposed that such a system, coupled with a sharply pulsed laser, can be used for remote ranging and 3D mapping. An end-to-end prototype system has been constructed. Using this system, the 3D imaging and mapping concept has been demonstrated in the laboratory and in the field (Ho et al., in preparation).

For this experiment, we used a solid-state pulsed laser at 655 nm with a regular pulse width of 83 ps as the illumination source. The pulses are triggered at a period of 640 ns (1.6 MHz rep-rate), giving an average power of about 7 µW. Light from the target scene is collected by a commercial f/5 Matsukov telescope (50 cm focal length), roughly collocated with the laser. The MCP/CDL detector is located at the focal plane with a narrow-band filter of 10 nm bandpass in the optical train to reject ambient light.

2.2 Cloud Model

To model a plane-parallel cloud in the lab, we require a rigid transparent container with one dimension (parallel to the optical axis) smaller than the other two. Furthermore, that dimension needs to be as large as possible with respect light-flight during the smallest instrumentally definable interval (say, 6 cm). We settled on a commercial fish tank fashioned in tempered glass, dimensions 0.88 x 0.66 x 0.44 m$^3$. To produce the surrogate cloud, we needed to create a homogeneous conservatively scattering optical medium in the aquarium with a controllable extinction coefficient. This was done by filling the tank with (tap) water, progressively adding a popular fabric softener (uncolored/unscented Downy®), and stirring the mixture. Mixing ratio was varied from 2:1 (43 ml of softener) producing a slight haziness, to 4:10:2 (=10 l of softener), resulting in an opaque cloudy medium.

2.3 Experimental Set-Up and Procedure

The experiment was conducted in a large dark room. The laser was tightly focused on the model cloud described above, located at a distance of about 6 m. The beam was aimed close to the center of the broad face of the tank and the detector's FOV was centered more-or-less on the impact point. Figure 1 shows a schematic of the experiment which is scaled-down approximately 1000:1 with respect to a real cloud observation from an aircraft.

Illumination was slightly off-normal to avoid a direct return of the beam into the instrument by specular reflection. Short (1-10 s) exposures were taken for quick looks at the data, followed by one-minute exposures which were archived for post-processing. We describe the latter in the following section.

Figure 1: Schematic of Experiment.

3. Preliminary Account of Experimental Results

Results for just water and very low Downy® concentration are not trivial to interpret because of specular and diffuse reflections of the directly transmitted (or forward scattered) beam inside the tank. As the optical thickness is increased, the picture gets simpler to understand.

Figure 2 shows spatially-summed returns for three large optical depths, increasing by factors of two. The similarity with LITE returns from marine stratocumulus (Winker, 1997) is remarkable and the exponential tail that
stretches far beyond the cloud thickness is theoretically predicted for off-beam lidar signals. Note that the decay rate is not very sensitive to optical depth. In this aspect, we are reproducing work by the Florence group using radically different methodology.

Figure 3 shows the spatial counterpart of Fig. 2: the path-integrated spatial radiance pattern excited by the laser beam, as if it were CW. Here again we find asymptotically exponential behavior, as predicted. Note that the decay rate is clearly dependent on optical depth. In this aspect, there is currently an effort at NASA's GSFC to measure the spatial radiative Green function with more standard instrumentation than used here.

For a more comprehensive overview of our experimental results for these three and other "clouds", the interested reader can go to the following URL: http://www.rulli.lanl.gov/cloud/cloud.htm. At this web-site, animated "movies" (sequential time-slices of spatial data) can be viewed that dramatically illustrate the outward propagation of the diffusing wave of photons.

The instrumental parameters that will have to be changed in a night-time field experiment are: stronger source, lower rep-rate, narrower interference filter, faster optics. It is likely that we can perform within the confines of eye-safety. The faster optics are only required for ground-based cloud observations where the cloud is likely to be at relatively close range; this may pose a problem in the filtering.

4. Conclusions and Future Plans

We have successfully measured radiative Green functions of dense optical media resembling homogeneous plane-parallel clouds with continuous space-time sampling. The Green function is simply the space-time response of the medium in back-scatter to external illumination with a laser pulse. The detector is essentially a photon-counting 2D radiometer with ultra-fast electronics that enable absolute arrival time measurement for each photon.

The preliminary results presented here validate the main points of the diffusion equation-based theory that was been discussed elsewhere. A more definitive account is in preparation. The success of this experiment proves that there is no severe technological barrier preventing performance of such off-beam lidar measurements on real clouds at night. We are currently preparing for off-beam lidar observations in the field with an upgraded transmitter and better adapted optics. At present, observations by day are not an option since sunlight would jeopardize the integrity of the MCP/CDL detector. Even if it were adequately protected, solar photons would overwhelm the weak off-beam signal for commonly used sources and filtering techniques (see companion paper for the alternatives under consideration).
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Figure 2: Spatially-Integrated Pulse Shapes (Impulse Responses). From top to bottom, Downy® amount (hence optical thickness) increases from 1.375 l to 5.5 l, by factors of 2.

Figure 3: Time-Integrated Spot Shapes (Point-Spread Functions). Same ordering/concentrations as in Fig. 2.
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1 Introduction

Atmospheric aerosols play an important role for climate and for atmospheric chemistry. They have appreciable influence on the earth’s radiation budget, air quality, clouds and precipitation as well as the chemistry of the troposphere and stratosphere, see (McCormick and Thomason, 1995). One of the key aspects in a further understanding of the importance of aerosols is the investigation of the spatial and temporal variability of the particles microphysical properties, such as parameters describing their mean size, mass and surface-area concentrations. Microphysical properties of aerosols can be measured by optical ranging methods; here we deal with the lidar method, where backscattered light from laser pulses at various discrete wavelengths is collected simultaneously on the emitted wavelengths. The measured backscatter intensity depends on the backscatter and extinction properties of aerosols, which in turn depend on their abundance, size distribution, refractive index \( m(\lambda) \), phase and on the wavelength.

The mathematical model for such a LIDAR measuring process consists of one nonlinear and two linear integral equations. These are the LIDAR-equation, see (Measures, 1984),

\[
P(\lambda, z) = C(\lambda) P_e(\lambda) \beta(\lambda, z) \frac{1}{z^2} \exp\left\{-2 \int_0^z \alpha(\lambda, \tilde{z}) d\tilde{z}\right\}, \tag{1}
\]

(where \( \lambda \) is the wavelength, \( z \) the height, \( C \) is a specific quantity of the measuring apparatus, \( P_e \) the intensity of the emitted signal, \( P \) the intensity of the detected signal, \( \beta \) and \( \alpha \) are the backscattering and extinction coefficients) and the Fredholm integral equations of the first kind for backscattering and extinction efficiencies, see (Bohren and Huffman, 1983),

\[
\alpha^{Aer}(\lambda, z) = \int_{r_a}^{r_b} \pi r^2 Q_{ext}(r, \lambda; m) n(r, z) \, dr, \tag{3}
\]

where \( r \) is the particle radius, \( m \) the refractive index, \( n \) the aerosol size distribution we are looking for, \( Q_x \) the backscattering and \( Q_{ext} \) the extinction efficiencies. We have

\[
\beta = \beta^{Aer} + \beta^{Ray} \quad \text{and} \quad \alpha = \alpha^{Aer} + \alpha^{Ray} \tag{4}
\]

with known \( \beta^{Ray} \) and \( \alpha^{Ray} \). The kernel functions of the integral equations (2) and (3) reflect shape, size and material composition of particles. We assume Mie-particles. Following formulas hold for backscattering and extinction efficiencies, see (Bohren and Huffman, 1983),

\[
Q_x = \frac{1}{k^2 r^2} \sum_{n=1}^{\infty} (2n + 1)(-1)^n (a_n - b_n)^2, \tag{5}
\]

\[
Q_{ext} = \frac{2}{k^2 r^2} \sum_{n=1}^{\infty} (2n + 1) Re(a_n + b_n), \tag{6}
\]

where \( k \) is the wave number defined by \( k = 2\pi/\lambda \) and \( a_n \) and \( b_n \) are the coefficients which we get over the boundary conditions for the tangential components of the waves. We substitute the equations (2), (3) and (4) into the LIDAR-equation (1) and we get the so called nonlinear LIDAR-operator

\[
L(n) = P \tag{7}
\]

which is advantageous since we do not need the LIDAR-ratio.

2 Modified Landweber-method for the nonlinear ill-posed LIDAR-operator

As a product of a compact integral operator and the exponential of a compact integral operator, the inverse problem of finding a solution for the nonlinear LIDAR-operator (7) is ill-posed. This problems may be interpreted as finding the cause of a given effect. Inverse problems of determination of system parameters from input-output...
measurements are often ill-posed in the sense that distinct cause can account for the same effect and small changes in a perceived effect can correspond to very large changes in a given cause. A common feature of inverse problems posed in function spaces is their instability, that is, small changes in the data may give rise to large changes in the solution. Because the measured data might be highly contaminated by noise, i.e.

\[ \| P - P^d \| \leq \delta \]

one has to use regularization methods for controlling the data noise. Although the theory for the regularization of linear ill-posed problems is well developed, see e.g. (Louis, 1989), there are only few general results for nonlinear operators, see (Engl, Hanke and Neubauer, 1996). A common method for the inversion of ill-posed problems is Tikhonov regularization, where as an approximation to a solution of the equation \( L(n) = P \) is used the minimizing element of the functional

\[ J_{\gamma}(n) = \| L(n) - P^d \|^2 + \gamma \| n - n_0 \|^2, \]

where \( n_0 \) is an a-priori-guess to the solution and \( \gamma \) is the regularization parameter. However, it is difficult to find an appropriate parameter \( \gamma \) as well as to minimize the functional \( J_{\gamma} \). From the computational point of view, it is more convenient to make use of iterative algorithms. For our test computations the Landweber-method see (Hanke, Neubauer and Scherzer, 1995) was used.

Regularization methods assume certain properties of the operator like the existence of the Fréchet-derivative and weakly closedness. We consider the LIDAR-operator first as a mapping between \( L^2 \)-spaces (spaces of quadratic integrable functions):

\[ L : L^2(I_r \times I_z) \rightarrow L^2(I_r \times I_z) \]

with \( I_r = [r_a, r_b], I_z = [0, z_1] \) und \( I_\lambda = [\lambda_0, \lambda_1] \). \( L(n)(\lambda, z) = c(\lambda, z) \beta(\lambda, z) \exp\{-2 \int_0^r \alpha(\lambda, z) d\tilde{z}\} \) where \( c(\lambda, z) := C(\lambda) P_\alpha(\lambda) \frac{1}{z} \).

Let \( X \) and \( Y \) be Banach-spaces. A continuous nonlinear operator \( L : D(L) \subseteq X \rightarrow Y \) is said to be Fréchet-differentiable at \( n \in X \) if there exists a bounded linear operator \( L'(n) \) with

\[ \frac{\| L(n + h) - L(n) - L'(n)h \|_Y}{\| h \|_X} \rightarrow 0 \quad \text{for} \quad \| h \|_X \rightarrow 0. \]

The Fréchet-derivative of the LIDAR-operator with respect to the function \( n \) is given by

\[ (L'(n)h)(\lambda, z) = c(\lambda, z) \int_{I_r} K_\sigma(r, \lambda; m) h(r, z) dr \cdot \exp\{-2 \int_0^r \alpha(\lambda, y) dy\} - 2c(\lambda, z) \beta(\lambda, z) \int_{I_z} K_{\text{ext}}(r, \lambda; m) h(r, y) dr dy \]

with \( K_{\text{ext}}(r, \lambda; m) = \pi r^2 Q_{\text{ext}}(r, \lambda; m) \) and \( K_\sigma(r, \lambda; m) = \pi r^2 Q_\sigma(r, \lambda; m) \) for the kernel functions. The adjoint of the Fréchet-derivative is by definition the operator \( L'(n)^* \) for which holds

\[ \langle L'(n)h, g \rangle_{L^2(I_r \times I_z)} = \langle h, L'(n)^*g \rangle_{L^2(I_r \times I_z)} \]

for all functions \( g \in L^2(I_r \times I_z) \) where

\[ \langle f, g \rangle = \int_X \int_Y f(x, y) g(x, y) dy dx \]

is the \( L^2 \)-scalar product. This is given by

\[ (L'(n)^*g)(r, z) = \int_l^\infty c(\lambda, z) \exp\{-2 \int_0^r \alpha(\lambda, y) dy\} K_\sigma(r, \lambda, m) g(\lambda, z) d\lambda \]

\[ -2 \int_0^r \int_{I_z} c(\lambda, y) \beta(\lambda, y) \exp\{-2 \int_0^y \alpha(\lambda, x) dx\} \cdot K_{\text{ext}}(r, \lambda, m) g(\lambda, y) d\lambda dy. \]

To proof the weakly sequentially closedness we consider \( L \) as a mapping \( L : H^s \hookrightarrow L^2 \hookrightarrow H^s \). The Sobolev-spaces

\[ H^s := \{ f \in L^2 : (1 + |\xi|^2)^{s/2} \mathcal{F}f(\xi) \in L^2 \} \]

contain \( L^2 \)-functions with certain smoothness properties e.g. infinitely differentiable functions with compact support, \( \mathcal{F} \) means the Fourier transformation, see e.g. (Triebel, 1978). The embedding operator \( i \) from the Sobolev-spaces \( H^s \) into \( L^2 \) is compact and linear for all \( s > 0 \) and thus the composition \( L \circ i \) is compact and continuous. Now we can formulate the following

**Lemma:** The operator \( \tilde{L} = L \circ i \) is weakly (sequentially) closed, i.e.

\[ (n_k) \rightharpoonup n \text{ and } \tilde{L}(n_k) \rightharpoonup P \Rightarrow (n \in D(\tilde{L}) \times P = \tilde{L}(n)). \]

This is a common result that the composition of a continuous nonlinear operator and a compact linear operator is weakly sequentially closed. The proof uses the well known Banach-Steinhaus-theorem, see e.g. (Triebel, 1978). We identify \( L \circ i \) again by \( L \). Hence the LIDAR-operator fulfills the essential conditions for using regularization methods. We used the Landweber iteration method. For nonlinear operators, it is defined by

\[ n_{k+1}^\delta = n_k^\delta + L'(n_k^\delta)^*(P^d - L(n_k^\delta)), \]

where \( L'(n_k^\delta)^* \) denotes the adjoint operator of
the Fréchet-derivative at point \( n^k_i \) of the LIDAR-operator \( L \). A fast discretization of Landweber's method was developed in (Ramlau, 1998). The implementation of the algorithm is done as follows: A finite dimensional subspace

\[
X_l = \text{span} \{e_k\}_{k=1, \ldots, l}
\]

with orthonormal basis \( e_k \) is chosen; usually the functions \( e_k \) will be step functions:

\[
e_k(x) = \begin{cases} 
1 & \text{for } x \in \left((k-1)/n, k/n\right]
0 & \text{otherwise}.
\end{cases}
\]

Then, the new iterate is assumed to belong to \( X_l \) and computed by

\[
n^k_{l+1} = \sum_{j=1}^{l} \langle n^k_{l+1}, e_j \rangle e_j
\]

\[
\langle n^k_{l+1}, e_j \rangle = \langle n^k_{l}, e_j \rangle + \langle L'(n^k_{l})e_j, P^\delta - L(n^k_{l}) \rangle.
\]

In contrary to linear problems, where the values of \( L'(n^k_{l})e_j \), \( j = 1, \ldots, l \) must be computed only once, for the nonlinear problem one must compute it within every iteration step, which leads to a much higher computational effort.

3 Numerical Results

We computed for different complex refractive indices the kernel efficiencies \( Q_{\text{ext}} \) and \( Q_{\pi} \). The kernel functions in (2) and (3) are square integrable in \([r_a, r_b] \times [\lambda_0, \lambda_1]\). The degree of ill-posedness depends on the smoothness of the kernel function. So the two integral equations (2) and (3) are extremely different from each other, see Figure 3 and Figure 5. Test computations will be done by assuming the following log-normal size distribution

\[
n(r, z) = \frac{n_{\text{total}}}{r \sqrt{2\pi} \ln \sigma(z)} \exp\left\{-\frac{(\ln r - \ln r_{\text{med}}(z))^2}{2\ln^2 \sigma(z)}\right\}
\]

where \( n_{\text{total}} \) is the sum of particles per \( m^3 \) (we assume \( 10^6 m^{-3} \)), \( r_{\text{med}} \) is the radius where the half of particles has a radius less than \( r_{\text{med}} \), and \( \sigma \) is a relative measure for the width of the distribution. We choose \( r_{\text{med}} \in [0.1, 0.6] \mu m \) and \( \sigma \in [1.3, 2] \), see (Müller, 1997). In Figure 1 is shown the simulated twodimensional size distribution in dependence of particle radius and height. Figure 2 shows the size distributions for three constant heights which are lognormal distributions with different parameters. For our running test computations we used data generated by the forward problem; the perturbation of the data was done by adding Gaussian noise. The belonging data are shown in Figure 4. At the moment the implementation of the reconstruction algorithm is always in process, but we are looking forward to present numerical results.

4 Outlook

A sensitivity study for the inversion algorithm will be performed next. The question on the minimum number and kind of optical data has to be further examined. This will help to inverse LIDAR measurements without LIDAR-ratio. Special attention will be paid to the accuracy of deriving the parameters in dependence of measurement errors.
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Figure 3: Efficiency $Q_{ext}$ for $m = 1.44 + 0.01i$

Figure 4: Generated data for reconstruction
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Figure 5: Efficiency $Q_x$ for $m = 1.44 + 0.01i$


The atmospheric gravity waves propagate in both vertical and horizontal directions and arise depending on the thermodynamic state of the atmosphere. Their amplitude and frequency characteristics are parameters which can be used in the estimate of the energetics and momentum budget of the atmospheric masses, and of the turbulent eddy diffusion. Knowing these characteristics results in a better understanding of the atmospheric processes. [1,2]. Regular fluctuations in the atmospheric transparency that are due to the wave processes can find practical applications in the astrophysics [3]. The predominant part of the lidar gravity waves studies are carried out in the stratosphere and middle atmosphere in the 70 - 100 km range [4,5]. However, elucidating the genesis of this type of waves necessitates investigations in the troposphere and lower stratosphere [6]. Covering the range of altitudes from the ground layer to the stratopause calls for special lidar equipment. Using a lidar with high sounding repetition rate, we detected wave processes in the troposphere and lower stratosphere. The lidar makes use of a copper-vapor laser with a pulse repetition rate of 5 kHz. It also has the advantage of covering a sounding range of 200 m - 30 km, which is made possible by the use of a receiver operating in the photon counting mode in combination with multichannel accumulation and averaging. Since 1989, we have repeatedly employed the same lidar for similar observations. The vertical atmospheric sounding experiment was carried out during the night of July 3, 1997, in the city of Sofia. We obtained 256 lidar profiles from layers with ΔH = 300 m at an averaging time of 1 min. The data from each sounded layer was used to build discrete series. These were spectrally analyzed following a classical procedure that included obtaining of periodograms after normalization of the random fluctuations, filtration by a Tukey window, fast Fourier transformation, and smoothing of the spectrum by means of a rectangular window.

All periodograms obtained from the first (H = 250 m) to the 43-rd (H = 12900 m) atmospheric layers exhibited a well expressed frequency maximum with a 40-min. period within a 95 % confidence interval. Figure 1 shows periodograms constructed by averaging the data series obtained from each ten consecutive layers. In contrast, the periodograms from altitudes over 15 km, had no expressed lines that could be related to wave processes.

![Figure 1. Power specsters of lidar signals from atmospheric layers whit thickness 3000 m.](image)

The assumption of a single wave process within the entire range of the troposphere and the stratopause was confirmed via combining the lidar signals from neighboring layers up to 15 km and processing the single data series thus obtained following the same spectral analysis procedure (Figure 2).

The atmospheric wave process, shown by us, has practically the same period for all altitudes, including the tropopause and part of the stratosphere. The measured ground wind velocity
was 2 m s\(^{-1}\). The lidar was located at a distance of 10 km on the leeward side of a mountain with an altitude of 1600 m above the lidar point. It is possible that the gravity wave have orographic origin. On the other hand, the low wind velocity makes this hypothesis doubtful.
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1. Introduction

One of the major problems in determining atmospheric temperature from laser radar measurements of Rayleigh backscatter is the elimination of the contribution from volcanic aerosols. We normally estimate this factor by comparing our data to a standard atmosphere derived from 2 years of atmospheric sounding data at our location. This procedure is adequate for use in determining atmospheric density and aerosol scattering ratios but to use it to derive the atmospheric temperature profile could lead to errors. For this reason we currently only reduce our data for temperature down to 35 km so that there is no aerosol contribution. One technique, which has been used by Keckhut et al. (1990), measures vibrational Raman scattering and, since Raman scattering is only from molecules, they obtained the Rayleigh scattering in the region 12 to 30 km. This technique can only be used with low aerosol scattering since the wavelength of vibrational Raman scattering is sufficiently removed from the laser emission line to suffer different extinction. To calculate this difference one must make some assumptions about the aerosol characteristics. If one uses pure rotational Raman scattering this problem does not arise since the Raman scattering wavelengths for rotational Raman are extremely close to the stimulating wavelength.

Nedeljkovic et al. (1993) used a rotational Raman lidar that measured the intensity of the scattered signal from the anti-Stokes spectrum in 2 narrow bands separated by 1.3 nm. Since the shape of the anti-Stokes spectrum depends upon the atmospheric temperature, the ratio of the two signals at a given height is proportional to the temperature at that height. The disadvantage of this technique is that it requires two complete photon-counting channels just for the rotational Raman part of the measurement.

2. Single Raman channel

We have developed a scheme that uses only one photon counting channel to obtain the Raman scattering in the region 10 to 35 km. Since modern interference filters are low loss, almost all of what is not transmitted by the filter is reflected. Thus our receiver uses one interference filter for the laser line and as well as acting as a wavelength separator by reflecting the Raman scattered signal. This gives a substantial reduction in the intensity of the Rayleigh-aerosol scattering sent to the Raman channel. Figure 1 shows the total transmission of both channels using reflection and transmission data supplied by the manufacturer plotted on a linear scale.

![Figure 1. Total transmission of the receiver channels.](image1)

In order to get sufficient rejection of the Rayleigh-Aerosol scattered signal, the Raman channel filter cuts off some of the lines close to 589 nm. Figure 2 shows the Total transmission of the Raman channel on a log scale as well as the scattered lines for N₂ and O₂ at a temperature of 220°K.

![Figure 2. Total transmission of the Raman channel on a log scale and the scattering cross sections for N₂ and O₂ at a temperature of 220°K.](image2)

We see that the Rayleigh-Aerosol scattered signal present in the Raman channel is decreased by at least 10⁵. Thus there should be almost no contamination.
of the Raman channel due to aerosol scattering. This is an essential part of the scheme.

3. Scattering Simulation

Because the Raman channel does not respond uniformly to all the Raman lines in the scattered spectrum, the measured signal can not directly determine the density of $N_2 + O_2$. It is possible to choose a filter passband such that the variation of the signal with temperature is quite small (around 1%) over the range of temperatures of interest (about 190 to 260 °K). Unfortunately a filter which meets the necessary cutoff and bandwidth conditions costs about 13,000 dollars which is hard to justify. Since we can't just use the scattering from the Raman channel to get the Rayleigh density over the region of interest, we use the total transmission of the Raman channel in an iterative process to obtain the temperature distribution in the region 10 to 35 km. The procedure is to first construct a table of effective scattering cross sections including both $N_2$ and $O_2$ and the total Raman channel transmission at each of these wavelengths for all temperatures in the range of interest. We then start with a standard temperature profile and from it derive the $N_2 + O_2$ density profile. Assuming that the atmosphere is in hydrostatic equilibrium and obeys the ideal gas law we derive a temperature profile from this density profile fixing the pressure at the highest height and use the procedure of Hauchecorne and Chanin (1980). We then use this new temperature profile to execute another iteration and repeat the process until the profile has converged to a stable value.

In order to test this procedure we did some simulations of the lidar operation. We started with a temperature profile obtained from a July average of radiosonde data at the Sao Paulo airport (about 100 km from our location). From this we derived an atmospheric density profile using the method described in Hauchecorne and Chanin (1980). This density profile served as the atmosphere for our simulation.

We then simulated the passage of our laser beam through this atmosphere. Our laser is used to measure atmospheric sodium so the wavelength is 589 nm. and the bandwidth is about 6 pm. The atmosphere was assumed to have a constant composition with height of 78% $N_2$ and 20.9% $O_2$. The computation of the scattering cross sections follows the work of Penney et al. (1974) and Inaba (1976). Using the temperature profile which was used to derive the atmospheric density profile, we calculated the effective scattering cross section profile for Raman scattering including the total transmission of the Raman channel. This together with the atmospheric density profile and the $N_2$ and $O_2$ ratios above was used to calculate a received signal for the Raman channel. The Rayleigh channel simulation included a scattering ratio profile of trapezoidal shape with a constant maximum value over a 5 km. range to simulate aerosol scattering. The resulting scattering profiles were then used in the data reduction program to obtain the Rayleigh density, the scattering ratio and the Raman temperature profiles.

In figure 3 we present the results of a simulation which had a maximum scattering ratio of 10. The crosses are the input temperature profile derived from the Sao Paulo radiosonde data. The dashed curve is the standard temperature profile used to start the reduction of the Raman channel data. The solid curve is the calculated temperature profile after 10 iterations of the procedure described above. The largest error below 40 km (which is the region for which we would use this data) is at the tropopause and is 3% less than the data input used for the simulation. One can see that even starting with a substantially different temperature to reduce the Raman data the resulting temperature profile is quite close to the original one. This temperature is only used as part of the reduction to determine the $N_2 + O_2$ density profile. The final temperature profile is derived from the Rayleigh data after the aerosol scattering contribution has been removed.

![Figure 3](image)

Figure 3 Temperature versus height for the simulation. The crosses are the temperature profile from Sao Paulo used as the input to the simulation. The dashed line is the initial temperature profile used in the reduction. The solid curve is the result of the data reduction.

Figure 4 shows the result of the scattering ratio retrieval. The values are extremely close to the input data the largest error being a half of a percent. Dividing the recovered Rayleigh density by the original input density gave errors of less than 2% above 40 km and less than 1% from 35 km downward.
Figure 4. The retrieved scattering ratio profile for this simulation.

4. Conclusions

We have shown that it is possible to obtain the atmospheric density of only N₂ + O₂ using Raman scattering which can then be used to remove the aerosol scattering from the Rayleigh scattering channel profile giving a pure Rayleigh density profile. This density profile can then be used to derive the temperature profile for the atmosphere from low altitudes to the upper limit of reliable Rayleigh data.

5. Acknowledgements

This work was partially funded by the Fundação de Amparo À Pesquisa do Estado de São Paulo – FAPESP under grant number 96/6346-9.

References


Two-Wavelength Laser Sounding of Stratospheric Aerosol Layer After Pinatubo Eruption

A.P. Chaikovsky, A.P. Ivanov, M.M. Korol, F.P. Osipenko, V.N. Shcherbakov,
Stepanov Institute of Physics, National Academy of Sciences of Belarus.
pr. F. Skoriny 68, Minsk, 220602 Belarus
Phone: (375 17) 268-5891, FAX: (375 17) 239-3131, E-mail: chaikov@ifanbel.bas-net.by

1. Introduction

The lidar station of the Institute of Physics, Belarus Academy of Sciences (Minsk, 53.85 N, 27.5 E) is providing systematic lidar monitoring of the stratospheric aerosol layer (SAL) since 1985. Immediately after the Pinatubo eruption, stratospheric sounding was by a twowavelength lidar (532 and 1064 nm) with synchronous measurements of backscatter depolarization. Previous work (Ivanov et al., 1997) gave the results on the dynamics of altitude profiles of aerosol concentration by the data on 532-nm laser sounding. This investigation evaluates the set comprising the profiles of the two-wavelength ratio of aerosol backscatter coefficients to study the microstructural variability of aerosol particles. The methodology of two-wavelength sounding data processing and the results on the processing of the measurements are given here.

The operational utility of a two-wavelength lidar to monitor the SAL depends on some features in a relationship between microstructural parameters of aerosol particles and ratio \( \gamma(h) = \beta_a(h, \lambda_2)/\beta_a(h, \lambda_1) \) of aerosol backscatter coefficients \( \beta_a(h, \lambda_1) \) and \( \beta_a(h, \lambda_2) \) at two wavelengths \( \lambda_1 = 532 \) and \( \lambda_2 = 1064 \) nm. The calculations of \( \gamma \) value for several stratospheric aerosol models have been made at some expected parameters of particle size distribution. Figure 1 illustrates typical dependencies of \( \gamma \) parameter \( r_0 \) for the model of single-mode log-normal aerosol particles' size distribution \( n(r) \)

\[
n(r) = \frac{1}{\sqrt{2\pi r \ln \sigma}} \exp \left( \frac{\ln^2 r/r_0}{2\ln^2 \sigma} \right)
\]

with \( \sigma \) equal to 1.60 and 1.92. The tendency to \( \gamma \) increase with \( r_0 \) is seen, but it is not monotonic in the vicinity of \( r_0 = 0.1 \mu m \) value, which is typical of background conditions. For different size distribution models, optical parameter \( \gamma \) would be similar if the efficient parameters of the distribution function, \( r_{1/2} \) and \( \sigma_{eff} = (r_{1/3}/r_{1/2}) - 1 \), are close to each other.

Figure 1. The ratio \( \gamma \) vs \( r_0 \); \( \sigma = 1.604 \) (1) and \( \sigma = 1.92 \) (2).

Measurement of particles' size distributions show that in some cases stratospheric aerosols were, in fact, a mixture of several fractions. In the absence of any additional information on aerosol size distribution, measurements of \( \gamma \) are only an indicator of changes in particle sizes and just demonstrate the tendency in variations of particles' efficient radius.

Thus, although there is a little possibility to solve the inverse problem on the reconstruction of aerosol size distribution by two-wavelength sounding data, one can detect particles' changes and describe their tendencies. This information is, certainly, significant for practice, if lidar observations serve for just monitoring purposes.

2. Technique for measuring aerosol optical parameters

We process data of two-wavelength polarization sounding to retrieve profiles of the following SAL parameters: 1) the backscatter ratio

\[
R(h, \lambda_1) = (\beta_a(h, \lambda_1) + \beta_m(h, \lambda_1)) / \beta_m(h, \lambda_1),
\]

where \( \beta_m(h, \lambda_1) \) is the molecular backscatter coefficient at
wavelength $\lambda_1=532$ nm; 2) the ratio of aerosol backscatter coefficients at two wavelengths, $\gamma(h)$; 3) the aerosol extinction coefficient, $\varepsilon_a(h, \lambda_i)$, $i=1,2$.

The processing algorithm used should rather correctly take aerosol extinction into account as far as the stratospheric aerosol depth was high enough (about 0.1 to 0.2 at 532 nm) for a long time after the Pinatubo eruption. Moreover, estimations of aerosol layer optical depth values in the stratosphere from lidar data immediately are interesting for a wide range of atmospheric optical problems.

The atmospheric optical parameters $\beta_a(h, \lambda_i)$ and $\varepsilon_a(h, \lambda_i)$, $i=1,2$, were found as the solutions to the set of four differential equations by the iterative method (Ivanov et al., 1996). The two equations are routine lidar equations for wavelengths $\lambda_i$, $i=1,2$. The two remaining equations represent a relationship between $\beta_a(\lambda_i)$ and $\varepsilon_a(\lambda_i)$.

From a physical viewpoint, an opportunity to determine such a relationship is that both these parameters are related to the size distribution of aerosol particles and their composition. If the spectral dependence of one of the parameters was measured rather correctly, then the aerosol size distribution can be reconstructed quite certainly on this basis to provide, at the next step, the calculation of the spectrum of the second parameter. Owing to insufficient information content in two-wavelength sounding data for our case, we are solving essentially less general problem on searching for such a division was $\gamma$ value ($\gamma \leq 0.38$ and $\gamma > 0.38$, respectively).

So, we have obtained four equations with four unknowns, two sets of coefficients $a_q$ being used in Eqs.(2) as a function of a $\gamma$ value.

The main source of errors in estimated $\beta_a(\lambda)$ by processing the experimental two-wavelength sounding data was inaccuracy in calibration procedure that was being made routinely by the atmospheric layer above 30 km. The errors in regression equations (2) made the decisive contribution to the errors in estimated optical depth values of stratospheric layers.

3. Experimental results

Routine observations by using the two-wavelength lidar were being made since the end of 1991. The evaluations of the variability in backscatter ratio $R(h, \lambda_i)$ were given in (Ivanov et al., 1997) to characterize, in the first turn, the dynamics of the altitude profiles of aerosol particles’ concentration. The next basic results were obtained by processing the set of data profiles $\gamma(h)$.

There were observed variations in profiles $\gamma(h)$ during the formation of the SAL to be due to the volcanic eruption and its relaxation to the background conditions. Figure 2 shows ratio profiles $\gamma(h)$ and $R(h, \lambda_i)$ that are the arithmetic means of the observations during about a month and correspond to different stages of the SAL variability process. The ratio $\gamma$ was seen to grow with altitude from 10 to 25 km during the SAL formation at the end of 1991 and the beginning of 1992. Thereafter, $\gamma(h)$ profiles show a tendency to decreasing $\gamma$ with altitude increasing that is, probably, related with the decreasing effective radius of aerosol particles.

Ratio $\gamma(h)$ is featured by a largest gradient at altitudes above the maximum of $R(h, \lambda_i)$.

Figure 3 illustrates yearly distributions of the integral backscatter coefficient within the 13-30 km layer and of ratio $\gamma$. These distributions were averaged over four stratospheric layers. Decreasing $\gamma$ four all four layers, except that for 10-13 km
Figure 2. The profiles ratio profiles $\gamma$ ($h$) and $R(h, \lambda)$ (b) observed on 1 - December, 1991; 2 - June, 1992; 3 - February, 1993; 4 - February, 1994;
Figure 3 The time transformation of the SAL optical parameters: 1) - integral aerosol backscatter coefficient 2-5) - the ratio $\gamma$ that are the arithmetic means at layers 10-13, 13-14, 15-20, 20-25 km, respectively

layer, is seen after the optical depth has gained a maximum at the beginning of 1992. Unstable $\gamma$ values within the lowest layer can be mainly explained by the effects of Cirrus clouds during observations. In some situations, however, the joint analysis of two-wavelength lidar data, depolarization of sounding signals, and meteorological parameters' profiles gives certain evidences on the appearance of a coarse non-spherical aerosol fraction in the lowest region of the SAL.

Above 13 km, $\gamma$ values decreased gradually to the level characteristic of the background condition of the SAL. This was accompanied by strong temporal fluctuations of $\gamma$ that may be related with the seasonal rearrangement of stratospheric air mass circulation.
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Abstract. The results of stratospheric aerosol measurements by lidar sounding over Obninsk, Russia since 1985 are presented.

1 Introduction

Laser sounding was testified by the numerous researchers as one of the most adequate method to obtain the data on aerosol radiative forcing for climate investigation and for preparation radiative parts for climate models (Kaufman et al., 1982).

Vertical profiles of stratospheric aerosol backscattering ratio were measured over Obninsk (Russia) by two lidars “Maket-1” (Kaufman et al., 1993) and “LD-2” since 1985. Both of them were designed as multifunctional devices, intended for research of SA concentration. Nd:YAG lasers (532 nm, 40 mJ/pulse, 25 Hz) and multichannel photon counter detecting system are used in them. “Maket-1” receiving telescope is 50 cm diameter and “LD-2” – 30 cm.

There were no measurements during the period from November 1989 to January 1990 because the lidar was used for research expedition on Hawaii and Samoa to conduct intercalibration measurements jointly with the USA lidar (Kaufman et al., 1993).

2 Observations

The backscattering ratio vertical profiles of SA after Mt. Pinatubo eruption, measured over Obninsk by the lidar, are shown in Figure 1.

First arrival of volcanic aerosol just above the tropopause was measured on 22 July. New aerosol cloud with large concentration appeared in August 14, 1991. Main body of the volcanic aerosol layer reached Obninsk in February 1992. From January 5, 1992 to January 25, 1992 the decay of SA was due to the huge stratospheric warming.

Integrated backscattering coefficient for the range of altitudes from 15 to 30 km (Figure 2) was calculated using backscattering ratio profiles, some of them are shown in Figure 1. It contains the “background” aerosol during 1988-1989, decay of Mt. Pinatubo eruption after 1991 and new “background” period in 1995-1997.

Figure 1. The backscattering ratio vertical profiles of SA after Mt. Pinatubo eruption, measured over Obninsk

Figure 2. Integrated backscattering coefficient for the range of the altitudes from 15 to 30 km

Obninsk measurement data supplements the data of laser sounding in Garmish-Partenkirchen and other lidar sites (Hayashida et al., 1993; Jager et al., 1994).

Some values integrated backscattering coefficient measured in February – March 1989, 1995 – 1998 significantly exceed background level. Most probable reason of this phenomenon is the forming the polar stratospheric clouds in the moderate latitudes in that season.

Obninsk lidar data sets were used for evaluation of decay time and dispersal of the stratospheric aerosol. For Mt. Pinatubo the decay (1/e) following maximum of integrated aerosol backscatter was 11 months.

Optical depth of the stratospheric aerosol layer from 15 to 30 km over Obninsk was also evaluated. Extinction/backscattering conversion factors necessary to assess the optical depth were taken from (Jager et al., 1994). They are shown in Figure 3.
Carbonyl sulphide (OCS) is considered to be responsible for background level of stratospheric aerosol (Crutzen, 1976). OCS diffuses into the stratosphere and produces sulphuric acid vapour. But the measured concentration of this gas in the stratosphere doesn't increase and presents at the 0.5 ppbv since at least 1976.

The suggestion that the source of aerosol mass increase by 5% per year might be aircrafts flying near or up of tropopause in the North was discussed in (Hofmann, 1990). The assessments, made in (Jager, 1991), indicate the dramatically increase of the mass of SA (12% per year), whereas the total stratospheric particle number is similar in 1979 and 1988.

On the contrary, the authors (Hitchman et al., 1994) created a global climatology of the stratospheric aerosol by combining the observations from the SAGE I, SAGE II and SAM I instruments and suggested that aerosol layer is distinctly volcanic in nature and background stratospheric layer was never achieved within the period from 1979 to 1990.

Data analysis of Figure 1 points out that the background aerosol grew slightly from 1989 to 1997.
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Abstract. Large antropogenic burning events and cirrus clouds were measured with two backscatterer lidar systems operating simultaneously: one operating at 532 nm and the second at 308 nm, both located at the same site in a urban area in the Buenos Aires suburb (34.6 S, 58.5 W). The two lidar systems pointing vertically. The downward solar radiation flux at the surface is also measured by a pyranometer. In addition to these measurements daily information of radiosoundings at the nearby international airport are collected. Biomass burnings taking place in the tropical South America were observed, due to the large scale circulation, that brings the airmasses from the tropical area over Argentina and Buenos Aires. Several events have been recorded. In addition, cirrus optical parameters were documented during the same period.
Lidar and Radiometer Sounding of Cloud Properties
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Clouds at various altitudes and latitudes have been investigated extensively in the southern hemisphere during the past two decades with lidar and infrared radiometry (LIRAD) (Platt et al., 1987). Data obtained in the late nineteen-seventies and eighties have been extended more recently by observations of mid-latitude boundary layer and mixed phase clouds and equatorial and tropical cirrus and storm anvils. The LIRAD method has been augmented by observations of water vapor path with microwave radiometry. Further analyses are being made from simultaneous millimeter radar soundings, data that will not be discussed in this paper.

Observations are made by a high-power pulsed visible lidar (694 or 532 nm) and a narrow-beam infrared radiometer with channels typically at 10.84 and 8.62 microns. The cloud height and structure is measured at 1 to 10 Hz by the lidar and the infrared radiance is measured continuously by the radiometer. A microwave radiometer, designed by the Environmental Technology Laboratory, NOAA, Boulder (Westwater et al., 1995), measures the water vapor path and liquid water path at 23.87 and 31.65 GHz. This instrument was available for observations of equatorial and tropical cirrus.

Radiosonde data are needed to obtain temperature and humidity profiles through the clouds in order to calculate the infrared emittance and optical depth. The visible optical depth is retrieved by various methods from the calibrated lidar profiles. Correlation of the lidar integrated attenuated backscatter with the infrared emittance leads to further information on the cloud microphysical structure, cloud particle effective radius and (for cirrus clouds) the ice crystal habit. A modified two-component forward iterative integration is used to retrieve the cloud backscatter coefficients and optical depth. The cloud visible optical depth is also retrieved in thin cirrus by calculating the transmittance of scattered radiation from above the cloud, using a model of Rayleigh molecular backscatter with allowances for aerosol scatter (Young, 1995). Multiple scattering effects in the lidar beam are significant. They have been studied by Platt (1981) among others.

The data are enhanced considerably by the addition of a detection channel to measure the depolarized component of the scattered radiation, the transmitted laser pulse radiation being linearly polarized. Data obtained on mid-level mixed phase clouds indicate the considerable variability obtained in these clouds (Young et al., 1998). Lidar depolarization observations indicate the different signatures from oriented hexagonal plates, fall-streaks, more "normal" ice clouds, and water clouds. The latter signature arises from multiple scattering within water clouds.

Observations on cirrus clouds within 2 degrees of the equator revealed deep layers of clouds, even in the absence of thunderstorms in the vicinity. These observations were taken in the ARM-sponsored Pilot Radiation Observation Experiment (PROBE) at Kavieng, New Ireland, Papua New Guinea (Platt et al., 1998). These clouds appeared to form in deep moist layers that were often observed in the upper troposphere. The infrared emittance, for a given temperature, was found to be higher than in mid-latitude clouds. Cirrus cells appeared to develop during the morning and early afternoon and to dissipate towards nightfall.

Tropical clouds at 12°S in Northern Australia were investigated in the ARM-sponsored Maritime Continent Thunderstorm Experiment (MCTEX). Observations revealed frequent low-density stratified layers of cirrus just below, and sometimes at, the tropopause. These layers persisted for many hours both before and after thunderstorms had developed and dissipated. An example is shown in Figure 1. Several storm anvils were also observed in various stages of dissipation.

The LIRAD method has also been used to observe the properties of marine stratocumulus clouds. Groundbased observations were made at Cape Grim, Tasmania during the Southern Hemisphere Cloud Experiment. In situ aircraft measurements of cloud drop distribution were also made which could be compared with the LIRAD results. This enabled values for the multiple scattering factor to be retrieved. Retrieved values were comparable with calculated values. An unexpectedly large fraction of the clouds had emittances well below unity.

When collated, values of the emittance and IR optical depth showed marked trends with temperature, as would be expected, based on the decrease in the supply of moisture with increasing altitude in the troposphere. Similarly, values of the cloud particle visible backscatter to extinction ratio, retrieved from the integrated attenuated backscatter in optically thick clouds, showed a trend with
temperature. This was associated with changing ice crystal habit with temperature, as found in past laboratory and field experiments. The trends in the cloud emittance (10.84 microns) is shown in Figure 2. The Aspendale and Darwin synoptic data are from Platt et al. (1987). The Darwin anvil cirrus data are from Platt et al. (1984). The PROBE data are from Platt et al. (1998), and the ECLIPS data are from Young et al. (1998).

Future progress relies on the availability of in situ aircraft data of cloud size distribution, phase, and habit with simultaneous lidar observations. An international program of ground-based lidar observations would be of great benefit to the atmospheric science community. Simultaneous use of other instruments is also desirable. The US Department of Energy Atmospheric Radiation Measurement Program (ARM) is a good example of a program that is making observations with a variety of ground-based instruments and with the aim of making continuous measurements over a period of ten years, augmented by intensive observation periods (IOPs) with aircraft obtaining in situ data. Such sites in Oklahoma; Manus Island, Papua New Guinea; and Barrow, Alaska are excellent examples of successful cloud measurement stations.

A more extensive network of measurements is needed. Sites in such a network could be arranged to measure aerosol properties as well as clouds. The observations could be made at sites that are already measuring surface radiative fluxes and other quantities. The networks could also be used for validation of data taken from future passive and active satellite systems.
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The Institute of Atmospheric Optics has been carrying out airborne lidar sensing of the cloud top height (CTH) primarily of stratocumulus clouds with the average CTH no more than 3 km for some years. The distance from an aircraft to a cloud was determined by several criteria for the CTH based on analysis of a lidar return signal [1]. The flight altitude was measured with the aircraft navigation system and was taken constant. In all measurements we used an excess of the signal amplitude coming from the cloud over a given threshold followed by the increase of the signal amplitude at least for two subsequent range gates as a criterion for the cloud boundary. The threshold was set as the level of the signal from the atmosphere plus the doubled rms noise level.

Thus, a series of the CTH values after preliminary processing represents a random process of the CTH fluctuations about zero mean with unit variance. Low-frequency components that fell outside realistic spatial scales of an individual realization were filtered out. High-frequency components caused by extremal overshoots occurring in the process of determination of the cloud boundary for low signal-to-noise ratios were smoothed with the use of a sliding median filter. In case of sensing of broken cloudiness, discontinuities and omissions arose in the series of the CTH data. Therefore, the procedure for preliminary preparation of lidar sensing data to their further processing by statistical methods comprised formatting of continuous series of the discrete CTH values recorded in a single run.

The initial data are burdened with trends and low-frequency components with periods much longer than the sensing period. Direct combination of individual realizations in the continuous series of the CTH values for a single run in the presence of discontinuous trends would result in significant distortions of the estimated probability density and spectral characteristics. Such trends were filtered out from realizations of limited lengths by fitting of the data with a lower-order polynomial with the use of the least squares method. For the most part, linear trends were filtered out.

Even though the data series were obtained by us for cloud fields that differed greatly, the probability densities of the CTH fluctuations were always close to normal. The data series with the large number of individual CTH measurements in a single run obtained for separate horizontal sections of the sensing path when the aircraft flew along straight lines in different directions above the same cloud field are best described with the Gaussian model of the probability density. For example, this can be seen from Fig. 1 that illustrates the scheme of a flight above the Barents Sea. Real flight routes were somewhat distorted due to the drift of the aircraft.

In general during all our experiments (above the sea surface and above Western Siberian plains) the spectrum of the CTH fluctuations for low stratocumulus clouds had no specific features and obeyed \(-5/3\) power law for the significant wavelength range (40 m<\(\lambda<20\) km). This agrees with the Kolmogorov-Obukhov theory of the stationary turbulence in the inertial subrange of spatial wavelengths. At the same time, significant deviations toward smaller or larger exponents were observed in individual experiments.

The power densities of the CTH fluctuations shown in Fig. 2 were derived from the data of lidar sensing of cloud formations in the same region but at different stages of their evolution on 27 and 29 November. They characterize the dynamic state and the spatial structure of the cloud field. Thus, for the developing (from the data of meteorological satellite) stratified cloud field on 27 November (Fig. 2a) we obtained the classical \((-5/3\) power law) spectrum of turbulent processes in the entire examined inertial wavelength range (40 m<\(\lambda<10\) km). The spectrum shown in Fig. 2b was obtained on 29 November for the stratocumulus cloudiness at the stage of filling (cloud field destruction). The wavelength range for which \(-5/3\) power law preserves, is limited from above by the inflection point located at a wavelength of \(-100\) m and from below by the clearly pronounced outer scale (of the order of 2-4 km). For wavelengths larger than 100 m the rate of decrease of the power spectrum caused by destruction of cloudy cells within the entire decaying cloud field becomes higher.
The outer scale here characterizes the recurrence of the spatial structure of convective clouds that form the examined cloud field.
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Fig. 1. Flight region and the scheme of the flight route.
Fig. 2
1 Introduction

A micro pulse lidar (MPL) is used to monitor the atmospheric aerosols day and night in Seoul. One of the major parameters required for the computation of light extinction coefficient from the lidar signal is the ratio of the light extinction coefficient to the backscattering coefficient. In order to compute the vertical profiles of light extinction by atmospheric aerosols, the ratio of the light extinction coefficient to the backscattering coefficient is calculated from the Mie theory with the aerosol characteristics measured in Seoul. Assuming the extinction to backscattering ratio is constant in the troposphere the light extinction coefficient by aerosols in each layer of 30m thick is calculated up to 5km height.

From the numerous vertical profiles of light extinction coefficient the temporal variation of the planetary boundary layer (PBL) height is obtained, which reveals the development of residual layer in PBL in the evenings that can hardly be identified with the conventional soundings such as air sondes.

This paper presents the computation procedure for the light extinction to backscattering ratio, and the detection of residual layer in PBL from the lidar signal.

2 Measurements

The MPL system is manufactured by the SES Inc. and the details of the system are given in Lee et al. (1997). The monitoring site is located at the skirt of Mt. Kwanak in the campus of Seoul National University. Continuous day and night measurements were done except on rainy days during September to November 1997. The pulse repetition rate is 2,000Hz, and a shutter sum of 1,200,000 (10 minutes) is averaged for each profile. Basic meteorological variables i.e. temperature, humidity, wind speed and wind direction are measured simultaneously with an automatic weather station.

In order to compute the refractive index of aerosols, aerosol characteristics measured at the same site in previous years are analyzed. Aerosols are sampled by a high volume sampler and analyzed by ion chromatography for the ion component analysis. Aerosol size distributions are measured with an optical particle counter (HIAC/ROYCO Inc., Model 5230), which measures the number concentration of the particles ranging 0.32 μm to 25 μm into 8 channels.

3 Data analysis

One of the major parameters required for the computation of light extinction coefficient from the lidar data is the ratio of the light extinction coefficient to the backscattering coefficient, which is typically in a range of 15 to 60 in many applications of aerosol lidars. Light extinction and backscattering coefficients for a single spherical particle can be computed numerically for a given wavelength if the refractive index of aerosols and the relative humidity are provided (Bohren and Huffman, 1983).

Table 1 shows typical ion components of aerosols analysed by ion chromatography in Seoul. Using the refractive index of each aerosol component given in Reist (1993) and in Pitts and Pitts (1986), the mean refractive index of aerosols is obtained by a weighted averaging of refractive indices for each aerosol components as in Table 2. The arithmetic mean of the refractive index of aerosols in Seoul turns out to be 1.510 - 0.612i, which is similar to the result of Kim et al. (1990) for urban air when the relative humidity is about 50%.

With the mean refractive index of aerosols and the mean particle size of each size interval, the extinction to backscattering ratio is computed for a single particle from the Mie scattering theory, the subroutine BHMIE in Bohren & Huffman (1983). Multiplying this value by the number of particles in each size range the extinction to backscattering ratio is computed for each value of relative humidity.

Fig. 1 shows the extinction to backscattering ratio vs relative humidity. Its mean value turns out about 25±10% when the relative humidity is below 70%, and it decreases down to 20 as the relative humidity approaches 100%. Since the relative humidity tends to decrease with height on clear days, we have used the constant value of 25 for the extinction to backscattering ratio. However, this ratio is supposed to vary with height because of the variation of refractive index of aerosols and their size distribution with height. But, since we have no such data in the upper air, we are forced to use the constant value.
Table 1. Volume ratios of aerosol components in Seoul. TOC stands for total organic carbon, and IC does for inorganic carbon.

<table>
<thead>
<tr>
<th>Date</th>
<th>NO$_3^-$</th>
<th>SO$_4^{2-}$</th>
<th>Cl$^-$</th>
<th>TOC</th>
<th>IC</th>
</tr>
</thead>
<tbody>
<tr>
<td>95/10/13</td>
<td>35.2</td>
<td>26.7</td>
<td>7.8</td>
<td>21.4</td>
<td>3.4</td>
</tr>
<tr>
<td>95/10/14</td>
<td>18.2</td>
<td>30.5</td>
<td>12.1</td>
<td>19.9</td>
<td>13.9</td>
</tr>
<tr>
<td>95/10/16</td>
<td>10.1</td>
<td>42.8</td>
<td>10.0</td>
<td>21.1</td>
<td>12.1</td>
</tr>
<tr>
<td>95/10/17</td>
<td>21.2</td>
<td>26.1</td>
<td>13.7</td>
<td>25.4</td>
<td>8.6</td>
</tr>
<tr>
<td>95/10/18</td>
<td>14.1</td>
<td>23.8</td>
<td>13.7</td>
<td>21.2</td>
<td>22.0</td>
</tr>
<tr>
<td>95/10/19</td>
<td>7.0</td>
<td>28.8</td>
<td>19.5</td>
<td>20.2</td>
<td>21.1</td>
</tr>
<tr>
<td>95/10/21</td>
<td>22.1</td>
<td>24.2</td>
<td>9.8</td>
<td>27.2</td>
<td>11.3</td>
</tr>
<tr>
<td>95/10/23</td>
<td>25.8</td>
<td>22.6</td>
<td>11.1</td>
<td>23.3</td>
<td>11.6</td>
</tr>
<tr>
<td>95/10/25</td>
<td>32.4</td>
<td>25.1</td>
<td>16.1</td>
<td>13.3</td>
<td>7.6</td>
</tr>
<tr>
<td>96/10/12</td>
<td>28.6</td>
<td>27.9</td>
<td>6.1</td>
<td>23.0</td>
<td>9.8</td>
</tr>
<tr>
<td>96/10/13</td>
<td>20.1</td>
<td>35.8</td>
<td>6.0</td>
<td>22.8</td>
<td>9.7</td>
</tr>
<tr>
<td>96/10/14</td>
<td>16.7</td>
<td>38.1</td>
<td>7.9</td>
<td>23.0</td>
<td>9.8</td>
</tr>
<tr>
<td>96/10/15</td>
<td>10.1</td>
<td>34.7</td>
<td>12.1</td>
<td>22.0</td>
<td>16.5</td>
</tr>
<tr>
<td>96/10/16</td>
<td>16.1</td>
<td>30.3</td>
<td>11.1</td>
<td>22.3</td>
<td>16.7</td>
</tr>
<tr>
<td>96/11/12</td>
<td>10.3</td>
<td>40.5</td>
<td>12.0</td>
<td>22.7</td>
<td>9.7</td>
</tr>
<tr>
<td>96/11/15</td>
<td>10.4</td>
<td>34.7</td>
<td>12.4</td>
<td>22.2</td>
<td>16.7</td>
</tr>
<tr>
<td>96/11/22</td>
<td>26.7</td>
<td>27.1</td>
<td>9.6</td>
<td>23.0</td>
<td>9.8</td>
</tr>
<tr>
<td>96/11/25</td>
<td>26.3</td>
<td>25.9</td>
<td>9.3</td>
<td>22.3</td>
<td>9.5</td>
</tr>
</tbody>
</table>

Table 2. Refractive indices of aerosols in Seoul.

<table>
<thead>
<tr>
<th>Date</th>
<th>Real</th>
<th>Imaginary</th>
<th>Date</th>
<th>Real</th>
<th>Imaginary</th>
</tr>
</thead>
<tbody>
<tr>
<td>95/10/13</td>
<td>1.514</td>
<td>-0.0169</td>
<td>96/10/12</td>
<td>1.518</td>
<td>-0.0492</td>
</tr>
<tr>
<td>95/10/14</td>
<td>1.511</td>
<td>-0.0698</td>
<td>96/10/13</td>
<td>1.515</td>
<td>-0.0488</td>
</tr>
<tr>
<td>95/10/16</td>
<td>1.509</td>
<td>-0.0605</td>
<td>96/10/14</td>
<td>1.511</td>
<td>-0.0491</td>
</tr>
<tr>
<td>95/10/17</td>
<td>1.502</td>
<td>-0.0429</td>
<td>96/10/15</td>
<td>1.509</td>
<td>-0.0825</td>
</tr>
<tr>
<td>95/10/18</td>
<td>1.513</td>
<td>-0.1100</td>
<td>96/10/16</td>
<td>1.512</td>
<td>-0.0835</td>
</tr>
<tr>
<td>95/10/19</td>
<td>1.502</td>
<td>-0.1054</td>
<td>96/11/12</td>
<td>1.503</td>
<td>-0.0486</td>
</tr>
<tr>
<td>95/10/21</td>
<td>1.508</td>
<td>-0.0565</td>
<td>96/11/15</td>
<td>1.508</td>
<td>-0.0833</td>
</tr>
<tr>
<td>95/10/23</td>
<td>1.511</td>
<td>-0.0583</td>
<td>96/11/22</td>
<td>1.512</td>
<td>-0.0492</td>
</tr>
<tr>
<td>95/10/25</td>
<td>1.510</td>
<td>-0.0383</td>
<td>96/11/25</td>
<td>1.513</td>
<td>-0.0479</td>
</tr>
</tbody>
</table>

Figure 1. Dependency of the ratio of extinction coefficient to backscattering coefficient on the relative humidity (RH) computed from Mie theory using the aerosol characteristics measured in Seoul.

A comparison of the light extinction coefficient thus obtained at the ground level with the ones computed from the Mie scattering theory is shown in Figure 2. The extinction coefficient obtained from the MPL data is much higher than the ones computed from the Mie theory. We can not tell which one is closer to the true value. However, their temporal variation tendency matches very well.

Figure 2. Comparison of extinction coefficients: (-- measured by MPL, and (--) computed from Mie theory with OPC data.

4 Temporal variation of PBL height

Since most of the aerosol mass emitted from ground sources is mostly confined in the planetary boundary.
layer (PBL), the aerosol concentration tends to decrease abruptly across the PBL top. Therefore, the PBL height can be determined from each profile of light extinction, and the temporal variation of the PBL height can be obtained from the numerous consecutive profiles for each day. Figure 3 shows a diurnal variation of PBL height. The residual layer in the upper part of the PBL can be identified in the evenings, which develops starting at 7:00 p.m. in Figure 3. This residual layer can hardly be detected by conventional soundings such as air sondes. Once the residual layer develops, air pollution piles up in the PBL since it stays there in the residual layer until next day.

Fig 3. Diurnal variation of aerosol extinction coefficient profile.

5 Summary

The ratio of light extinction to backscattering coefficient is computed from the Mie scattering theory for the chemical composition and size distribution of aerosols measured in Seoul. The extinction to backscattering ratio is found to be 25±2.5 when the relative humidity is below 70%, and decreases toward 20 at higher relative humidity.

Temporal variations of PBL height are obtained from the numerous consecutive profiles, and the residual layers in the upper part of PBL are detected from MPL profiles, which cause the buildup of air pollutants in PBL for a few days.
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I. Introduction

The Smoke, Clouds, Aerosol, and Radiation Brazil (SCAR-B) field campaign was conducted to study the effects that widespread and persistent biomass burning have upon radiative and chemical processes in the atmosphere. The radiative transfer characteristics of the atmosphere are altered by the introduction of particulate and gaseous materials which are the products of the combustion of vegetative material at ground level. These substances are transported and distributed horizontally and vertically by atmospheric dynamical processes which may be perturbed by the heat energy from the fires. As the pollutants disperse, their physical and chemical properties change substantially. A complete description of the effects of smoke requires that the evolution back to the natural situation be fully examined.

A most important component of smoke haze investigation is finding its vertical and horizontal distribution in relation to the driving factors of dynamics and the related horizontal transport. In this presentation, we employ data from the Cloud Lidar System (CLS), carried aboard the NASA ER-2 aircraft, to provide a unique view of the particulate or aerosol loading produced by fires, especially with regard to the geometrical distribution of the aerosols in the vertical plane. The lidar has the ability to measure aerosol optical properties in a continuous fashion at quite fine vertical and horizontal resolution. The results from the lidar provide measurements that are largely independent of influences that corrupt passive instruments and thus it can serve to corroborate their results. The extended horizontal and vertical range of lidar results can also augment ground-based and airborne in situ measurements which have limited horizontal and vertical scope.

We present the results of our analysis of CLS observations taken during the SCAR-B field campaign. Observations of the aerosol optical thickness from the Aerosol Robotic Network (AERONET) of solar photometers are employed in conjunction with CLS data to derive extinction to backscatter ratio values which are used to convert the lidar backscatter coefficient into extinction coefficient. The extinction coefficient is integrated vertically to find aerosol optical thickness along ER-2 flight tracks. We use images of the CLS derived extinction coefficient to depict its horizontal and vertical distribution. Multispectral photometer optical thickness is used to compute the Angstrom exponent. With these, we examine the hypothesis that the values of extinction to backscatter ratio can be related to the Angstrom coefficient since both of these would be a function of the refractive index and size distribution of the aerosols.

II. Computational Procedure

The computation of extinction coefficient proceeds as follows. Profiles, (based upon 10-shot, 1 second lidar averages) of the attenuated backscatter coefficient are computed from [see Spinhirne, 1996]

\[ \beta_a(z) = \frac{P_n(z)T_a(z)}{T_a(z)} \]

where \( \beta_a \) is aerosol attenuated backscatter coefficient, \( P_n \) is backscatter coefficient, \( P_n \) is the normalized and calibrated lidar signal, \( T_a \) is the transmission from the aircraft to the altitude \( z \). Extinction to backscatter parameters are computed at solar photometer sites using the relationships

\[ S_a = \frac{(1 - e^{-2\gamma'})}{2\gamma'} \]

and

\[ \gamma' = \int_{z_i}^{z_f} P_n(z)dz \]
where $e^{-2r_{a}}$ is the two-way aerosol vertical columnar transmission derived from a solar photometer, $P_n(z)$ is defined in equation (1), and $Z$ is height. Inherent in this analysis is the assumption of a constant $S_a$. The limits of the integration $Z_t$ and $Z_b$ are the altitudes of the top of the aerosol layer and the earth’s surface, respectively. In use of this relationship, we ignore the influence of molecular scattering because the total molecular atmospheric optical thickness at 1.064 µm is less than 0.01. The extinction coefficient is given by

$$\sigma_a(z) = S_a \beta_a(z).$$  \hspace{1cm} (4)

The backscatter coefficient profile $\beta_a(z)$ is derived from a lidar profile by using

$$\beta_a(z) = \frac{P_n(z)}{T_a^2(z_\text{t})}$$  \hspace{1cm} (5)

and

$$T_a(z_\text{t}) = e^{-\int_{z_b}^{z_t} \sigma_a(z')dz'}$$  \hspace{1cm} (6)

The transmission $T_a(z_\text{t})$ is computed from the top of the layer to a level just above $Z$. The computation uses a numerical integration from the top of the layer to the bottom. The lidar optical thickness, $\tau_a$, is the value of at the bottom of the layer. That is

$$\tau_a = \int_{z_b}^{z_t} \sigma_a(z')dz'$$  \hspace{1cm} (7)

The Angstrom exponent is an optical parameter which is related to the particle size structure of the constituent aerosols. The value can be obtained directly from multispectral photometer observations. We used the relationship

$$\alpha_a = \frac{\ln(\tau_1/\tau_2)}{\ln(\lambda_2/\lambda_1)}$$  \hspace{1cm} (8)

where $\tau_1$ and $\tau_2$ are the aerosol optical depths at wavelengths $\lambda_1$ and $\lambda_2$, respectively. In this study, $\lambda_1=0.438\mu m$ and $\lambda_2=0.871\mu m$.

### III. Observations

In Fig. 1, we show the the distribution of aerosols observed by the CLS along a representative flight track from the 07SEP 95 ER-2 flight. The solar photometer optical thickness which was used in the computation of $S_a$ was a value extrapolated to the laser wavelength, 1.064 µm. The image shows the extinction coefficient of the smoke haze. These computations of extinction coefficient are based upon the value of $S_a=26.8sr$ calculated at 18.36 UTC when the ER-2 flew within 10 km of Alta Floresta.

The smoke aerosol structure of Fig. 1 exhibits several interesting features. A ground level smoke source is located at about 17.7 UTC. A region of relatively high smoke density near the ground spreads to both sides of this feature. A layer of enhanced concentration extends from about 17.85 UTC to the end of the segment at 18.4 UTC. This layer has a top which slopes up from left to right. The sloping of the top results from convection of the billowing smoke as it advects downwind. Immediately above that layer is a band of lower density. The top of the well mixed boundary layer is at about 3.5 km from 17.5 UTC to 17.85 UTC. At that point is a discontinuity where the top of the layer drops to about 3.1 km. The top of these layers are bounded by a capping temperature inversion.

A second rendition of the smoke aerosol concentration is shown in the lower portion of Fig. 1 as a plot of columnar aerosol optical thickness. The plot shows local maxima where low level sources are located. It also shows a gradual increase in the optical depth corresponding to the thickening of the sloping layer. The value of optical thickness determined by the solar photometer is indicated on the plot by the notation Alta Floresta.

A third depiction of the aerosol loading is shown in Fig. 2. It is a plot of horizontally averaged profile of the extinction coefficient for the segment. The highest average concentrations are in the layer from the ground to about 2.25 km, where a local minimum is found. A layer of almost constant average concentration is found above that up to about 3.5 km. Above that height, the value quickly falls to nearly zero.

Computations of $S_a$ were made for each of the 22 high quality ER-2 solar photometer overpasses that occurred during eight observation days. The value of $S_a$ is a function of the physics of the interaction of laser light photons with the aerosol particles that is strongly influenced by the sizes, shapes, and refractive indices of the particles. The characteristics of the aerosols change as the aerosols age. An interesting hypothesis concerning the values of $S_a$ from different photometer sites was that a systematic relationship could be found between $S_a$ and an optical parameter obtained from the photometers. The parameter we chose to test was Angstrom exponent as defined in equation (8).
Others [Holben, 1996] have shown that aerosol origin and age and particle morphology influence the value of \( \alpha_a \). The values of \( \alpha_a \) were also computed for each ER-2 overpass. The results of these computations are shown in Fig. 3. The values of \( S_a \) span a range of about 20sr to 40sr. This range brackets values found in other lidar studies of other types of aerosols [Spinhirne, 1980, Reagan, 1988]. Values in this range are somewhat unexpected for smoke. The increased absorption, which is typical of smoke particles which have high carbon content, should decrease the relative backscatter which would result in larger values of \( S_a \). Instead, our observed values are characteristic of those found in other investigations. The plot shows no correlation between the parameters and suggests that they independent of each other for these products of biomass burning. Perhaps the physical properties of these aerosols are too convoluted to be revealed in such a simplified analysis. The radiative transfer modelling which would help resolve this question are left for future work.

IV. Conclusions

The volumetric nature of the observations which are obtained from the ER-2 CLS provides at least three valuable data products which are important to the boundary layer aerosol investigation. First the spatial distribution of boundary layer aerosols, which in the present case are the product of large scale biomass burning, is detectable by airborne lidar. The distribution is mapped in the vertical plane at a high resolution. Lidar signal displays show vertical structure which are difficult or impossible to derive from other data sources. Compelling features revealed by lidar could advance studies involving the use of other instrumentation. Second, the optical thickness can be computed for extended horizontal segments. Finally, horizontally averaged vertical profiles of \( \alpha_a \) can be computed at any resolution to obtain characteristics of the vertical distribution of \( \alpha_a \). These profiles can provide valuable information for studies which describe the transport of the aerosols or the effects that the aerosol loading has.
upon the radiative transfer processes in the boundary layer.

![Plot of extinction to backscatter coefficient vs. Angstrom exponent.](image)

Figure 3. Plot of the extinction to backscatter coefficient vs. Angstrom exponent. The lack of a discernible correlation suggests that scattering and absorbing properties of the aerosols are not directly related to the age of the smoke particles.

The range of extinction to backscatter values which were computed at the overflown solar photometer locations during eight ER-2 sorties are consistent with values derived in other boundary layer aerosols studies in a wide variety of locations and conditions. The values of the ratio varied from near 20sr to greater than 40sr. It was expected that the values for smoke aerosols would be larger than this. However, the majority clustered near 30sr. Previously, the values have been thought to be nearly twice as large due to the absorbing nature expected for smoke haze. The fact that no correlation was found between the Angstrom exponent derived from the solar photometer observations and $S_e$ suggests that the scattering properties of the aerosols are too complex to be readily characterized by this single optical parameter. The mixtures of aerosol types together with the complex size distributions of the particles precludes any simple characterization using a single parameter.

Future spaceborne lidars will have the capability to monitor anthropogenic aerosols on a routine and systematic basis. This will permit investigators to develop a climatology of these on a global scale. Furthermore, episodic events at remote locations, such as drought induced biomass fires, will be observed. We have shown here that the optical thicknesses and the horizontal and vertical extinction distribution of the aerosol loading can be determined from the lidar observations in quantitative analysis of the aerosols. This will enhance observations of these phenomena made with passive instrumentation.

REFERENCES


Abstract

We review the basic multiple scattering theory of off-beam lidar returns from optically thick clouds using the diffusion approximation. The shape of the temporal signal—the stretched pulse—depends primarily on the physical thickness of the cloud whereas its spatial counterpart—the diffuse spot—conveys specific information on the cloud's optical thickness, as do the absolute returns. This makes observation of the weak off-beam lidar returns an attractive prospect in remote sensing of cloud properties. By estimating the signal-to-noise ratio, we show that night-time measurements can be performed with existing technology. By the same criterion, day-time operation is a challenge that can only be met with a combination of cutting-edge techniques in filtering and in laser sources.

1. Context

In the atmospheric lidar context, the Lidar-In-space-Technology-Experiment (LITE) that flew on Space-Shuttle mission STS-64 in 09/94 (Winker et al., 1996) is a precursor of off-beam lidar in the sense that all orders-of-scattering—hence maximum pulse-stretching—are present in the returns from dense boundary-layer clouds (Winker, 1997). Indeed, at 260 km range the night-time 3.5 mrad field-of-view (FOV) subtends 0.9 km, i.e., 3–4 times the horizontal photon transport scale defined in a passive remote sensing context by Davis et al. (1997a). This underscores the limitations of approaches based on the (single-scattering) lidar equation, even with semi-empirical corrections for multiple (forward) scatterings; in essence, the need for 2-way penetration sets the maximum optical depth at about 3 (Platt et al., 1994). Multiple scattering is now considered more as a resource than a nuisance in atmospheric lidar (Flesia and Schwendimann, 1995); however, because of the emphasis on forward-scattering in the current models, off-beam ("multiple FOV") measurements have been confined a degree or so from the axis.

In the broader context of imaging science, off-beam lidar is the first projected atmospheric application of diffusing-wave phenomenology; Yodh and Chance (1995; and references therein) describe promising new applications of 3D diffusing-wave imaging in non-intrusive medical diagnostics.

2. Theoretical Background: Diffusing-Wave Propagation in a Finite Medium

Atmospheric lidar can be modeled mathematically as a Green-function problem. The radiative transfer equation is linear in its source term which, in this case, is a Dirac δ-function in space, time and direction. So, by definition, the resulting radiance field is a Green's function. This re-formulation of the lidar problem is particularly useful in the description of highly-scattered off-beam responses from dense clouds (Davis and Marshak, 1996). Physically, we are observing the propagation of a "diffusing" wave of photons away from an initial burst released at the cloud's boundary. Rather than ballistic motion which characterizes standard photon propagation, propagation is far slower here, being mediated by the photon's Brownian motion in the cloud (Davis et al., 1997b).

Figure 1: Schematic of Off-Beam Cloud Lidar Observations, at short range from below, and from far above.
Let $G_R(x,y,t)$ be the cloud’s Green function as observed in reflection (there is also one in transmission). Horizontal coordinates $x,y$ are centered on the beam and time $t$ is measured after the laser pulse crosses the cloud’s boundary. $G_R(\cdot)$ can be either a radiance measured at the instrument, in which case $x,y$ are functions of the view angle $\Omega(\theta,\phi)$ or a flux ($\Omega_z$-weighted integral of radiance) measured at the cloud boundary. The former is relevant to remote-sensing, the latter to theory where closed-form results are obtainable within the diffusion approximation (Davis and Marshak, 1996).

The following asymptotic formulas are representative of diffusion-based off-beam lidar theory in absence of absorption:

$$
\langle t \rangle = \frac{\iint G_R(x,y,t) dx dy dt}{\iint G(x,y,t) dx dy dt} - \Delta / c,
$$

(1)

$$
\langle \rho^2 \rangle = \frac{\iint (x^2 + y^2)^2 G_R(x,y,t) dx dy dt}{\iint G(x,y,t) dx dy dt} - \Delta^2 (1-g) \tau
$$

(2)

where $\Delta$ is cloud’s physical thickness, $\tau$ its optical thickness, and $g$ the asymmetry factor of the scattering phase function (cf. Fig. 1). Equation (2) defines Davis et al.’s (1997a) horizontal transport scale for solar photons.

For typical stratus ($\Delta = 0.2$–$0.5$ km, $\tau = 8$–16, $g = 0.85$), the root-mean-square horizontal transport, $\sqrt{\langle \rho^2 \rangle}$, is 0.2–0.5 km. A detailed Green-function analysis of the time-dependent diffusion problem with the appropriate boundary- and initial-conditions yields specific numerical constants and non-negligible pre-asymptotic correction terms for the above formulas. Figure 2 is a log-log plot of numerical results for $\langle t \rangle / \Delta$ and $\sqrt{\langle \rho^2 \rangle} / \Delta$ for cloud of variable $\tau$ and $\Delta$ when $G_R(\cdot)$ is flux; notice the good agreement with Eqs. (1–2) at large $\tau$.

**Figure 2:** Scaling of Low-Order Moments of Marginal Spatial and Temporal Signals with Basic Cloud Parameters, $\Delta$ & $(1-g)\tau$.

Thick-cloud asymptotic slopes predicted by diffusion theory are indicated.

3. **Application to Remote Sensing: Off-Beam Cloud Lidar**

Figure 1 is a schematic of off-beam lidar observation, from ground (note the necessity of wide-angle optics) and from space (where the beam can no longer be considered infinitesimally narrow, with respect to $\sqrt{\langle \rho^2 \rangle}$). Since $g$ is not expected to be highly variable, Eqs. (1–2) have an immediate appeal to cloud remote sensing: measurements of $G_R(\cdot)$ lead to $\Delta$ and $\tau$ (note that no existing remote-sensing technique yields the former quantity reliably).

Table 1 describes the kind of radial/azimuthal integration scheme that can be implemented in practice by software or hardware: 13 zones are defined with increasing radial (zenith-angle) increments that (over)compensate for the sharp decrease in signal with distance from the beam. Figure 3 shows the exponential decay of (average) path-integrated radiance going from one zone to the next. The close agreement between the exact computation and the flux-based estimate assuming isotropic surface radiance validates the diffusion approximation used to derive Eqs. (1–2). The exponential decay in Fig. 3 was actually observed in real clouds in a "reciprocal" experiment where, using an otherwise unmodified research lidar system, the beam was deflected away from zenith by as much as 12° before losing the signal altogether (Davis et al., 1997c).

Figure 4 shows the simulated time-dependence in each zone of Fig. 3, essentially the highly discretized representation of $G_R(\cdot)$ that we could hope to measure with the scheme described in Table 1. Close to the beam—hence to standard lidar—the time-scale of the signal is determined by photon mean-free-path ($1/\sigma = \Delta/\tau$, where $\sigma$ is extinction and $\tau = 13$), far from the beam, the time-constant is on the order of a few $\Delta$’s. In a companion paper (Davis et al., 1998), we present first-ever laboratory measurements of space-time Green’s functions for simulated clouds of various optical depths using an ultra-sensitive (single photon-counting) imaging/ranging device.

4. **Signal-to-Noise Ratio Estimates: Night & Day**

Can the measurements of Davis et al. (1998) under near-ideal laboratory conditions be reproduced in the field? The answer depends on how high we can keep the signal-to-noise ($S/N$) ratio. Signal strength is obtained directly from the data in Fig. 4. In the far-field (bins #1–13), a typical signal for a doubled Nd:YAG (0.532 μm) laser with 50 μJ ($= 10^{14}$ photon pulses is $= 10^{11}$ photons/pulse/m$^2$/stv. Under an overcast sky, ambient radiance in
absence of moonlight and light pollution is $\approx 10^{8.5}$ photons/m$^2$/st/s for a 1 nm band-pass filter at lidar wavelengths (W. Priedhorsky, priv. com.). Thus, 

$$S/N = 10^{2.5} \times (E/50) \times (1/\delta\lambda) \times n^{1/2}$$

(3)

where $E$ is pulse-energy in $\mu$J, $\delta\lambda$ is filter band-pass in nm, and $n$ is the number of pulses averaged to produce the signal. By full-moon, there is $\approx 10^3$ times more ambient light, but the ensuing reduction of single-pulse $S/N$ in Eq. (3) can be defeated by pulse averaging: at rep-rate $10^4$ pulses/s, a second yields a factor of 100 in $S/N$. So, nighttime off-beam lidar seems to be within current technological reach (eye-safe micro-pulse lasers, interference filters).

In day-time, there is $\approx 10^5$ times more ambient light than used in Eq. (3). So we need to improve $S/N$ by at least a factor of $\approx 10^{3.5}$. Apart from pulse-averaging, this calls for non-standard technology in lidar applications: atomic-line filters with $\delta\lambda = 0.001$ nm (Yeh, 1982) centered at solar absorption lines (Na doublet, $N$ down by more than an order of magnitude), and strong sources (possibly jeopardizing eye-safety) tunable to the filter wavelength. If necessary, one may abandon $GR(\cdot)$ measurement and use a spatial filter that will give only the ratio in Eq. (2).

5. Conclusions

We reviewed diffusing-wave Green function theory for finite optical media from the standpoint of off-beam cloud lidar. Sensitivity of the basic off-beam quantities to cloud parameters makes their measurement attractive for remote sensing; indeed, optical and physical cloud thicknesses can be retrieved. However, until new technologies in filtering and laser sources are fully tested, a priori signal-to-noise ratios favor night-time observations.
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<table>
<thead>
<tr>
<th>inner radius (outer $r_1 = 1$)</th>
<th>$\theta$, from (°)</th>
<th>solid angle (st)</th>
<th>$\rho$, from (m)</th>
<th>area at 1 km range (m$^2$)</th>
<th>radiative flux (pulse$^{-1}$ m$^{-2}$)</th>
<th>average radiance (pulse$^{-1}$ m$^{-2}$ st$^{-1}$)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.0000</td>
<td>0.00</td>
<td>0.00</td>
<td>0.25</td>
<td>1.25</td>
<td>3.00</td>
</tr>
<tr>
<td>2</td>
<td>0.0075</td>
<td>0.03</td>
<td>0.03</td>
<td>0.15</td>
<td>0.30</td>
<td>0.75</td>
</tr>
<tr>
<td>3</td>
<td>0.0137</td>
<td>0.04</td>
<td>0.04</td>
<td>0.10</td>
<td>0.20</td>
<td>0.50</td>
</tr>
<tr>
<td>4</td>
<td>0.0248</td>
<td>0.08</td>
<td>0.08</td>
<td>0.05</td>
<td>0.10</td>
<td>0.25</td>
</tr>
<tr>
<td>5</td>
<td>0.0452</td>
<td>0.15</td>
<td>0.15</td>
<td>0.03</td>
<td>0.06</td>
<td>0.15</td>
</tr>
<tr>
<td>6</td>
<td>0.0823</td>
<td>0.27</td>
<td>0.27</td>
<td>0.02</td>
<td>0.04</td>
<td>0.10</td>
</tr>
<tr>
<td>7</td>
<td>0.1498</td>
<td>0.49</td>
<td>0.49</td>
<td>0.01</td>
<td>0.02</td>
<td>0.05</td>
</tr>
<tr>
<td>8</td>
<td>0.2726</td>
<td>0.90</td>
<td>0.90</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>9</td>
<td>0.4961</td>
<td>1.64</td>
<td>1.64</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>10</td>
<td>0.0929</td>
<td>2.54</td>
<td>2.54</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>11</td>
<td>0.1643</td>
<td>5.42</td>
<td>5.42</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>12</td>
<td>0.2997</td>
<td>9.80</td>
<td>9.80</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
<tr>
<td>13</td>
<td>0.5443</td>
<td>17.45</td>
<td>17.45</td>
<td>0.00</td>
<td>0.00</td>
<td>0.00</td>
</tr>
</tbody>
</table>

Table 1: A 13-Element Focal Plane Zenithal/Azimuthal (ZEN/azi) Integration Scheme. Path-integrated signals (average radiance and radiative flux at the instrument) are entered for an idealized homogeneous cloud of optical thickness $\tau = 13$ and "CI" scattering properties (asymmetry factor $g = 0.84$) at $\lambda = 1.06$ $\mu$m, leading to $R = 1 - T = 0.52$. The model cloud, physical thickness $\Delta = 300$ m, is observed from a range of 1 km. Extinction in the cloud is $\sigma = \tau/\Delta = 43$ km$^{-1}$, hence the transport mean free path $\ell_I = 1/[(1-g)\sigma] = 0.14$ km and the "rescaled" optical depth $(1-g)\tau = \Delta/\ell_I = 2.1$. 93
Figure 3: ZEN/AZI Summation Scheme and Validation of Diffusion Approximation. Boundaries of most of the 13 zenith-angle zones described in Table 1 are indicated near the lower axis. Exact radiance at the instrument and its Lambertian surface flux approximation for the cloud model described in Table 1 are plotted on the l.h. axis; their agreement validates the diffusion (photon random walk) assumption used to derive Eqs. (1–2). Solid angles subtended by the 13 zones are plotted on the r.h. axis. Note how the product of radiance and solid angle (the element of radiative flux, hence the current in a PMT) is roughly constant from zone to zone, as shown in Table 1. This is the purpose of the nonlinear decimation in radial distance.

Figure 4: Numerical Simulation of a Space-Time (Angle-Path) Observation using the ZEN/AZI Summation Described in Table 1. Notice the numerical noise resulting from the (forward) Monte Carlo computation with $10^7$ photon-histories. Path-bins are 15 m ($5 \times 10^{-8}$ s) wide and 200 are used along the abscissa. See Table 1 for a description of the cloud model.
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1 Introduction

Over the last decade, the quantification of tropospheric aerosol abundance, composition and radiative impacts has become an important research endeavor. For the most part, the interest in tropospheric aerosols is derived from questions related to the global and local (instantaneous) radiative forcing of climate due to these aerosols.

One approach is to study local forcing under well-defined conditions, and to extrapolate such results to global scales. To estimate local aerosol forcing, appropriate radiative transfer models can be employed (e.g., the Fu-Liou radiative transfer code, [Fu and Liou, 1993]). In general, such models require information on derived aerosol properties [Toon, 1994]; namely the aerosol optical depth, single-scattering albedo, and asymmetry factor (phase function), all of which appear in the equations of radiative transfer.

In this paper, we report on a method that utilizes lidar data and in situ aerosol size distribution measurements to deduce the vertical structure of the aerosol complex index of refraction in the near IR, thus identifying the aerosol type. Together with aerosol size distributions obtained in situ, the aerosol refractive index can be used to calculate the necessary derived aerosol properties.

The data analyzed here were collected during NASA’s PEM West-B (Pacific Exploratory Mission) experiment, which took place in February/March 1994. The platform for the measurements was the NASA DC-8 aircraft. The primary goal of the PEM West missions [Browell et al., 1996] was the assessment of potential anthropogenic perturbations of the chemistry in the Pacific Basin troposphere. For this purpose the timing of PEM West-B corresponded to the seasonal peak in transport from the Asian continent into the Pacific basin [Merrill et al., in press]. This period normally occurs during Northern Hemisphere spring, when the Japan jet is well-developed.

2 Experimental Details

While the main focus of PEM West-B was the investigation of ozone chemistry, a number of instruments onboard the mission aircraft measured aerosol properties. The in situ aerosol instruments consisted of a Forward Scattering Spectrometer Probe, FSSP-300, as well as the NASA Ames wire impactor system [Pueschel et al., 1994]. The NASA Langley Research Center airborne UV DIAL (Differential Absorption Lidar) system, operating at 280 nm, 300 nm, 600 nm and 1064 nm, provided remote observations in both zenith and nadir configurations. Especially for radiative transfer calculations, it is desirable to have information about aerosol optical properties within the entire atmospheric column. In principle, lidar is capable of providing some of the required information along the vertical viewing path.

The scenarios for the comparison of the in situ and the lidar data are depicted in Fig.1. Prior to the descent of the research aircraft, the lidar continuously samples in the nadir as well as in the zenith direction, providing data that
Fig. 1: Experimental setup for the comparison of lidar-derived with FSSP derived aerosol backscatter can be inverted to yield local backscatter profiles. At the same time, the onboard FSSP continuously measures the local aerosol size distribution in the radius range of 0.21 - 11.84 μm along the entire flight track. The in situ data are then used to calculate aerosol optical coefficients at the lidar wavelengths using a standard Mie-scattering code, and assumptions regarding the particle refractive index. This analysis yields the height-dependent aerosol backscatter and extinction profiles, which may then be compared to the inverted lidar profiles obtained aloft. For this study, we used a 50-s binning interval for the FSSP data before calculating the optical parameters.

The NASA Langley DIAL system operated at four wavelengths from the UV to the near-IR at a pulse rate of about 8.6 Hz. The system contained a pair of Nd:YAG lasers each pumping a dye laser [Browell, 1989; Browell et al., 1996]. The atmospheric backscatter return was recorded with 30-m vertical resolution and a horizontal averaging interval of 1.75 s, resulting in a horizontal resolution of approximately 400 m at a nominal aircraft speed of 14 km/min. Simultaneous zenith and nadir measurements were taken with a standoff range of 750 m above and below the aircraft to avoid problems with the “overlap” function. A detailed description of the DIAL system is found in Browell et al.[1983] and Browell [1989].

The lidar data was inverted using a modified Klett algorithm [Mielke et al., 1992] to obtain the scattering ratio, \( R(z) \), from the lidar signal in the form:

\[
R(z) = \frac{F(z)}{\frac{1}{R(z_0)} + 2 \int_{z_0}^{z} F(z')g(z')dz'}
\]

where \( F(z) \) is defined as follows:

\[
F(z) = \frac{z^2 P(z)}{z_0^2 P(z_0)} \beta_{mol}(z_0) \times \\
\exp \left\{ 2 \int_{z}^{z_0} \left[ \beta_{mol}(z')g(z') - \alpha_{mol}(z') \right] dz' \right\}
\]

\( P(z) \) is the lidar signal from a distance \( z \), while \( P(z_0) \) is the lidar signal at a reference distance \( z_0 \). The aerosol scattering parameters required to calculate \( R(z_0) \) and the lidar ratio \( g(z) \) were derived from the in situ size distribution measurements.

3 Data comparison

Our basic assumption in comparing the lidar- and in situ - derived backscatter profiles is that the aerosol index of refraction is constant over specific altitude intervals. To divide the local atmosphere into such layers - with different refractive indices - we first use the structure of the raw lidar data to choose the
Fig. 2: Comparison of lidar derived aerosol scattering ratio (solid line) with in situ aerosol scattering ratio (dashed line) at 1.064 μm for case study 3 on March 7, 1994.

number and location of these layers. In the subsequent lidar inversion, we then seek to minimize the altitude-averaged, relative difference between the lidar scattering ratio and the FSSP-derived scattering ratio:

$$
\chi = \frac{1}{N} \sum_{i=0}^{N} \frac{R_{\text{FSSP}}(z_i) - R_{\text{lidar}}(z_i)}{R_{\text{lidar}}(z_i)}
$$

(3)

given here in terms of the discretized scattering ratio profiles, where N is the number of data points along the profile. In this sense, the quantity \( \chi \) serves as an estimate of the accuracy of the aerosol refractive index in the calculation of \( R_{\text{FSSP}} \).

Table 1: Complex index of refraction for the seven aerosol types considered in this study according to a classification by Kent et al. [1983].

<table>
<thead>
<tr>
<th>Aerosol type</th>
<th>Complex index of refraction at 1.064 μm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maritime</td>
<td>1.405 - 0.004i</td>
</tr>
<tr>
<td>Maritime/rural</td>
<td>1.463 - 0.009i</td>
</tr>
<tr>
<td>Rural/urban</td>
<td>1.56 - 0.089i</td>
</tr>
<tr>
<td>Urban</td>
<td>1.600 - 0.163i</td>
</tr>
<tr>
<td>Dustlike</td>
<td>1.52 - 0.008i</td>
</tr>
<tr>
<td>75% H₂SO₄</td>
<td>1.42 - 1.5·10⁻⁶i</td>
</tr>
<tr>
<td>(NH₄)₂SO₄</td>
<td>1.51 - 2.4·10⁻⁶i</td>
</tr>
</tbody>
</table>

For the purpose of this study we confined our possible choices of refractive indices to the seven aerosol types listed in Table 1.

4 Results

At three locations in the Pacific Basin troposphere, we compared altitude profiles of aerosol backscattering at 1.064 μm as derived from in situ aerosol size distribution and lidar measurements.

For all three case studies, we achieved reasonable agreement when we assumed two distinct layers of differing aerosol refractive index. In particular, two of the three cases studied gave excellent agreement when we included an upper layer of aqueous sulfuric acid aerosols (above 3.4 km and 4.7 km, respectively) and a lower layer similar to rural or rural/urban type aerosols [Redemann et al., submitted]. A third case study (Fig. 2) yielded an upper aerosol layer composed of ammonium sulfate particles (3.3 km - 7.6 km) and a lower layer of dust-like aerosol (1.2 km - 3.3 km).

A back-trajectory analysis for this latter case study indicated a similar history of the airmasses in the different layers [Merrill et al., in press]. The airmasses representing both the upper and lower layers originated southeast of the Caspian Sea and passed over the Gobi desert at some time during the 2 days prior to sampling. In particular, the lowest level airmass crossed the Gobi Desert at its northern
edge 36 hours before the measurements took place. Accordingly, the finding of an aerosol with dustlike refractive index in the lower portion of this profile is very much consistent with the airmass origin and history.

5 Conclusions

In almost every case investigated, the combined PEM-West B aerosol observations (lidar, FSSP, impactor) could not be explained on the basis of a compositionally homogeneous aerosol layer. However, most of the data could be interpreted using a multi-layer aerosol model with reasonable choices of aerosol types (and corresponding refractive indices). The main layers could be identified using the intensity profile of the raw lidar data. Indeed, we note that in the three cases presented here, the assumption of two distinct layers was adequate to provide an accurate interpretation of the measurements. This begins to define the limitations of current observations in resolving aerosol structure, both vertically and horizontally. We conclude that the combination of aerosol in situ size distribution data and lidar backscatter data in the fashion shown here is a suitable technique to retrieve the vertical structure of the aerosol refractive index.
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Abstract

We report the first field measurement of a high spectral resolution lidar system at 532 nm with an injection seeded doubled Yag laser and the use of molecular iodine vapor filter in the receiver to measure both atmospheric state parameters (temperature, pressure, and density) and aerosol properties simultaneously. With input of both pressure and temperature at a reference altitude, the system measures vertical profiles of aerosol optical properties and atmospheric state parameters.

1. Introduction

Measurements of vertical profiles of aerosol optical properties and atmospheric state parameters including temperature are of considerable importance to atmospheric physics. It is therefore one of the principal goals of lidar measurements in the troposphere to measure directly the backscatter ratio and temperature profiles (She, 1990), thereby determining all relevant vertical profiles of aerosol optical properties and state parameters of a troposphere in hydrostatic and local thermal equilibrium. The scattering spectrum from molecules, Rayleigh scattering, which depends on the temperature and pressure, can be used to measure the atmospheric temperature and pressure at different altitudes. Light scattered from the atmosphere also has contributions from aerosols, which vary in size, shape, and distribution. A high spectral resolution lidar (HSRL), with the use of atomic or molecular vapor filters, can spectrally separate molecular and aerosol scattering return signals to allow measurements of vertical aerosol properties and temperature profiles (Shimizu et al., 1983). Using a barium vapor filter operated near 537 nm, initial measurements with this technique have been reported (Alvarez et al., 1993). Measurements of optical aerosol properties have been measured using an iodine vapor filter by the Wisconsin group (Piironen et al., 1994). More recently, measurements of tropospheric temperature profiles using an iodine vapor filter to deduce simultaneously measured aerosol optical properties and state parameters were conducted at 589 nm (Caldwell, 1995). Although the photon signal to noise of the system at 589 nm was marginal due to a relatively low linear count rate that were achievable with the photomultiplier tube that was available, the measurement results were in agreement with the concurrent balloon sonde. The HSRL technique for measuring atmospheric temperature and aerosol properties is self consistent in that it only requires the pressure at one altitude as an independent input. The development of the HSRL at different stages has been summarized and compared (Hair et al., 1996).

2. Lidar System at 532 nm

The complexity of the 589 nm HSRL system based on several inter-related lasers has prompted the development of a lidar system to be operated at 532 nm, using the popular, commercially available doubled YAG laser. Since the lidar system uses the spectral information from the scattered returns that pass through an iodine vapor filter for frequency discrimination, the laser transmitter must have high spectral resolution (~100 MHz) and be tunable over a few GHz so that it can be operated within a selected iodine absorption band. In addition the laser must be capable of being locked to an absolute frequency. As shown in Figure
1, a Lightwave model 142 cw dual wavelength laser having 50 mW of both 1064 nm and 532 nm light is used. The 1064 nm light is used to seed a pulsed doubled YAG laser (Spectra Physics model DCR-3D) producing tunable and Fourier transform limited transmitting laser pulses. The cw 532 nm light is frequency locked to provide an absolute frequency reference using iodine Doppler-free saturated absorption spectroscopy, with an active feedback control loop (Arie et al., 1992).

The detection system in our case uses a relatively small 8-inch Cassegrain telescope. A Daystar filter with a FWHM of 130 GHz has been installed in the receiving system to eliminate rotational and vibrational Raman scattered light from the return signal, eliminating the need to include them in data analysis. In addition, this removes significant background light which also allows measurements to be made near dusk and dawn. The signal is then split into three channels. Two molecular scattering channels have iodine vapor filters, while an unfiltered channel measures the total Rayleigh-Mie scattering as shown in Figure 1. This system is an improvement over that at 589 nm for two main reasons (Caldwell, 1995). The system at 532 nm reduces the error due to photon counting statistics and simplifies the lidar transmitter to a more desirable and robust system. As demonstrated previously for the 589 nm system, an iodine vapor filter can accurately be used to separate molecular and aerosol scattering for atmospheric temperature measurements and with a transmitter consisting of only stable solid state lasers that are commercially available, atmospheric temperature and aerosol measurements with high range and temporal resolution can be conducted routinely.

**Figure 1.** Schematic of HSRL transmitter and receiver. The transmitter system consists of the cw YAG laser to seed the pulsed YAG laser allowing a single longitudinal mode with 74 MHz linewidth. The receiver setup consists of the collected light being split into three channels, two with iodine filters.

3. Initial Field Results

In the spring of 1997, the lidar system at 532 nm was in operation. Data taken on the night of May 4 demonstrated reduction of the photon counting error as experienced in the 589 nm system, giving an hourly average temperature profile with ~ 6.5 K/km lapse rate up between 2 and 10 km with good signal-to-noise. As reported in a recent conference paper (Hair et al., 1998), the data obtained on September 6, 1997 has demonstrated the lidar’s ability for cloud dynamic studies and for temperature profile measurements with modest aerosol or cloud backscatter present (backscatter ratio less than 5). Unfortunately, there exists a systematic temperature bias making the lidar measured temperatures consistently ~ 8 K warmer than the reading from balloon sonde. The exact nature of this bias is still under study, although most likely it is due to insufficient spectral purity in the laser system at 532 nm.
The HSRL originally conceived assumes that only a pressure input at one altitude is needed for data analysis (Alvarez, et al, 1993) to retrieve profiles of aerosol and atmospheric state parameters. Until a laser transmitter of better spectral purity is available there are two alternatives. First we may correct the temperature bias by using both pressure and temperature at the reference level. Alternatively, we assume that the transmitted laser light has a 1% broad band radiation (over a 35 GHz range) in addition to the main narrowband (measured to be ~ 75 MHz FWHM) output. With this broadband radiation accounted for in the data analysis program, the temperature bias is removed. A recent example using this analysis procedure on data taken Feb. 7, 1998 is shown in Fig. 2. The lidar measured temperature profile tracks the balloon sonde very well up to ~ 10 km where a layer of cloud with backscatter ratio of 20 was present. The temperature data is a bit noisy above 10 km, but considering the photon noise, it is still in agreement with the balloon sonde taken 60 miles away.

4. Conclusion and Future Prospect

The field measurements shown in Figure 2 revealed the salient features and demonstrated the uniqueness of our HSRL lidar system under development. The lidar is capable of simultaneous measurements of aerosol and atmospheric state parameters. With such a modest lidar system (5 W transmitter and an 8-inch receiving telescope), hourly mean temperature profiles can be made up to a range of 15 km, even under modest aerosol/cloud contamination. If laser spectral purity can be increased, higher backscatter ratios can be tolerated, making dynamical and thermal studies of cirrus cloud structure possible with our lidar.

Though with poor signal-to-noise, the interim lidar at 589 nm did not show observed systematic temperature bias because the laser transmitter only used the pulsed YAG laser to pump a dye amplifier. The small fraction of broadband light in the pump does not significantly impact the frequency spectrum of the PDA output (Caldwell, 1995). During the course of the development, it became clear that the spectral purity of our current YAG system is, unexpectedly, lower than that is required for the HSRL transmitter for atmospheric temperature profiles to be exactly determined without the correction for the ~1% broadband frequency component in the transmitted laser signal. Before the laser transmitter is improved, a normalization factor will be introduced into data analysis for temperature measurements. This can be done by a simple measurement of pressure and temperature at one convenient altitude or by introducing an appropriate fraction of broadband component light into the transmitter spectrum in data analysis depending on the laser system used.
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1 Introduction

Although a basic Mie lidar is able to provide the information of distributions of atmospheric aerosols, it requires an assumption on the relationship between the extinction and back scattering coefficients of aerosols to solve the lidar equation (Collis and Russell, 1976, Reagan et al., 1989). It was suggested (Shipley et al., 1983) that when the Rayleigh and the Mie scattering signals are measured separately the aerosol optical properties can be directly deduced with the knowledge of air molecular scattering parameters. A high spectral resolution lidar (HSRL) using a monochromatic laser and a narrow band blocking filter such as the high resolution Fabry-Perot etalon and the atomic vapor cell can provide such a direct determination of the two backscattering components based on their spectral difference without the need for additional assumptions.

In 1983 Shimizu et al. proposed a HSRL using atomic blocking filters for measuring atmospheric parameters and She et al. (1992) demonstrated the simultaneous HSRL measurements of tropospheric temperature and aerosol extinction coefficient profiles using two barium atomic vapor filters. These studies have shown several advantages of an atomic absorption filter over an interferometer filter: the spectral characteristics of an atomic absorption filter are stable and its transmission characteristics are not dependent on the mechanical alignment, which makes the alignment of the filter much easier and can eliminate the well known range dependence of lidar signal along with an interferometer filter; furthermore, high rejection against aerosol scattering can be obtained with an atomic absorption filter so that the separation of the Rayleigh and Mie scattering signals becomes more easy and more perfect.

Piironen and Eloranta (1994) demonstrated HSRL measurements of aerosol scattering properties based on an iodine absorption filter and reported that strong absorption is obtained with a short length of the iodine vapor cell at room temperature.

In this paper we report a HSRL using an iodine filter for measuring clouds and aerosols. One of the purposes of the HSRL is to construct models of clouds and aerosols which can be useful for developing data reduction algorithms for space lidar observation. We also present the measurement of the atmospheric temperature profile with the HSRL.

2 Lidar System Description

A block diagram of the HSRL is shown in Fig.1. The lidar transmitter employs a pulsed, frequency doubled Nd:YAG laser at 532 nm (Continuum Powerlite 7010) as a light source. The laser oscillator is injection seeded with a single frequency cw Nd:YAG laser so that the laser has a narrow spectral band width of 0.003 cm⁻¹. Maximum frequency doubled output is 400 mJ per pulse at a repetition rate of 10 Hz. Pulse energy is changeable by adjusting the Q-switch delay time. Pulse duration is 5-7 ns. The laser wavelength is tunable by thermally scanning the seeder frequency.

Since the laser wavelength should be tuned to and kept at the center of an iodine absorption line for completely blocking the Mie scattering component, a wavelength monitor was developed. It consists of an acoustooptic (AO) modulator, an 20 cm iodine cell, and two power monitor detectors with peak holding circuit. A small portion of transmitted laser beam is picked off with a partial mirror and directed to the wavelength monitor. Both zeroth and first order beams from the AO modulator are transmitted through the iodine cell and detected with the detectors. The frequency of the first order beam is shifted by 270 MHz while the zeroth order beam does not receive the shift. When the laser wavelength is tuned to the center of an absorption line of iodine, the shifted wavelength is located at the shoulder of the absorption line. The change of the laser frequency and the direction of the change can be thus detected from the changes of the outputs of the two detectors.

The receiver uses a 40 cm iodine cell as a high resolution blocking filter and the laser wavelength is tuned to the 1111 absorption line center. Because the transmission of the iodine vapor cell is dependent on the cell temperature, the iodine cell is thermally stabilized.
A 56 cm Cassegrain type telescope is used in the receiver. A non-polarization cube beamsplitter is used for dividing the collected lidar return to eliminate the effect of depolarization in cloud measurements. Two photomultiplier tubes, PMT1 and PMT2, are used for optical detection and photon counting mode is utilized. Table 1 lists the lidar specifications.

Table 1  Lidar specifications

<table>
<thead>
<tr>
<th>Transmitter</th>
<th>Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser: pulsed, injection seeded SHG Nd:YAG</td>
<td>Telescope: 56 cm, Cassegrain type</td>
</tr>
<tr>
<td>Wavelength: 532 nm</td>
<td>FOV: 0.3 mrad.</td>
</tr>
<tr>
<td>Maximal output: 400 mJ / pulse</td>
<td>Detector: photomultiplier tube</td>
</tr>
<tr>
<td>Repetition Rate: 10 Hz</td>
<td>Detection mode: photon counting</td>
</tr>
<tr>
<td>Bandwidth: 3 nm</td>
<td></td>
</tr>
</tbody>
</table>

3 Experimental Results

To test the characteristics of the iodine filter, we firstly measured the absorption spectrum of the iodine cell for the wavelength monitor by scanning the laser wavelength. Fig. 2 shows the results. By comparing the measured iodine spectrum with the published spectrum (Gerstenkorn et al., 1978) we identified the absorption lines. We chose 1111 line for HSRL experiments, because it has strong absorption.

We then measured the spectrum of lidar return signal by scanning laser wavelength over 1110 and 1111 lines. Fig. 3 shows the ratio of the outputs of PMT1 and PMT2 as a function of laser wavelength. In Fig. 3, spectra at a height of 7.5, 12.3 and 18.3 km (solid line) and simultaneously measured iodine absorption spectrum (dotted line) are shown. For comparison we calculated the convolution of the iodine spectrum and Rayleigh spectrum, and fitted the result to the measured spectra of different heights.

---

Fig. 1 Diagram of the iodine absorption Blocking filter based HSRL.

Fig. 2 Absorption lines of monitor iodine cell measured by scanning laser wavelength.
We obtained the temperature profile from the spectral widths of the fitted Rayleigh spectra for different heights. We also retrieved a temperature profile by inverting the Rayleigh profile derived with PMT1 in Fig.1 using the algorithm by Elterman (1953) and Hauchecorne and Chanin (1980). Both temperature profiles are compared in Fig. 4 with a sonde measurement at a station close to the lidar site. Temperature profiles are generally agreed. The temperature profile retrieved from the Rayleigh profile is higher than sonde data at the lower height. This is due to the saturation of the photocounting system. The profile obtained with the Rayleigh spectral width is less sensitive to the saturation.

Mie-to-Rayleigh backscatter ratio and backscattering coefficient distributions of the stratospheric aerosols can also be derived at the same time with the temperature profile measurement. Figure 5 shows an example of the scattering ratio in stratosphere which was measured on the nights of January 26, 1998. Integrated backscattering coefficient from tropopause to 30 km was currently observed to be 0.00015–0.00025 (sr\(^{-1}\)).

Preliminary observation of clouds has been started. Figure 6 shows an example of measured backscatter coefficient (a), optical depth (b), extinction coefficient (c) and lidar ratio (d) (i.e., the ratio of the extinction coefficient and optical depth).
coefficient to the backscattering coefficient of the Mie scatterers) of an optically thin cloud.

4 Conclusions

A HSRL using an iodine absorption filter has been developed and reported. The preliminary observations showed that a HSRL is a useful tool for measurements of aerosol and cloud optical properties. It was also demonstrated that a HSRL can be used for simultaneous measurements of the profiles of backscattering coefficient and temperature of the stratosphere and upper troposphere. This lidar is currently being used for measuring the aerosols, clouds and temperature profiles at NIES.
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1 Introduction

Recently, a street of cumulus clouds (the so-called "Kampachi Cloud") was frequently observed over the Metropolitan Loop Road No.8 in Tokyo in summer (Figure 1). People living along the Loop 8 are interested in the cloud street: What is the mechanism of the cloud street? Is the cloud street formed by the aerosols released by cars on the Loop 8, or by the heat island in Tokyo? To answer these questions, the lidar network and airborne observations were carried out at three lidar stations from 1994 to 1996. The radiosonde soundings were also made at the second lidar station.

Figure 1. Photograph of the cloud street (Kampachi Cloud) on 21 August 1989 (by the Asahi Shimbun).

Figure 2. (a) Surface temperature, and (b) surface wind and stream line in Tokyo and its surround area at 15 JST on 21 August 1989.
Figure 3. Lidar and radiosonde observation of the cloud street over Setagaya-ku, Tokyo at 15 JST on 8 August 1994. (a) Relative humidity (RH), dew-point temperature (Td) and air temperature (T), (b) backscattered lidar signal, and (c) horizontal wind vector.

2 Case Study of the Cloud Street in August 1989

The analysis of the surface wind and temperature measured at a hundred of monitoring stations in Tokyo and its surrounding area is shown in Figure 2. These figures show that the Kampachi Cloud occurred over the convergence zone of surface winds. The convergence zone coincides with the heat island of Tokyo. The analysis suggested that the geographical location of the cloud street may be determined by the interaction between the heat island circulation and the land and sea breeze circulation in Tokyo.

3 Lidar Network Observation in 1994

The lidar network and radiosonde observations of the cloud were carried out in Tokyo during 5-8 August 1994 in order to investigate the structure of the cloud. The first station was located at Koto-ku, near the Bay of Tokyo. The second station, Setagaya-ku, was just west of the center of Tokyo, 15 km inland from the seashore. The third station, Hachioji, was 45 km inland.

A typical cloud street was observed at 1200 m just above the mixed layer in the afternoon on 8 August 1994, when the sea breezes from the Tokyo and Sagami Bays were blowing into the heat island of Tokyo. It is suggested that the cloud street was formed by the thermal convection in the unstable shear flow.

4 Airborne Observation in 1996

The airborne, lidar and radiosonde observations were carried out in the summer of 1996, in order to investigate the structure of the atmosphere over Tokyo.

A laser particle counter, an impactor and a thermometer-hygrometer were installed in a helicopter. The airborne observation by the helicopter provided vertical profiles of number density of aerosols, aerosol samples, air temperature and humidity from 300 m to 2500 m. Simultaneously, lidar and radiosonde observations were conducted. A compact and removable eye-safe lidar developed by IHI (Ishikawajima-Harima Heavy Industries Co., Ltd.) was used to monitor the atmospheric environment.

Figure 4(a) shows a schematic illustration of an aerosol layer and the free atmosphere over Tokyo. The airborne observation demonstrated that there was
an aerosol layer over Tokyo due to the anthropogenic sources. The visibility was bad in the aerosol layer and very good in the free atmosphere. In the daytime, the aerosol layer corresponded to the mixed layer at height of about 1 km. There were cumulus clouds at the top of the mixed layer.

Figure 4(b) are electron micrographs of the aerosols collected at heights of 300 m, 1000 m and 2500 m.

The anthropogenic aerosols were well mixed in the mixed layer, and were trapped at the capping inversion. An abrupt change of aerosol density exists between the mixed layer (Z=1000 m) and the free atmosphere (Z=2500 m). Several water-soluble aerosols can be seen in the electron micrograph at height of 1000 m, where the relative humidity is high.

Figure 5 shows a comparison of simultaneous lidar, radiosonde, and airborne observations at 15 JST on 9 August 1997 over Tokyo. There was a top of mixed layer at height of 1600 m. Potential temperature and specific humidity are almost constant in the mixed layer. Relative humidity is maximum at the top of mixed layer. Intensity of back scattering is constant in the mixed layer, and increases near the top of mixed layer. Number density of the aerosols at various radii increases gradually from the surface to the top of the mixed layer, and then decreases suddenly. The figure demonstrated that the mixed layer controlled the vertical distribution of the aerosols.

5 Concluding Remarks

We proposed an observational model of the atmospheric environment and the Kampachi Cloud over Tokyo in Figure 6 (Kai et al., 1995a). Sea breezes from the Tokyo and Sagami Bays, the heat island along the Loop 8, the aerosol layer and the Kampachi Cloud characterize the atmospheric environment over Tokyo in summer. The observational results suggested that the condensation nuclei and water vapor for the Kampachi Cloud were supplied from the mixed layer. The compact and removable eye-safe lidar developed by IHI was applicable to monitoring the atmospheric environment over a populated area such as Tokyo.

Figure 4. (a) Schematic illustration of the aerosol layer over Tokyo, (b) electron micrographs of the aerosols collected at height of 300 m, 1000 m and 2500 m over Setagaya-ku, Tokyo on 9 August 1996.
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**Figure 5.** Comparison of simultaneous lidar, radiosonde and airborne observations. (a) Schematic illustration of the observations, (b) sampling radii of the aerosol, (c) specific humidity, potential temperature and relative humidity, (d) lidar signal, and (e) number of the aerosols at various radii.

**Figure 6.** Model of the atmospheric environment and the Kampachi Cloud over Tokyo in summer.
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1. Introduction

Aerosols in the atmosphere take an important role in the global climate change through radiation and chemical processes. Information of aerosol scattering magnitude is also necessary for the development of spaceborne lidar because required system parameters ( laser power, telescope diameter, detector sensitivity ) depend on the strength of aerosol backscattering. Though lidar is the best tool to measure height profiles of the atmospheric aerosols, the equatorial region where raw materials of the stratospheric aerosols are supplied through active convection is a blank area as for lidar observations. Then, we installed a lidar system at Bandung, Indonesia to observe height profiles of aerosol distribution and to study the transportation mechanism of the aerosols in the global scale.

2. Lidar System

A lidar system is installed at Bandung (-7N, 108E), Indonesia on November 1996. Fundamental (1064nm), 2nd harmonic (532nm), and 3rd harmonic (355nm) wavelengths of Nd:YAG laser are transmitted. 2nd harmonic backscatter light and its N2 Raman backscatter light (607nm) are collected by a 28cm telescope and a 35cm diameter telescope. Fundamental and 3rd harmonic light are used in other receiving system which is described by Nagai et al. (1997).

In 35cm telescope system, upper troposphere and stratosphere are observed by photon counting. 532nm light components polarized parallel and perpendicular to the laser light are separately observed to get information about shape of aerosols. the parallel component is divided to lower altitude channel and upper altitude channel to expand dynamic range of detection system. The upper and lower altitude channels data are connected around 20km and combined to form a height profile of parallel component. The Raman backscatter channel includes only the signal from molecular N2 and is used as a reference for the atmospheric molecule distribution and extinction.

In 28cm telescope system, the signal is measured by A/D converter to observe the troposphere. Parallel and perpendicular components to the laser light are also separately observed. The system parameters are listed in Table 1.

3. Result

A height profile of scattering ratio and depolarization ratio after applying an iterative method for correction of extinction is shown in Figure 1 together with that at Wakkani (45N, 142E). Tropopause of this day is 17.6km which is just up a small peak seen at 17.2km. The stratospheric aerosols are distributed between 15km and about
Table 1. Lidar system at Bandung

<table>
<thead>
<tr>
<th>Transmitter</th>
<th>Laser</th>
<th>Nd:YAG laser with SHG and THG wavelength 1064 nm* 532 nm 355nm*</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Output energy</td>
<td>400 mJ 200 mJ 580 mJ</td>
</tr>
<tr>
<td></td>
<td>Repetition Rate</td>
<td>10 Hz</td>
</tr>
<tr>
<td></td>
<td>Beam divergence</td>
<td>&lt;0.1 mrad</td>
</tr>
</tbody>
</table>

Receiver(532nm and 607nm system)

| Telescope | 35cm Φ | 28cm Φ |
| Field of view | 1.0 mrad | 1.4 mrad |
| Height resolution | 60 m | 15m |
| Detector | PMT(R3234x4) PMT(R3234x2) P2S, Raman (N2) P,S |
| Method of detection photon counting | A/D |

*1064nm and 355nm laser light are used for backscattering measurement at each wavelengths and for raman backscattering measurement at 386nm by H2O and at 408nm by N2.

35km. Clouds are always observed between 10km and tropopause and area around tropopause is clear except for cloud-like structures. The stratospheric aerosols are seen from 12km and decrease around 30km at Wakkani. As the aerosols observed at Bandung appear from higher altitude than that at Wakkani, the integrated backscattering coefficients (IBC) are a few times smaller than at Wakkani. Time variation of IBC is shown at Figure 2. Variation of IBC at Bandung seems to be small and IBC is about 6x10^5sr^-1 level. In this observation period, Soufriere Hill at West Indies erupted and it is reported that plumes of ash have reached heights of 12km. Though there is a small increase of IBC after the eruption, the relation is not clear.

An example of height profiles of scattering ratio and depolarization measured by A/D are shown in Figure 3. Aerosol layer or thin clouds exist up to 6km, but upper troposphere seems to be very clear except for cirrus clouds which is always seen in higher altitude than 10km. Except for cloud-like structures, this clear upper troposphere is always observed at Bandung.
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Figure 1 (a) Height profiles of scattering ratio and depolarization ratio at Bandung. (b) Height profile of scattering ratio at Wakkani.

Figure 2 Integrated backscattering coefficient.

Figure 3 Scattering Ratio and Depolarization ratio at Bandung on April 21, 1997.
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Abstract

A key question of the backward integration (Klett) algorithm to lidar equation is how to determine the far-end extinction coefficient. This paper develops a Constraint Inversion Algorithm (CIA) for deriving the coefficient and then aerosol extinction profile from lidar return signals. The algorithm demands lidar return signals along both Horizontal path and slant (or vertical) path, and it uses Horizontal signals as constraint information in determining far-end aerosol extinction coefficient and then extinction profile σₐ(r) along the slant path. It is found that the smaller the wavelength is, and the larger the aerosol optical depth is, the more sensitive to the variation of the aerosol extinction to backscatter ratio kₐ the solution by CIA. According to the property a method is proposed to simultaneously retrieve σₐ(r) and kₐ from multi-wavelength or multi-path lidar observations. Numerical simulations and some applications by CIA will be presented. Its application includes a ruby lidar measurements of σₐ(r) during a dust storm event and a Nd-YAG lidar measurements of σₐ(r) in the boundary layer, lidar-detected aerosol extinction profile will be compared with aerosol concentration profile measured on a tower with a height of 344 m.

1. Constraint Inversion Algorithm (CIA) for deriving aerosol extinction coefficient profile and its extinction to backscatter ratio

The lidar equation can be written as

\[ P(r) = \frac{CE[\beta_m(r) + \beta_a(r)]}{r^2} e^{-2 \int_0^r [\sigma_a(r') + \sigma_m(r')] dr'} \]

where P(r) is the lidar return signal from the atmosphere at the distance r, C is a constant of lidar system, E is laser output energy, \( \beta_m(r) \) and \( \sigma_m(r) \) are molecular backscatter coefficient and extinction coefficient, and \( \beta_a(r) \) and \( \sigma_a(r) \) are aerosol backscatter and extinction coefficients, respectively.

It can be derived from Eq.1 that

\[ f(r) = \int_0^r k_a(r_0)S(r) \exp \left\{ \int_0^{r_0} [1 - \alpha(r')] \sigma_m(r') dr' \right\} dr \]

\[ = \frac{CE}{2} \left\{ \exp\left[ -2\alpha(r_0)\tau_m(0,r_0) - 2\tau_a(0,r_0) \right] - \exp\left[ -2\tau_a(0,r) - 2\alpha(r)r_m(0,r) \right] \right\}, \]

where \( \alpha(r) = k_a(r)/k_m \), \( k_a(r) \) and \( k_m \) are aerosol and molecular extinction to backscatter ratios. \( \tau_a \) and \( \tau_m \) are aerosol and molecular optical depths, and \( S(r) = P(r)r^2 \).

Combining Eqs. 1-2 can yield expression on the far-end extinction coefficient \( \sigma_a(r_1) \) as:

\[ \sigma_a(r_1) = -\frac{k_m(k_a(r_1))}{k_m} \sigma_m(r_1) + S(r_1)k_a(r_1) \left\{ \exp[2\tau_m(0,r_1) + 2\tau_a(r_0,r_1)] - \right\}

\[ - \frac{2k_m(k_a(r_1))}{k_m} \tau_m(0,r_0) \left\{ \exp[2\tau_m(0,r_1) - 2\tau_a(r_0,r_1)] \right\} f(r_1). \]

It is difficult to consider or derive height-dependent \( k_a(r) \) according to lidar return signals.
Molecular parameters can be known. Neglecting the variation of \( k_a(r) \) with \( r \) (\( k_a(r) = k_a \)), the far-end extinction coefficient \( \sigma_a(r_1) \) can be determined if \( k_a \) and \( \tau_a(r_0,r_1) \) are known. Then the aerosol extinction coefficient solution by backward integration algorithm using the \( \sigma_a(r_1) \) is:

\[
\sigma_a(r) = -\alpha \int_{r_0}^{r_1} \sigma_m(r_0, r_1) dr + \left( \frac{\alpha}{\sigma_a(r)} + 2 \int_{r_0}^{r_1} S(r) \exp \left( 2(\alpha - 1) \int_{r_0}^{r_1} \sigma_m(r) dr \right) dr \right) \frac{1}{\sigma_a(r_1)} \left( \frac{\sigma_m(r_1)}{\sigma_a(r_1)} + \alpha \sigma_m(r_1) \right) + 2 \int_{r_0}^{r_1} S(r) \exp \left( 2(\alpha - 1) \int_{r_0}^{r_1} \sigma_m(r) dr \right) dr
\]

A key question is how to determine aerosol optical depth \( \tau_a(r_0, r_1) \) between near-end \( r_0 \) and far-end \( r_1 \). So-called Constraint Inversion Algorithm (CIA) proposed in this paper uses additional lidar return signals and some aerosol parameters derived from the signals along the horizontal path as constraint information in determining \( \tau_a(r_0, r_1) \) alone slant or vertical path. In the algorithm \( \tau_a(r_0, r_1) \) can be derived according to Eqs. 1-2 as:

\[
\tau_a(r_0, r_1) = \frac{k_a(r_1)}{k_m} \tau_m(r_0, r_1) - 0.5 \ln \left( 1 - \frac{G f(r_1) b}{F f(r_1) b} \right), \tag{5}
\]

\[
\bar{G} = 1 - \exp \left[ -2 \bar{\tau}_a(0, r_0) - 2 \alpha \bar{\tau}_m(0, r_0) \right], \tag{6}
\]

\[
b = \exp \left[ -2 \bar{\tau}_a(0, r_0) - 2 \alpha \bar{\tau}_m(0, r_0) \right], \tag{7}
\]

\[
\bar{b} = \exp \left[ -2 \bar{\tau}_a(0, r_0) - 2 \alpha \bar{\tau}_m(0, r_0) \right]. \tag{8}
\]

where parameters with the bar are the horizontal ones, definition of both \( f(r_1) \) and \( \bar{f}(r_1) \) are shown in Eq. 2.

As shown in Eq. 5, five parameters such as \( f(r_1) \), \( \bar{f}(r_1) \), \( \bar{G} \), \( b \) and \( \bar{b} \) must be known in order to determine \( \tau_a(r_0, r_1) \). If \( k_a(r) \) is known, \( f(r_1) \) and \( \bar{f}(r_1) \) can be calculated using lidar return signals. \( \bar{G} \) can be derived through determining the optical depth \( \bar{\tau}_a(r_0, r_1) \) from horizontal lidar signals. In the case of small \( r_0 \) or basically homogeneous aerosol extinction coefficient between 0 and \( r_0 \), \( b / \bar{b} \approx 1 \). So, in the case of height-independent aerosol extinction to backscatter ratio \( k_a \), if the \( k_a \) is known, \( \tau_a(r_0, r_1) \) can be determined. Then in the case of height-independent aerosol extinction to backscatter ratio and no molecular scatter, the value \( k_a \) is not needed, and the ratio of \( f(r_1) \) to \( \bar{f}(r_1) \) can be simplified as:

\[
f(r_1) / \bar{f}(r_1) = \int_{r_0}^{r_1} S(r) dr / \int_{r_0}^{r_1} \bar{S}(r) dr. \tag{9}
\]

It is found that the smaller the wavelength is, and the larger the aerosol optical depth is, the more sensitive to the variation of the value \( k_a \), the solution by CIA. According to the property a method is proposed to simultaneously retrieve \( \sigma_a(r) \) and \( k_a \) from multi-wavelength or multi-path lidar observations.

2. Numerical simulations and Some applications

In numerical simulations, effect of errors in the constraint information, lidar return signals, and height-dependent \( k_a \) on the solution by CIA is analyzed. CIA is used in deriving aerosol extinction coefficient profile \( \sigma_a(r) \) from a ruby lidar observations during a dust storm event. It will also be used in a Nd-YAG lidar measurements of \( \sigma_a(r) \) in the boundary layer during March to June of 1998, and lidar-detected aerosol extinction profile will be compared with aerosol concentration profile measured by a particle sampler on a tower with a height of 344m. Some results will be presented.
Cirrus and mid-clouds programme for climatology purposes and studies of processes at the mesoscale
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1. Introduction

Upper tropospheric clouds play a key role in the earth’s radiation balance and therefore in global climate. For instance, cirrus clouds can modulate the heating and cooling rates of the atmosphere and earth’s surface by greenhouse and albedo effects, respectively (Liou, 1986). Until recently, our knowledge on the radiative, physical and microphysical properties of cirrus clouds were rather deficient despite some attempts conducted in the past. The experimental problem hamper our capability to come up with a relevant set of parameters for modelling. Recently, several field experiments have been conducted involving various remote sensors i.e. lidar, radar, radiometers, and in situ microphysical probes, that result in comprehensive data sets for the optical, radiative and microphysical properties of cirrus clouds. In addition, dedicated sites instrumented in remote sensors provide the opportunity to document the cirrus clouds properties over long periods of time.

In the recent years, we have been involved in both types of activities i.e. field campaigns and longer term climatology in the framework of a Cirrus and mid-clouds programme conducted at Institut Pierre Simon Laplace for the purpose of radiative transfer studies. Field campaigns such as EUCREX (European Cloud and Radiation Experiment) in 1994 put an emphasis on the parametrisation of processes while a longer term climatology undertaken at Palaiseau since 1993 is intended to provide with relevant parameters of mid-latitude cirrus clouds.

2. Data set and data inversion

During EUCREX in 1994 (Raschke et al., 1996) conducted off the coast of Brittany (France) over the Atlantic Ocean, natural cirrus have been documented from both remote sensors and in situ measurements. Backscatter lidars with depolarization measurements capability were deployed on board an aircraft and from the ground. The aircraft was also equipped with in situ probes and radiometers looking up and down (microphysical FSSP probes, Barnes PRT-5 (Precision radiation Thermometer), Eppley visible and infrared radiometers) above and below the cloud (Fig. 1). At present, the data set includes four flights conducted on extended cirrus decks on April 17 an April 21, and three time series recorded from the ground.

In addition, routine measurements are conducted at Palaiseau (48°43’N, 2.15°E) since 1993. The site is instrumented with a backscatter lidar with depolarization capability and visible and infrared radiometers. Radiosoundings are available nearby from the 12 km far meteo station. Many cases of cirrus have been recorded for periods of time of more than 6 hours.

The lidar data inversion is conducted according to Fernald (1984), Spinhirne et al. (1990) and Young (1995). The cloud properties to be retrieved are the following : base and top height, structure in cloud, apparent optical thickness, backscatter profile, apparent backscatter-to-extinction ratio, depolarisation ratio. The apparent parameters are corrected for multiple scattering using a multiplying factor $\gamma$ equal to 0.5 (Nicolas et al, 1997).

The lidar linear depolarization ratio is (Sassen 1979) : $\Delta = P_{\perp}(z)/P_{//}(z)$, where $P_{\perp}(z)$ and $P_{//}(z)$ are the backscattered power with perpendicular- and parallel polarization with respect to the transmitted laser polarization, respectively. It requires a normalization to the molecular depolarization at reference altitudes assuming the existence of “clear air” zones below and/or above the cirrus cloud. The depolarization ratio for a purely molecular signal is taken as $\Delta = 2.8\%$ (Young, 1980 and 1981). The cirrus depolarization ratio $\Delta p$ is corrected for molecular contribution. $\Delta p$ allows to discriminate water phase from ice and also to give an information on orientation of ice crystals. We obtain depolarization ratio between 0.4 and 0.5 for cirrus clouds as Spinhirne and Hart,1990), except during some occasions as presented below.

3. Seeding of an altostratus by a cirrus cloud

On 11 April 1994, during the Eucrex campaign, a ground based lidar observed a seeding event of an altostratus by a cirrus (Fig. 2a).

The meso analysis indicates a cold front coming from the north west. The wind velocity was 30 ms$^{-1}$ between 7 and 8 km and it decreased to 20 ms$^{-1}$ at 5 km. The radiosounding show the presence of a moisture layer between 6.5 and 9 km at 12:00 UT.

Depolarisation values of 0.5 were measured in the first part of the cirrus cloud with clear atmosphere below. Then high values of $\Delta p$ near or greater than 100 % indicating randomly oriented particles (Platt, 1981). The altostratus layer at 5
km was supercooled liquid water as Δp was almost zero and temperature was -23°C. After the seeding of cirrus particles into this lower layer beginning at 17:30 UT, we observed high values of depolarization mixed with low values, significant of mixed phase water (Fig. 2b).

A complete study of the seeding case will be proceeded containing a radiative study by comparison of radiative models outputs and flux measurements deduced from AVHRR and radiometers at the ground. We also will get information on dynamics forcing (vertical motion and turbulence) which is a very important feature in cloud formation (Ström, et al 1997).

4. Statistical properties

From a first analysis of lidar data available from EUCREX campaign and permanent site Palaiseau in France, we obtained distribution of height and optical thicknesses for cirrus clouds as shown in table 1.

<table>
<thead>
<tr>
<th>EUCREX</th>
<th></th>
<th></th>
<th>ΔH</th>
<th>δ</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLIGHT 8</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>leg OM1</td>
<td>8.37±0.59</td>
<td>9.67±0.46</td>
<td>1.29±0.36</td>
<td>0.64±0.54</td>
</tr>
<tr>
<td>leg MO1</td>
<td>8.71±0.55</td>
<td>10.135±0.475</td>
<td>1.42±0.29</td>
<td>0.44±0.25</td>
</tr>
<tr>
<td>leg MO2</td>
<td>8.53±0.59</td>
<td>9.74±0.5</td>
<td>1.21±0.34</td>
<td>0.44±0.38</td>
</tr>
<tr>
<td>FLIGHT 9</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>leg AC</td>
<td>7.5±0.88</td>
<td>9.88±0.72</td>
<td>2.38±0.86</td>
<td>0.56±0.55</td>
</tr>
<tr>
<td>FLIGHT 13</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>leg AB1</td>
<td>8.45±0.4</td>
<td>10.88±0.27</td>
<td>2.43±0.347</td>
<td>0.77±0.436</td>
</tr>
<tr>
<td>leg AB2</td>
<td>8.163±0.6</td>
<td>11.182±0.153</td>
<td>2.95±0.63</td>
<td>0.48±0.245</td>
</tr>
<tr>
<td>leg BA1</td>
<td>7.95±0.55</td>
<td>10.814±0.2</td>
<td>2.86±0.67</td>
<td>0.60±0.38</td>
</tr>
<tr>
<td>FLIGHT 14</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>leg BA1</td>
<td>8.67±0.68</td>
<td>11.49±0.156</td>
<td>2.81±0.68</td>
<td>0.63±0.48</td>
</tr>
</tbody>
</table>

| PALAISEAUX |  |  |  |  |
| 081094 |  |  | 2.94±1.40 | 1.0±0.9 |
| 101094 |  |  | 2.54±0.62 | 0.70±0.66 |
| 111094 |  |  | 3.27±0.15 | 1.54±0.36 |

Table 1: Statistical results of some lidar data for geometrical and optical parameters: base, top, height ΔH and optical thickness δ of cirrus clouds.

We can distinguish between thin heterogeneous cirrus with a negative exponential distribution of the optical thickness (Fig. 3a and 3b) and thick cirrus described by both gaussian thickness and optical thickness distributions (Fig. 3c and 3d).
Figure 3: Distribution of geometrical and optical thicknesses of an optically thin cirrus (3a and 3b); a thick homogenous cirrus cloud (3c and 3d).

5. summary

Using a well documented lidar data set we retrieved some relevant properties: the structure of high level clouds, their apparent optical thickness, extinction coefficient, and depolarization ratio. This last parameter will allow us to make some conclusion on microphysics by comparison with models data.

A large data set elaborated from a lidar network at midlatitudes and tropics in both hemispheres is currently under examination. We aim to give a climatology of high clouds by lidars.
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Figure 2: a) Backscatter coefficient in km$^{-1}$sr$^{-1}$; b) Depolarization ratio in cloud (%). We observe high values of $\Delta p$ in the cirrus cloud and in altostratus after seeding by the cirrus cloud.
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1. Introduction

Micro Pulse Lidar (MPL) was developed at NASA-Goddard Space Flight Center (GSFC) as the result of research on space-borne lidar techniques. It was designed to provide continuous, unattended observations of all significant atmospheric cloud and aerosol structure with a rugged, compact system design and the benefit of eye safety (Spinhirne 1993). The significant eye safety feature is achieved by using low pulse energies and high pulse repetition rates compared to standard lidar systems. MPL systems use a diode pumped 10 μJ, 2500 Hz doubled Nd:YLF laser. In addition, a solid state Geiger mode avalanche photo diode (GAPD) photon counting detector is used allowing for quantum efficiencies approaching 70%. Other design features have previously been noted by Spinhirne (1995).

Though a commercially available instrument, with nearly 20 systems operating around the world, the most extensive MPL work has come from those operated by the Atmospheric Radiation Measurement (ARM) (Stokes and Schwartz 1994) program. The diverse ability of the instrument relating to the measurement of basic cloud macrophysical structure and both cloud and aerosol radiative properties well suits the ARM research philosophy. MPL data can be used to yield many parameters including cloud boundary heights to the limit of signal attenuation, cloud scattering cross sections and optical thicknesses, planetary boundary layer heights and aerosol scattering profiles, including those into the stratosphere in nighttime cases (Hlavka et al 1996). System vertical resolution ranges from 30 m to 300 m (i.e. high and low resolution respectively) depending on system design.

The lidar research group at GSFC plays an advisory role in the operation, calibration and maintenance of NASA and ARM owned MPL systems. Over the past three years, processing software and system correction techniques have been developed in anticipation of the increasing population of systems amongst the community. Datasets produced by three ARM-owned systems have served as the basis for this development. With two operating at the southern Great Plains Cloud and Radiation Testbed Site (SGP CART) since December 1993 and another at the Manus Island Atmospheric Radiation and Cloud Station (TWP ARCS) location in the tropical western Pacific since February 1997, the ARM archive contains over 4 years of observations. In addition, high resolution systems planning to come on-line at the North Slope, AK CART shortly with another scheduled to follow at the TWP ARCS-II will diversify this archive with more extensive observations.

2. Data Processing

MPL systems record one minute shot averages in one of three possible byte arrays depending on system and vertical resolution. The prototype instrument used a byte length of 825, low resolution systems use 836 and high resolution systems vary based on desired vertical setting. From the lidar equation, raw count rates take the form:

\[
n(r) = \frac{O_c(r)CE\beta(r)T^2}{r^2} + n_b + n_{ap}(r)DTC[n(r)]
\]

where \(n\) equals the measured signal return in photo electron counts per second at range \(r\), \(O_c\) is the overlap correction as a function of range caused by
field of view conflicts in the transmitter-receiver system, C represents a dimensional system calibration constant, E is the transmitted laser pulse energy, \( \beta \) is the backscatter cross section due to all types of atmospheric scattering, T is atmospheric transmittance, \( n_b \) is background contribution from ambient light, \( n_{ap} \) is the afterpulse correction for detector run on, and DTC is the detector offset deadtime correction as a function of raw count rate. This equation can be taken to the form

\[
\left[ \frac{n(r) \times DTC(n(r)) - n_b - n_{ap}(r)}{O_c(r)E} \right]^2 = C \beta(r)T^2
\]

which is referred to as normalized relative backscatter (NRB). Operational data products produced for the ARM community use this value as output (Campbell et al., 1998). Going a step further, attenuated backscatter can be calculated by dividing C through the left-hand side of this equation, though C must be calculated subjectively on a case by case basis.

Solving equation (2) requires calibrating each MPL for signal and range dependent deadtime, afterpulse and overlap corrections. Deadtime corrections are provided as a function of raw count rate by the photon detector manufacturer. Linear interpolation of this chart in the form of a look-up table, or a curve-fitting equation to the function aptly handles this correction in processing code. Overlap correction is developed by recording an extended period of data with the MPL where aerosol backscatter is constant with distance (i.e. horizontally aimed profile where target aerosol layer is assumed homogeneous). Implicitly at some range \( r_0 \) the overlap ceases to exist and the correction factor become 1.0. Equation (1) can be written as:

\[
P(r) = \left[ \frac{n(r) \times DTC(n(r)) - n_b - n_{ap}(r)}{O_c(r)E} \right]^2 = O_c(r)CE\beta(r)T^2
\]

Knowing that \( T = e^{-\tau} \) and \( \tau = \sigma \tau \) where \( \tau \) is the optical thickness through the layer and \( \sigma \) is the extinction cross section, equation (3) can be rewritten as:

\[
P(r) = O_c(r)CE\beta(r)e^{-2r\sigma}
\]

For the section of this function where \( r > r_0 \) and \( O_c = 1.0 \) taking the natural log of both sides of equation (4) yields:

\[
\ln[P(r)] = \ln[CE\beta(r)] - 2r\sigma
\]

Since this layer is assumed homogeneous \( CE\beta \) becomes constant. Plotting \( \ln[P] \) versus \( r \) takes the form of \( y = mx + b \) with \(-2\sigma \) as the slope \( m \). Fitting a line to the points where \( r > r_0 \), as in Figure 1, and calculating the slope value equation (4) can be solved for \( O_c \) as:

\[
O_c(r) = \frac{P(r)}{CE\beta(r)e^{-2r\sigma}}
\]

However, since \( CE\beta \) is a constant we can solve for it with equation (5) where \( r > r_0 \) and \( O_c = 1.0 \) and plug this value into equation (6) to solve for the overlap correction as a function of range. The afterpulse correction is developed taking data while pointing the system at a hard target preferably 300 m in range. By blocking the laser pulse detector readout past the target range yield the residual afterpulse signature. Once again a curve-fit equation can be developed for this function for use in processing code.

![Figure 1. Overlap correction development.](image)
3. Cloud Boundary Height Algorithm

The GSFC cloud boundary height algorithm developed for MPL data uses bi-directional vertical differencing of adjacent range bins of one minute shot averages compared to a similarly analyzed clear-sky baseline. Differences between the two may then be analyzed for possible cloud boundaries. Days are divided into 12 separate analyzing periods from which averaged shots can be examined for both possible baseline inclusion and cloud boundary search. The cloud threshold is combination of a relative signal and signal-to-noise ratio (SNR) increase varying upon observed background count rates.

For each averaged shot a running three point sum of the derivative of the natural log of NRB is taken from the first data range bin vertically to search for areas of deviance, whereby any bin summing over 1.0 is thought to possess cloud. This process discriminates between clear and cloudy shots within a period to produce baseline updates. A varying minimum of clear shots, based on locale, is required to warrant an update. Additionally, as larger variations in signal structure take place in the boundary layer on the scale of 2 hours (one period) the section of the baseline below 3 km can be updated irrespective of the remainder if the minimum clear shot standard is reached amongst its region. Therefore despite cases of prolonged high cloudiness the boundary layer portion of the baseline continues to update. A linear bridge is built between the two sections to smooth out discontinuities in relative signal differing which may occur. The baseline consists of NRB and SNR averages for each bin. SNR is obtained by reverting NRB back to raw count rates.

\[
SNR(r) = \frac{N(r)O_c(r)N_E}{\sqrt{\frac{N(r)O_c(r)N_E}{r^2} + B_sN_s}}
\]  

(7)

where N is NRB as a function of range, \( N_s \) is the number of shots in a one minute average (normally 150,000) and \( B_s \) is the solar background count.

Figure 2 displays algorithm output for the first 2 km of a shot average taken by the TWP unit. The first column refers to the height AGL of the center of the corresponding range bin and the second notes the NRB value recorded for that bin. The third column is the percentage increase of backscatter between the bin below and the subject bin, with the same calculation from the bin above to the subject bin listed below. The fourth column is the same process done for the clear sky baseline, and the fifth column is cumulative difference between the values. Note that the first and last bin (not shown) use the baseline value to calculate upwards and downwards increases respectively. The next four columns show the same process for SNR values. The final two columns contain cloud boundary markers and the direction of signal spikes responsible for them respectively.

For a cloud boundary to be observed a one or two bin relative NRB increase (either upward or downward) of at least 55% and an SNR increase greater than approximately 42% (the number becomes slightly less near the ground) is required. Because this relationship is not fixed due to variance in solar background rates requiring both increases results in an elastic threshold. For example during daytime where background values are relatively high, a 55% increase in NRB will see a corresponding SNR increase of well over 42%. However at night where background rates are very low, a 55% increase in NRB corresponds to an SNR increase much less than required, thus demanding greater relative NRB increases (than 55%) for detecting cloud. Thus, the threshold becomes the NRB increase in cases of little noise and SNR increase when background rates are high.

Working upward from the base range bin once an "upsrike" is detected (as in the 0.27 km bin on Fig. 2), signaling an upwards relative increase in NRB and SNR meeting the threshold requirement, the algorithm sets a cloud base at the corresponding height. A "downspike" is then sought signaling the cloud top. While searching the algorithm ignores other upspikes until the cloud top is found. Additionally, once a cloud top is conditionally found
the following bin above is examined in case of another downspike marking a continued downtrend in signal strength and the true cloud top. Figure 3 plots NRB and cloud boundary height data for a cirrus cloud observed on 23 January 1998 at SGP between 0400 and 0700 GMT. Due to the rather coarse resolution of the currently operational MPLs, gaps between clouds of one range bin (i.e. 300 m) are smoothed requiring at least 600 m of separation between a cloud top and new base. The anticipated availability of processed high-resolution datasets in the near future will likely change this condition.

Figure 3. Cloud boundary algorithm heights superimposed on processed MPL data on 23 January 1998 between 0400 and 0700 GMT.

4. Summary

Continuous atmospheric profiling by a growing population of MPL systems will provide numerous time extensive datasets over the coming years from various climatic regions. The current archive of MPL data recorded by ARM-owned systems includes over 4 years of nearly uninterrupted observations over north-central Oklahoma and Manus Island, Papua New Guinea. Data processing techniques and algorithms have been developed at GSFC to produce real-time value added data products for MPL related research. This work includes algorithms for normalizing raw uncorrected data and multiple cloud boundary detection. The ability of MPL data to yield many atmospheric radiative and macrophysical properties places emphasis on the need for such algorithms in order to realize the full potential of datasets. In particular, extensive cloud frequency and thermodynamical climatologies are expected to result from MPL observations aiding in the knowledge of regional cloud variations.
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INTRODUCTION

Aerosols which present in the atmosphere in different sizes (from $10^{-3}$ to $10^3$ μm) with varying chemical composition play important role in human health, atmospheric boundary layer and electricity, weather, climate, air and water quality, satellite remote sensing and in the cycling of trace substances. As the aerosol characteristics exhibit a high degree of variability in space and time, and as the anthropogenic share of the total aerosol loading is quite substantial, it is also essential to monitor systematically the aerosol features over longer time scales [1,2].

As aerosols in the troposphere dominate optical properties of the atmosphere, significant contribution to the studies in the field of aerosol science has come from the optical remote sensing techniques. Lidar and radiometry have evolved as the most powerful and versatile techniques for atmospheric aerosol monitoring. While passive radiometers have a longer history of operation of atmospheric studies, including operation from space, for a number of years, active lidar systems are playing important roles in recent years. Because of the excellent spatial resolution which is unattainable with any other remote sensor, lidar technique attracted many scientists for the study of aerosols in different environments. Today, the lidar and radiometric methods are used in a variety of aerosol measurement and monitoring roles, providing information that can be unique or complementary to measurements made by in-situ instruments [3].

Despite the importance of tropics and potentiality of the lidar and radiometric techniques, aerosol measurements are sparse over tropics and more so in India. Besides general build-up of aerosols over urban environments (mainly due to anthropogenic activities), the treatment of tropospheric aerosols, particularly in the boundary layer, has become a difficult task due to their shorter residence time in the atmosphere. A computer-controlled, bistatic Argon ion lidar (operating since October 1986) and PC-based spectroradiometer and sunphotometer (both operating since 1992) at the Indian Institute of Tropical Meteorology (IITM), Pune (18°32'N, 73°51'E, 559 m AMSL), India have been used for regular monitoring of aerosol climatological and associated meteorological parameters over this urban station. At present, the IITM lidar and radiometers are also being used for validating the IRS-P3 polar orbiting satellite data and for making Indian Ocean Experiment (INDOEX) correliative measurements. More than 800 vertical profiles of lidar observed aerosol number density in the atmospheric boundary layer during October 1986-September 1996, and radiometric observations of aerosol optical depths obtained on about 350 cloud-free days during February 1993-April 1997 have been utilized in the study. The experi-mentation, data archival and analysis procedures, and results of the above specific experiments are presented in this paper.

TOPOGRAPHY AND INSTRUMENTATION

The experimental site is located at an elevation of about 573 m AMSL, ~100 km inland from the west coast and is surrounded by hillocks as high as 760 m AMSL forming a valley-like configuration. The meteorological conditions at Pune vary considerably from continental (winter) to maritime (summer) environment. The transport and dispersion of pollutants, particularly those in the lower levels of the atmosphere, are believed to be affected by the circulation processes that evolve because of the typical terrain. Also, the stone quarries (east side) and brick-kilns (west side) situated within 1 km distance on either side of the experimental site are considered to be the major local anthropogenic sources contributing to aerosol observations. A significant contribution is also expected due to the major urban activity from the eastern part of the site. The western side is a sparsely populated area.

The data for the present study were obtained with a bistatic lidar, high-spectral resolution radiometer (spectroradiometer) and multi-wave-
length solar radiometer (sunphotometer). The lidar consists of a tunable Argon ion laser as transmitter, and a 250-mm Newtonian telescope equipped with condensing-collimating lenses, narrow-band interference filter (1nm FWHM) and Peltier-cooled PMT, as receiver. The optical lay-out of this lidar is shown in Fig. 1. The transmitter and receiver are coaxially separated by a distance of 60 m in order to operate the system in bistatic mode, the unique configuration which provides angular distribution of scattered intensity for obtaining aerosol size distribution. The on-line control and digital data system provides real-time acquisition, analysis and display of lidar data [4].

The spectroradiometer composed of a double monochromator tailored with holographic gratings and associated detection and data acquisition systems [5]. A line diagram of this radiometer is depicted in Fig. 2. The system can be operated in the spectral range between 200 nm and 720 nm, at sampling interval as low as 0.1 nm. For the present study, a sampling interval of 5 nm for each spectrum was used. The sunphotometer which was operated in conjunction with the spectroradiometer is a conventional filter-wheel-based photometer and it detects quasi-continuous solar irradiance at thirteen wavelengths ranging between UVA and NIR.

OBSERVATIONS AND ANALYSIS

Over 800 profiles (covering the altitude range between 20 m and 1380 m) of aerosol number density obtained during the 10-year period (October 1986 - September 1996) using an Argon ion lidar, and aerosol optical depth data collected on about 350 cloud-free days from February 1993 through April 1997, except the south-west (SW) monsoon months (June-September), using the spectroradiometer and sunphotometer formed the database for the results reported here. The data retrieval and inversion methods for obtaining aerosol number density from lidar scattered signal strength profiles and height-integrated aerosol optical depth from radiometer observations have been published in the literature [5-8]. The methods of computation of lidar-derived aerosol column content for studying the long-term trends and ventilation coefficients for studying air quality have also been published [6,7]. The aerosol vertical profiles obtained with lidar on all observational days (usually vary from 5 to 7) in each month have been used to construct time series of weekly and monthly mean aerosol column content. The aerosol optical depths obtained with the radiometers on all the clear-sky days, covering the
lidar experimental days, in each month have been averaged and the monthly mean optical depth data series have been constructed for spectroradiometer and sunphotometer separately.

RESULTS AND DISCUSSION

In order to investigate the recent climatological trends in the aerosol concentration over Pune, both weekly as well as monthly mean values of boundary-layer aerosol column content, computed from the aerosol climatological data archived during October 1986-September 1996 have been subjected to the polynomial regression analysis. These data along with their long-term trend (thick line) are shown in Fig. 3. A close examination of the figure reveals an increase of about 9% in the monthly mean aerosol loading at the station over a period of 10 years. This increase is considered to be due to growth in urbanization, industrialization and changes in land-use patterns in proximity to the experimental station. It has been found that the long-term trend in aerosol loading is not monotonic, but changes from year to year depending on meteorological parameters (precipitation, in particular) and local anthropogenic activities.

The aerosol optical depths determined at wavelength of 550 nm from spectroradiometer and 400 nm from sunphotometer observations recorded during February 1993-April 1997 are shown in Fig. 4. As these data represent aerosol extinction (function of aerosol loading) up to about 50 km and cover more than 4-year period, the long-term trends derived from it can be compared, in some sense, with those observed from lidar-recorded aerosol data.

The percentage increase in long-term trends exhibited by both spectroradiometer and sunphotometer data were about 16% and 24%, respectively. The difference between the slopes is considered to be due to the response of different sizes of aerosol particles to the wavelength of observations. The trends in aerosol size distribution, derived from the wavelength dependence of aerosol optical depths, are also shown in Fig. 5. The higher Junge exponents observed by the spectroradiometer and smaller exponents by the sunphotometer are considered to be due to the range of wavelengths involved in the measurements.

Fig. 3. Long-term trend in the lidar-observed aerosol loading at Pune

Fig. 4. Long-term trend radiometer-derived aerosol optical depth at Pune. Dotted and solid line in the figure denote trends observed with spectroradiometer and sunphotometer, respectively. Vertical bars indicate standard errors.

The aerosol column content and monsoon precipitation relationship has been examined with long-term data recorded during the 10-year period (1987-1996) in Fig. 6. The results show a fairly good agreement between the pre-monsoon (March-April) aerosol content and ensuing SW monsoon rainfall. Such an association has been clearly seen during the contrasting monsoon seasons of 1987
and 1988 (active). This is ascribed to the combined effect of atmospheric dynamics induced by the changes in radiation field vis-à-vis cloud microphysics in relation to the variations in the distributions of aerosol physico-chemical characteristics prevailing over the experimental station. The monthly mean ventilation coefficients, computed from the lidar-derived mixing depths and concurrent pibal winds during the period from October 1986 through September 1996 are shown plotted in Fig. 7. It can be seen from the figure that the ventilation coefficients are low during early winter period which indicates higher pollution potential, while the low coefficients observed during

CONCLUSIONS

The results of the study of an aerosol climatology, built with the lidar and radiometric observations carried out in an urban environment, indicate an increasing trend of aerosol loading, correspondence with monsoon precipitation and tendency of higher pollution potential over the experimental station. Observations are being continued to investigate these aspects in detail.
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1. Introduction

The disagreement between the observed and the predicted global temperature increase has drawn attention to atmospheric aerosols again. The discrepancies certainly were partly caused by the very crude parameterizations or even neglect of the aerosol forcing in climate models. However, simple conclusions concerning a possible compensation of greenhouse warming and aerosol cooling must be avoided because of the different spatial and temporal scales and the non-linear interactions between these atmospheric constituents.

To understand the radiative forcing of aerosols, it is required to measure their distributions in time and space as well as their optical and microphysical properties. Among others, statistics of the vertical distribution of particles are lacking. For this purpose the operation of a lidar is a promising tool, especially when utilized for several years and in the frame of a network. Steps towards this goal were made in 1996 and 1997 within the Bavarian climate research program where the lidar of the Meteorological Institute of the University of Munich (MIM) was operated. In December 1997 a German network of five lidar stations begun a joint effort to establish a statistical basis of an aerosol climatology (Bösenberg et al., 1998).

In the following, results from a field-campaign in May 1997 near Hohenpeißenberg (Upper-Bavaria) and preliminary results from measurements at Munich are reported where two different approaches to overcome the underdetermination of the lidar equation were investigated.

2. Hohenpeißenberg measurements

The lidar of the MIM (Wiegner et al., 1995) operates at the three Nd:YAG wavelengths. Special features of the lidar are its compact design so that it is mobile, and the scanning capability.

The measurements at Hohenpeißenberg (47.8° N, 11.0° E) were made between May 9 and 17, 1997 (field-campaign 'OPAP'97'). The lidar site was at the southern slope of the mountain at 721 m above sea level, the height of the mountain itself being 985 m. At certain times sun photometer measurements were performed simultaneously to the lidar measurements. On May 15, nephometer measurements onboard of a balloon were made which were used for comparison.

To calculate aerosol extinction coefficients, the normalization method (e.g., Russell et al., 1979) was applied to the lidar measurements. In general, a backscatter ratio of 1.2 was assumed above 5 km where the lidar signal was close to a hypothetical Rayleigh signal. The optical depth determined from the retrieved lidar profile was adjusted to the optical depth from the sun photometer measurements by varying the lidar ratio. To reduce the 'missing range' between the lidar site and full overlap of receiver's field-of-view and laser beam, the following approach was made: The normalization method was applied to lidar measurements under small zenith angles (\( \vartheta < 14° \)) between the free troposphere and a height \( z_t \), where the overlap was complete. The retrieved aerosol extinction coefficient at height \( z_t \) was then used as boundary value for Klett's backward algorithm (Klett, 1985) which was applied to measurements under large zenith angles (66° < \( \vartheta < 76° \)). As a result, extinction coefficients could be determined down to 100 m above the surface, sometimes even lower. Consequently, a pre-requisite for a reasonable comparison between lidar integrated extinction coefficients and sun photometer data was fulfilled well.

Special emphasis of the data evaluation was put on three subsequent days of sunny weather (May 15 to 17). The diurnal cycles of the aerosol distribution were found to be similar. The aerosol optical depth at \( \lambda = 0.532 \mu\text{m} \) in the morning was around 0.2 increasing to about 0.35 at sunset. The increase was attributed to particle production on the one hand and the increasing rela-
tive humidity in the afternoon on the other hand. The first and the last profile measured on May 15 are shown in Fig. 1 as an example. The sharp decrease of particle extinction at the top of the boundary layer (940 m above msl) (Fig. 1, left panel) in the morning was smoothed out in the following three hours. At about 1400 hours, a second layer with its maximum between 1.5 km and 2 km built up with developing convection and the upper boundary of significant aerosol load rised in the course of the day from 3 km to 4.5 km (Fig. 1, right panel).

![Figure 1: Aerosol extinction coefficient profile for λ=0.532 μm, May 15, 1997, 0700 (left) and 1745 (right) local time at Hohenpeißenberg.](image)

The balloon-board nephelometer measurements were used as an independent check. The balloon was launched at 0700 local time at the lidar site and reached a height of 3.4 km within 35 minutes. The lidar’s measurement direction followed the flight track of the balloon as close as possible. The agreement was quite good: The scattering coefficients from the nephelometer were lower than the lidar’s extinction coefficients by 15% in the planetary boundary layer (PBL), which is a reasonable value. Both layers in the PBL (at 820 m and 940 m) were clearly resolved. Slight discrepancies in the height assignment of the latter aerosol layer were caused by the 30 seconds integration time of the nephelometer and the fast ascend of the balloon. In the very clear troposphere above the PBL both instruments show very low values near their detection limits.

3. Munich measurements

The problem of the underdetermination of the lidar equation was overcome in the above mentioned cases by combining lidar and sun photometer measurements. In principle, a method using exclusively lidar data is advantageous because no sampling problems occur. For this reason, the joint evaluation of lidar measurements under different zenith angles is a promising approach in case of sufficient homogeneity of the aerosol distribution.

If the backscatter coefficient is assumed to be constant in a plane at height \( z \) and also the transmission between the surface and that plane, the optical depth \( \tau \) from the surface to \( z \) can be directly determined from the lidar signals \( P \) at height \( z \) at two zenith angles \( \vartheta_1 \) and \( \vartheta_2 \) via

\[
\tau(z) = A \left[ B - \ln \left( \frac{P(z, \vartheta_1)}{P(z, \vartheta_2)} \right) \right]
\]

with:

\[
A = \frac{\cos \vartheta_2 \cos \vartheta_1}{2 (\cos \vartheta_2 - \cos \vartheta_1)}
\]

and

\[
B = \ln \left( \frac{\cos^2 \vartheta_1}{\cos^2 \vartheta_2} \right)
\]

The mean aerosol extinction coefficient can be derived by differentiation within adequate layers after subtraction of the Rayleigh contribution.

This two-angle approach was not applicable during the Hohenpeißenberg measurements because of the inhomogeneity of the aerosol distribution. This inhomogeneity was clearly visible in subsequent measurements at 19 different scan angles. Considering the location of the lidar which was at the foot of the mountain, this was not surprising.

To test the two-angle approach over a less structured terrain, measurements in Munich were investigated. First results of the evaluation of February 98-data for wavelengths 0.532 μm and 0.355 μm show that averaging 2000 lidar shots (200 seconds measuring time) was sufficient to estimate the aerosol optical depth of layers several hundred of meters thick under very stable
meteorological conditions. Knowing the optical depth, inversion results from the Klett algorithm (or normalization method) can again be adjusted by variation of the lidar ratio. The resulting lidar ratios were within the typical range known from the literature. In summary, the actual inversion of the lidar data was done by conventional algorithms (Klett, normalization) and the information from the two measurement directions only served for finding 'mean' lidar ratios appropriate for certain layers.

A direct application of the two-angle approach, i.e. differentiation of the retrieved optical depths to obtain extinction coefficients, requires longer integration times, in particular, if a spatial resolution of some tens of meters is desired.
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1. Introduction

There live 30,000,000 people in the Tokyo Metropolitan Area. The atmospheric environment over Tokyo is influenced by human activity. The urbanization produces a heat island, and a dust island. In sunny days, the mixed layer plays a dominant role in the transport and diffusion of pollutants in the lower atmosphere. It is important to study a three dimensional structure of an urban mixed layer over Tokyo, as well as a land-sea breeze circulation, because the mixed layer control the vertical diffusion of pollutants and the land-sea breeze transports them horizontally (Kai et al., 1997).

In the summer of 1997, the University of Tsukuba, Tokyo Metropolitan University, Tokyo University of Mercantile Marine, CRL and IHI carried out a network of cooperative observations of the mixed layer and aerosol layer over Tokyo by use of three lidars, a wind profiled and a radiosonde at four stations. The purpose of the present study is to investigate the three-dimensional structure of the mixed layer and aerosol layers over Tokyo.

2. Network of cooperative observations

The network of cooperative observations was operated at four stations in Tokyo from 6 to 8 August 1997 (Figure 1). The first site was located at Koto-ku, near the Tokyo Bay. A Nd:YAG (λ =
332 nm) lidar was used. The second site, Setagaya-ku, was just west of the center of Tokyo, 15 km inland from the seashore. An eye-safe Ho:YAG (\(\lambda = 2100\) nm) lidar was used (Nagajima et al., 1997). Simultaneously, the radiosonde observation was made at the second station. The radiosonde provided vertical profiles of temperature, humidity and wind. The third station was located on Koganei-city, 30 km inland from the seashore. The wind profiler (\(\lambda = 22\) cm) was used. It provided the vertical profiles of wind speed and direction in the lower troposphere. The echo power data by the wind profiler have information of the mixed layer structure. The fourth station, Hachioji-city, was located 43 km inland from the seashore. A Nd:YAG (=532 nm) lidar was used.

3. Analysis of lidar and windprofiler data

In the mixed layer, conservable scalars, such as potential temperature, are distributed uniformly by the convective motions in the unstable conditions. To a lesser extent, the aerosols also have uniform distribution in the mixed layer (Arya, 1988). The lidar-derived mixed layer height was defined as the height where the scattering intensity by the lidar drastically decreased.

We determined objectively the mixed-layer height by the vertical gradient of lidar backscattering signals as follows:

\[ G(z) = \frac{dC(z)}{dz} / C(z) \]  

where \(Z\) is altitude, \(C(z)\) range-corrected lidar signal and \(G(z)\) the gradient of \(C(z)\). In this scheme, the lowest aerosol layer was assumed to the mixed layer.

This scheme was verified by the radiosonde data, and applied to the wind profiler. The mixed-layer height derived by the wind profiler corresponded to a wind shear layer between the mixed layer and the free atmosphere.

We estimated 10-minute mixed-layer heights at the four stations in Tokyo from the seashore to 43 km inland.

4. Results and discussion

4.1 Aerosol layers and wind profile

Figure 2 shows diurnal variations of the mixed layer, the aerosol layer and the wind vector at Setagaya-ku on 7 August 1997. The mixed layer gradually developed from 7 JST (\(z=500\) m) to 12 JST (\(z=1300\) m). The aerosol layer at about 1000 m was a cloud during the morning hours. In the afternoon, the mixed layer kept a height of about 1300 m. The
southerly sea breeze blew in the mixed layer, and the westerly wind prevailed in the free atmosphere. There was a layer of strong wind shear, which was a boundary between the mixed layer and the free atmosphere.

4.2 Diurnal variations of the mixed layer and the aerosol layers

Figure 3 shows diurnal variations of the mixed layer and the aerosol layers over Tokyo Metropolitan Area. It was cloudy in the morning and clear in the afternoon on 7 August 1997. There were double aerosol layers at the four stations in the morning. The upper aerosol layer was due to the cloud, and the lower aerosol layer corresponded to the mixed layer. In the afternoon, the cloud layer disappeared. The mixed layers at inland three stations

Figure 3. Diurnal variations of the mixed layer and the aerosol layer over the Tokyo Metropolitan Area on 7 August 1997.

Figure 4. Cross-section of the mixed layer and the aerosol layer over the Tokyo Metropolitan Area at 13-15 JST on 7 August 1997. The mixed and aerosol layers are shaded. The prevailing wind was westerly, and the sea breeze was southerly. There was an advective aerosol layer over the Koto-ku.
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(Setagaya-ku, Koganei-city and Hachioji-city) extended to 1200-1300 m from 13 JST to 15 JST, and decreased to 800m at 17 JST. The height of the mixed layer at Koto-ku was about 400 m lower than those at other stations.

Figure 4 illustrates a cross-section of the mixed and aerosol layers from 13 JST to 15 JST. The horizontal axis is a distance from the Tokyo Bay. The prevailing wind above the mixed layer was westerly, and the sea breeze in the mixed layer was southerly. The height of the mixed layer at three inland stations was 1200 - 1300 m, but that at the first station was 800 m, which was 400 m lower than other stations. This is an effect of the Tokyo Bay. There was also an upper aerosol layer at a height of 1300 m at the first station. Comparing Figures 1 to 3, the upper aerosol layer is considered to be formed by a transport of aerosols by the upper westerly wind.

5. Conclusion

The lidar-derived height of the mixed layer was defined as the height of the abrupt change in the profile of lidar-backscattering. It was determined objectively from gradients of backscattering signal. This scheme was verified by the radiosonde data, and applied to the echo power data obtained by the wind profiler. The network of the three lidars, the windprofiler and the radiosonde provided the cross-section of the structure of the mixed layer and the aerosol layer over the Tokyo Metropolitan area in summer. The advection of the aerosols by the prevailing wind was observed above the mixed layer.
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Abstract: The multiple field of view (MFVO) secondary polarization lidar signals are used to calculate the particle size density distribution (PSD) at the base of the cloud. At cloud base, multiple scattering is weak and single backscattering is predominant by many orders of magnitude. Because the secondary polarization is a direct measure of multiple scattering it is therefore advantageous to use the secondary polarization. To do so a mathematical relation is worked out between the lidar fields of view (FOV), the water droplets, the scattering angles and the angular depolarization. The model is supported by experimental MFOV lidar measurements done in a control environment.

Introduction

Recent theoretical and experimental work on multiple scattering and on MFOV lidar detection have made possible the retrieval of cloud droplet size. Basically, the enhanced lidar signal caused by multiple scattering and measured with the MFOV lidar contains information on the droplet size. In our previous theoretical model, we used the total (sum of both polarizations) MFOV lidar signal which limits the analysis to cloud depths large enough for multiple scattering contribution to be significantly above the noise. This meant that droplet size retrieval was not possible at small penetration depths into the cloud. In this paper, we show, both theoretically and experimentally, that the use of the secondary polarization makes possible the retrieval of the droplet size density function at the very edge of clouds.

In the absence of multiple scattering, the lidar signal consists of backscattered light at exactly 180°, and a linearly polarized light source produces no secondary polarization lidar signal since, for spherical droplets, the depolarization ratio is zero at 180°. To illustrate this, Fig. 1 shows the phase function and the depolarization ratio of linearly polarized light obtained from Mie calculations. The high peak values of the phase function near 0° are attributed to diffraction and, therefore, contain particle size information. Diffraction does not cause depolarization as clearly show in Fig.1, but the multiple internal reflections cause strong depolarization at large scattering angle. However, as stated earlier, the depolarization ratio rapidly drops to zero at exactly 180°.

Fig. 1 Phase function and depolarization of a C2 type cloud

Fig. 2 Scattering process that leads to secondary depolarization

Model

Figure 2 illustrates the scattering processes that lead to secondary polarization in the presence of multiple scattering and defines the geometry of the problem. The cloud is located at the distance \( z_a \) and a first forward
scattering, along $\beta$, occurs at a distance $z_c$ followed by a backscattering, along $\pi - \beta + \delta$, in the plane $z_c$. The FOV $6$ and the scattering angle $\beta$ are related as follows:

$$\tan \beta = \left(\frac{z_c}{z_c - z}\right) \tan \theta$$  \hspace{1cm} [1]

Given a cloud with extinction coefficient $\alpha(z)$, the measured secondary-polarization received lidar power between the FOVs $\theta_{j+1}$ and $\theta_j$ is obtained by summing all the scattering contributions between the distances $z_a$ and $z_c$ over the particle size density distribution $q_0(x)$, $x$ being the particles diameter, i.e.

$$S(z_c, \theta_{j+1} - \theta_j) = P_0e^{-2\alpha(z_a)} \frac{c \tau \rho A}{z_c^2} \int_{z_a}^{z_c} \int_{\theta_j}^{\theta_{j+1}} x^2 I(z, \beta, n) \sin \beta d\beta \alpha(z) \delta(z, x, < \beta >, n) dz dx,$$  \hspace{1cm} [2]

where $I(z, \beta, n)$ is the forward scattering phase function, $\delta(z, x, < \beta >, n)$ is the depolarization ratio at angle $\pi - \beta + \delta$, $< \beta > = (\beta_{j+1}(z) + \beta_j(z))/2$, $n$ is the refractive index, $P_0$ is the laser power, $c \tau$ the product of the speed of light and the pulse width, $\rho$ is the backscattering coefficient at $z_c$ and $\alpha(z)$ the extinction coefficient. The number density distribution $q_0(x)$ can be changed to a volume density distribution $q_3(x)$ via the equation

$$q_0(x) = \frac{x^{-3} q_3(x)}{\int_{x_{min}}^{x_{max}} x^{-3} q_3(x) dx},$$  \hspace{1cm} [3]

and the integral over $x$ is divided into $M$ particle size intervals with $q_3(x)$ constant in each interval. We thus rewrite Eq.2 as:

$$S(z_c, \Delta \theta_j) z_c^2 = \sum_{i=1}^{M} C_3 \bar{q}_3(x_i) \int_{z_a}^{z_c} \int_{\theta_j}^{\theta_{j+1}} x^{2} I(z, \beta, n) \sin \beta d\beta \alpha(z) \delta(z, x, < \beta >, n) dz dx.$$  \hspace{1cm} [4]

Equation 4 is rewritten in matrix form as: $\mathbf{S} = \mathbf{A} \mathbf{q}_3$,  \hspace{1cm} [5]

where the matrix coefficients are given by

$$A_{ij} = C_3 \int_{z_a}^{z_c} \int_{\theta_j}^{\theta_{j+1}} x^{2} I(z, \beta, x, n) \sin \beta d\beta \alpha(z) \delta(z, x, < \beta >, n) dz dx.$$  \hspace{1cm} [6]

with $C_3$ being a constant with respect to $z$, $x$ and $\beta$.

From equations 5 and 6 the PSD $\mathbf{q}_3$ is obtained through matrix inversion. However, as in many inverse problems in physics, the direct inversion of Eq. 5 does not lead to satisfactory results. It is necessary to use a constrained linear inversion technique. Equation 6 contains the unknown range-dependent extinction coefficient $\alpha(z)$. However, since the system is not calibrated and the constant $C_3$ unspecified, the PSD can only be
determined in relative units. Therefore, we need only the relative strength of \( \alpha(z) \). Because the method is applicable at small penetration depths, we can take \( \alpha(z) \) proportional to the measured total lidar signal.

Figure 3 shows the calculated (Eq. 4) range-corrected "s" polarization lidar return within the FOVs \( \theta_i \) and \( \theta_{i+1} \) as a function of \( \theta_{i+1} \) for a uniform cloud beginning at a distance of 95 m and a penetration depth of 5 m. The assumed water droplet size density distributions are two log-normal distributions with 10 and 20 \( \mu m \) mean diameters and geometric standard deviation of 0.2. Figure 4 shows the corresponding signals integrated over the FOV.

**Experimental validation**

MFOV lidar measurement were made under a controlled environment using a 22-m long aerosol chamber in which longitudinally distributed pneumatic nozzles produced a fine water droplet cloud. The MFOV lidar measurements were made sequentially with a 100 Hz repetition rate Nd-YAG laser synchronized with a rotating aluminized glass disk etched at the periphery with 32 ring masks. The laser beam is 2.5 cm in diameter and 0.2 mrad in divergence while the collection optic FOVs cover the range 0.1 to 12 mrad. See paper "Efficient field-of-view control for multiple-field-of-view lidar receivers", 19th ILRC, for further details.

Figure 5 shows the total lidar signal \( p+s \) and secondary "s" polarization lidar returns as functions of distance for 1 and 12 mrad total FOVs. Clearly at the beginning of the cloud, the "p" polarization measurement values are over 3 orders of magnitudes higher than the "s" polarization measurement values. Without polarization separation, the multiple scattering signal would be lost in the main polarization signal fluctuations.

Fig. 3 Range corrected "s" polarization lidar return within FOV \( \theta_i \) and \( \theta_{i+1} \) as a function of fov \( \theta_{i+1} \)

Fig. 4 Range corrected "s" polarization lidar return within FOV \( \theta_{i+1} \) as a function of fov \( \theta_{i+1} \)

Fig. 5 - Total lidar signal "p+s" and secondary "s" polarization lidar returns as a function of distance for 1 and 12 mrad total FOV's.

Fig. 6 - Total lidar signals "p+s" and "s" polarization lidar within FOV \( \theta_i \) and \( \theta_{i+1} \) as a function of FOV \( \theta_{i+1} \) for the 99.5 m distance.
Figure 6 shows the total lidar signal (p+s) and secondary "s" polarization ring signal as functions of the FOV $6_{j+1}$ at the distance 99.5 m (i.e. 4.5 m into the cloud). The total lidar signal shows only the laser beam footprint at the edge of the cloud and contains no information on droplet size because the multiple scattering signal is submerged by the single scattering signal. However, the "s" polarization measurement profile is a pure multiple scattering measurement and is clearly compatible with the modelized signals shown in Figure 4.

The "s" polarization individual ring measurements were used as the S vector of Eq. 5 and the matrix elements of Eq. 6 were calculated with $Z_a = 95m$ and $Z_c = 98m$ and $Z_c = 99.5m$. The particle size density distributions, $q_3$, were obtained through the matrix inversion of Eq. 5 using a conventional second difference constrained linear inversion technique. Figure 7 shows a very good consistency between the results obtained at 98 and 99.5 m.

![Figure 7. Particle size density distribution obtained by application of matrix inversion to the secondary polarization ring measurements at distances of 98 and 99.5 m.](image)

**Discussion and conclusion**

The proposed technique based on the use of the secondary polarization offers great potential for the determination of the PSD of clouds. The method is only applicable at small penetration depths and does not require the absolute knowledge of the extinction coefficient $\alpha(Z)$ which is set proportional to the measured total lidar signal. The model is relatively simple of application and the measurements are easily done with FOV segmentation. However since the technique uses a unique characteristic of spherical droplets (zero depolarization at 180°), it cannot be applied to non-spherical particles or very large droplets that are frequently found to be oblate.
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Introduction

Optical properties of clouds are a factor of great uncertainty in present day computational climate and weather models. In particular, the parameterization of the small scale (microphysical) cloud parameters needs to be improved. Aimed at obtaining a high quality data set for the development and testing of algorithms for cloud parameter retrieval from remote sensing data three measurement campaigns, within the C.LOuds And RAdition (CLARA) project were carried out in the Netherlands in 1996 [1]. A number of active and passive remote sensing instruments were simultaneously operated. These instruments measured different parameters related to the interaction of clouds with radiation. In addition, in-situ measurements of the droplet spectra in stratocumulus clouds were made. Lidar and radar systems obtained the vertical structure of the clouds. The CLARA data set is used as a test bed for the development of new sensor synergy algorithms that will yield cloud parameters unavailable from each of the instruments alone [2, 1, 3].

Lidars have been used in the past for cloud studies and have proven adequate in obtaining geometrical cloud parameters [4, 5] and also to retrieve optical cloud parameters [6, 7, 8, 9]. Nowadays, commercially available lidar systems traditionally used in airports as cloud base height sensors (ceilometers) have been enhanced to give backscatter profiles and cloud properties beside just the cloud base height. However, the eye-safety requirements for such systems have their impact on the measurement characteristics. For instance, the typical integration time of such a ceilometer that is usually based on a high repetition rate (a few kHz), low power (μJ/pulse) laser diode influences the observed variability of the clouds and the retrieved optical parameters due to "smearing".

The temporal and spatial variability of clouds are among the key issues in the CLARA project. In many lidar applications such as trace gas detection, the atmosphere can be considered "frozen" in the sense that the quantity being measured does not vary significantly over a certain period of time. However, the structure of clouds (i.e. the distribution of the clouds droplets within a certain volume) is usually very variable as the droplets move with the turbulent structures in the atmosphere and are dynamically formed and removed by condensation, evaporation and coagulation processes. These differences are significant. The optical properties of clouds are directly coupled to the droplets' size distribution and number density. For this reason, lidar echo of each laser pulse will be different. Further, the backscatter of cloud droplets is so large, that the lidar echo can be detected with good signal-to-noise ratio (SNR) even for single laser pulses, provided of course the laser pulse energy and the sensitivity of the lidar receiver both are sufficient. The high temporal and spatial resolution attainable by lidars makes these instruments valuable for variability studies of cloud geometrical and optical properties.

This paper shows some results of the comparison of the collocated measurements from a "classical" backscatter lidar based on a high-power pulsed Nd:YAG laser and a commercial lidar ceilometer based on a pulsed laser diode.
Table 1: Instrument parameters of the RIVM-HTRL and the Vaisala CT75K Lidar Ceilometer. Half-range mode values for the CT75K are indicated by $^t$.

<table>
<thead>
<tr>
<th></th>
<th>HTRL</th>
<th>CT75K</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser type</td>
<td>Nd:YAG</td>
<td>Diode laser</td>
</tr>
<tr>
<td>Wavelength (nm)</td>
<td>1064</td>
<td>905</td>
</tr>
<tr>
<td>Pulse energy (J)</td>
<td>300e-3</td>
<td>$4 \times 1.6e-6$ $^t$</td>
</tr>
<tr>
<td>Pulse repetition rate (Hz)</td>
<td>10</td>
<td>$5.13e3$ $^t$</td>
</tr>
<tr>
<td>Beam divergence (mrad)</td>
<td>$0.5$</td>
<td>$0.53 \times 0.75$</td>
</tr>
<tr>
<td>Beam diameter (mm)</td>
<td>6</td>
<td>145</td>
</tr>
<tr>
<td>Receiver area (m$^2$)</td>
<td>$31.42e-3$</td>
<td>$4 \times 66e-3$</td>
</tr>
<tr>
<td>Receiver FOV (mrad)</td>
<td>10</td>
<td>0.66</td>
</tr>
<tr>
<td>Photodetector</td>
<td>APD</td>
<td>4 APD</td>
</tr>
<tr>
<td>Geometry</td>
<td>bi-axial</td>
<td>co-axial</td>
</tr>
<tr>
<td>Maximum altitude (km)</td>
<td>6.8</td>
<td>11.8 $^t$</td>
</tr>
<tr>
<td>Vertical resolution (m)</td>
<td>7.5</td>
<td>15.24 $^t$</td>
</tr>
</tbody>
</table>

High Temporal Resolution Lidar (HTRL)

The emitter of the HTRL is based on a Quantaray DCR-11 pulsed Nd:YAG laser. For the generation of 532 nm from the 1064 nm fundamental wavelength, a thermostated type-I (polarisation preserving) second harmonic generation (SHG) crystal is installed. Two separate detectors are used to register the lidar echoes at 1064 nm and 532 nm. Here, only 1064 nm data is considered, because this wavelength is relatively close to the operating wavelength of the CT75K at 905 nm.

To capture the high variability of the clouds, the HTRL stored individual lidar returns up to an altitude of 6750 m at a spatial resolution of 1.5 m or 7.5 m resolution. Storage of raw 8-bit data samples on DDS-tapes was limited to a rate of about 1.6 Hz. All raw data were afterwards transcribed to CD-ROM. The instrument parameters are summarised in Tab. 1.

The sensitivity of the HTRL had to be adjusted manually by an operator changing the combination of neutral density filters in the detection. Most of the time the combination was set to allow for the entire signal — particularly the peak reflection of the clouds — to be within the digitisers range and never to exceed 1.8 V, based on the linearity properties of the avalanche photo diode (APD) detector. During episodes with clouds only above $N \geq 3$ km digitiser overload was allowed in the altitude range below the clouds to increase the SNR in the upper regions.

Before interpretation, the lidar signals were normalised to the emitted laser power by taking the signal value in the sample in the data record representing the reflection by the exit window. The reflection can be assumed to be directly proportional to the emitted laser power. Since the raw data was recorded on a single shot basis, the normalisation is done (off-line) for each individual lidar echo. Background subtraction and normalisation were the only pre-processing operations carried out.

CT75K Lidar Ceilometer

The Vaisala CT75K Lidar Ceilometer was designed as a fully automated, stand-alone system. The CT75K was required to be completely eye-safe. For this reason a laser diode emitting 1.6 $\mu$W/pulse at 905 nm is used. Moreover, the laser beam diameter is expanded before emission to 145 mm. The CT75K is composed of four emitter/receiver units. The maximum range of the system is 21 km, but the instrument was used in half-range mode during the CLARA campaigns for higher altitude resolution and a shorter measurement cycle. Data acquisition and all further processing is done in embedded software. A software package supplied by Vaisala called "CT-View" running on a host computer was used to retrieve the backscatter profiles, cloud base height and instrument status information. The range resolution in half-range mode is 15.24 m. In this paper a resolution of 30.48 m (100 ft) is used. The calibrated backscatter profiles are given in $Sr^{-1}km^{-1}$ [10]. The instrument parameters are summarised in

Figure 1: Density plot of HTRL data with a contour overlay of CT75K data for December 6, 1996. The delay between HTRL and CT75K was about 4 minutes, due to non-synchronised system clocks.
Figure 2: Density plot of single shot HTnL data for a 3 min. period between 12:28 and 12:31 UTC on November 26, 1996. The time axis is in fractional hours. Vertical dark lines appear where no data is available.

Tab. 1. The acquisition time of the ceilometer in half-range mode is 30 seconds. However, it is very important to note that data is collected only in part of this interval. The measurement cycle is divided into two: a 12.8 second interval in which data is recorded and averaged (65536 laser pulses) followed by a 17.2 second period during which data is processed and transferred to the host computer for storage [10].

Comparison

Before comparison of backscatter profiles, the HTnL and CT75K data had to be synchronised. Since both systems were located within 15 m from each other and both were pointing at the zenith sky, near identical measurement volumes were observed. Any time lag between the data can therefore be attributed to non-synchronised system clocks. The data synchronisation, in a first approximation, was done visually by means of overlaying contour plots of the CT75K data on averaged HTnL data (Fig.1). Then, fine tuning was accomplished by integrating the backscatter profiles from both systems within a certain time interval over a cloud free region (i.e. the boundary layer or below the cloud) and above the partial overlap of the HTnL, and correlating these values. The time shift yielding the best correlation was used to synchronise the data. The regression parameters were also used to scale the HTnL data to the CT75K backscatter profiles. This synchronisation procedure gave satisfactory results for most circumstances. Reiteration may improve synchronisation. This was not done so far.

Since all raw HTnL data were stored on a shot-by-shot basis, averaging of the data to different time and altitude resolutions (i.e. those of the CT75K) could be done. In addition to the average backscatter, the standard deviation was calculated and the unaveraged absolute minimum and maximum (the envelope) backscatter values were saved (Fig.3a). Two modes of averaging were implemented: one taking all HTnL data within the averaging time bins and one taking into account the duty cycle used by the CT75K.

An example of the effects of averaging are illustrated using a highly variable situation on November 26, 1996 (see Fig.2). The 3 minute interval shown in the plate clearly reveals a broken lower cloud cover that is optically thick, and a second cloud layer that is seen only when the lower cloud disappears. When averaging over 30 seconds (the time between two labeled tick marks in Fig.2) the optical depth of the lower cloud seems smaller because two cloud layers...
are observed (see Fig.3a, b). Depending on the retrieval method used, it is quite possible that false optical depth values for clouds in situations like these are obtained. Due to the highly variable cloud cover, marked differences arise between the normal average and the averages taking into account the duty-cycle of the CT75K as can be seen in Fig.3. Note that the cloud base height and shape of the backscatter profiles compare very well once the CT75K duty-cycle is taken into account (Fig.3c). The observed penetration depth is very similar for this example.

Conclusions

In general, good resemblance between the cloud base height detected by both systems was found. Also, the backscatter profiles compared well for lower clouds and mid-range clouds, with comparable penetration depths. However, for higher clouds sometimes large discrepancies were found. More investigations are necessary to establish the cause of these differences.

Under highly variable cloud conditions it becomes apparent that temporal averaging of lidar return signals has great influence on derived cloud parameters. Especially when retrieving cloud optical depths from lidar data, high time resolution data is necessary, or at least the information about the variability of the observations has to be retained.
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1. Introduction

Recently we have constructed an atmospheric data collection lidar (ADCL) to obtain the aerosol data needed to perform the atmospheric correction to satellite remote-sensing data. Figure 1 shows extinction profiles derived from ADCL data measured at four wavelengths (0.355, 0.532, 0.756, 1.064m). The extinction coefficients below the lidar overlapping point are assumed to be constant.

![Figure 1: Aerosol extinction coefficient profile](image)

To obtain good precision in inverting the ADCL data for the case where the condition of a large optical thickness cannot be fulfilled, here we propose to use the calibration value obtained with an integrating nephelometer set at ground level. In the case of our atmospheric data collection lidar the lowest altitude determined by the overlapping of the laser beams with telescope field-of-view is approximately 400 m above ground level in vertical measurements with 3 mrad field-of-view. This lower limit, which is introduced to prevent the saturation of the detection system, can be alleviated by employing a larger field-of-view angle, but cannot be eliminated completely. In order to obtain the relevant information between the ground level and the overlapping point we make use of data from slant observation using a portable lidar. In the actual process it is assumed that the medium between the laboratory level (about 60 m above sea level) and the full overlap point of the portable lidar (about 160 m above sea level) is homogeneous.

2. Experimental situation

Aerosol vertical profile measurement at the Nd:YAG laser wavelength of 532 nm has been performed using our atmospheric data collection lidar. Simultaneously a portable lidar with a Nd:YAG laser (wavelength 532 nm) at an elevation angle of 20 degree has been employed to collect the information in the lower troposphere. To calibrate the lidar-derived extinction coefficient, an integrating nephelometer is operated continuously at the ground level. All the instruments are located in our laboratory at Chiba University, about 30 km east of Tokyo.

3. Portable lidar measurement

First we examine whether it is reasonable to calibrate the portable lidar data by means of the ground level extinction coefficient measured with the integrating nephelometer. Fig. 2 is the plot of aerosol extinction at the ground level measured with the two instruments. In the analysis of lidar data with Fernald’s inversion method, the boundary value is assumed to be constant, 0.00022 m⁻¹. The reference altitude is chosen to be 500 m (1462 m slant range). For the extinction-to-backscattering ratio we have assumed $S_0 = 30$ all through the lidar path. The lowest altitude of the interval considered is 100 m (292 m slant range). For the extinction-to-backscattering ratio we have assumed $S_0 = 30$ all through the lidar path. The lowest altitude of the interval considered is 100 m (292 m slant range). For the extinction-to-backscattering ratio we have assumed $S_0 = 30$ all through the lidar path. The lowest altitude of the interval considered is 100 m (292 m slant range). For the extinction-to-backscattering ratio we have assumed $S_0 = 30$ all through the lidar path. The lowest altitude of the interval considered is 100 m (292 m slant range). For the extinction-to-backscattering ratio we have assumed $S_0 = 30$ all through the lidar path. The lowest altitude of the interval considered is 100 m (292 m slant range). For the extinction-to-backscattering ratio we have assumed $S_0 = 30$ all through the lidar path. The lowest altitude of the interval considered is 100 m (292 m slant range).
Two results agree well around 14:00, when the atmospheric condition at the reference altitude (500 m) is considered to be stable with time. Since the mean value of the relative humidity observed on the experimental day at our laboratory is approximately 92% (Fig. 3), a large value of single-scattering albedo (more than 90%) is expected for aerosol scattering. Thus it would be reasonable to use the ground-level scattering coefficient as the calibration value for the extinction coefficient in the analysis of the portable lidar data.

Comparing these two figures, we can see a multi-layered structure of aerosols which changes rapidly with time. The growth of the layer thickness between the altitude of 300 m to 1000 m is explained by the descent of the concentrated aerosol layer.

5. $S_1$ dependence of optical thickness

The two profiles shown in Figs. 4 and 5 are calculated with the extinction-to-backscattering ratio of 30 in the lidar path. In this section, we investigate the $S_1$ dependence of the optical thickness. The optical thickness between 0 and 3500 m is calculated with the $S_1$ value between 30 and 60. The results show an increase of 3.6% in the case of 19:15 data (Fig. 4), while there is 2.2% increase in the case of 19:30 data (Fig. 5). Owing to the high value of the relative humidity, it appears that the change of $S_1$ parameter does not affect the resulting optical thickness significantly. It is also found that under relatively low humidity, the $S_1$ dependence becomes more significant.

6. Wavelength dependence of extinction

4. Calibration of the ADCL data

The vertical extinction profiles in Figs. 4 (19:15JST, 13 August, 1997) and 5 (19:30JST, 13 August, 1997) have been composed from the ADCL measurements in the altitude between 400 m and 3500 m and the portable lidar measurements between 100 m and 400 m. The boundary value at 400 m altitude for the inversion of the portable lidar data is chosen utilizing the ground-level calibration value. This boundary value also serves as a calibration value for the inversion of the ADCL data. Below 100 m the aerosol extinction coefficient is assumed to be constant. The mean value of the relative humidity observed on the relevant day at our laboratory is approximately 93%.
In regard to the atmospheric correction of satellite remote sensing data in the visible and infrared region, aerosol extinction plays an important role. For each spectral band of satellite sensors it is desirable to have the aerosol information to derive the relevant optical thickness. The advantage of the multi-wavelength lidar, when compared with conventional instruments such as a sun-photometer, is that its capability of observing aerosol optical properties layer by layer. An example of such observation is shown in Fig. 6. In Fig. 6(a) range-corrected A-scope signals are exhibited for the four wavelength, and in Fig. 6(b) the wavelength dependence of aerosol extinction coefficient is summarized for the lower troposphere. This latter result can be interpreted with the help of detailed Mie calculation. The stronger wavelength dependence at the lower altitude than the higher altitude in Fig. 6(b) can be attributed to the larger amount of so-called accumulation particles (smaller than 1μm).

7. Summary

We have demonstrated the improvement of the lidar-data processing utilizing the nephelometer-derived extinction data. Even under the situation where the inverted profile is sensitive to the choice of the boundary value of the aerosol extinction (optical thickness is less than unity), the aerosol distribution can be inverted accurately from lidar data with this type of calibration method. The applicability of ADCL to derive the wavelength dependent feature of aerosol profile has also been discussed briefly.
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1. Introduction

The different thermal regimes of water and land, determined by their thermal capacities and heat conductivities lead to a horizontal pressure gradient in the coastal area. Therefore the air masses over the warmer surface move towards the cooler one. At greater heights a flow in the opposite direction exists, which closes the circulation pattern and thus the so-called breeze cell is formed. The particular size and development of the cell are influenced by the concrete relief of the region. It was found that time and spatial resolution of the lidars present an opening for detailed observations of the orography determined cell's dynamics and aerosol stratification.

In the last decades the coastal area of lakes, seas and oceans has been a place of urbanization and industrialization and therefore an object of a lot of meteorological and ecological investigations. Investigation of air pollutants circulation and the existence of elevated pollution layers over Los Angelis were performed during the BASIN project (Wakimoto, 1986). The formation of organized convection during cold air penetration over a warm sea surface was studied using airborne lidars in the MASEX experiment (Melfi, 1985). Similar experiments were carried out in Bulgarian Black Sea coastal zone (Kolev, 1994, Parvanov, 1988).

The paper presents investigations of the influence of the underlying surfaces over the aerosol stratification during different parts of the breeze circulation.

2. Method and apparatus

The data discussed in the present paper was taken during an experiment carried out in September9-14, 1992, in the region of the village Shkorpilovtsi (in the station, belonging to the Institute of Oceanography, Bulgarian Academy of Sciences). The groundbased elastic backscattering lidar (Kolev,1994), used during the experiment, was installed at 12 m above the sea level and about 120 m away from the shoreline. A meteorological surface layer station and pilot balloons (Kolev, 1994) were used for obtaining the basic meteorological parameters: temperature and humidity diurnal behavior and wind profiles. The lidar data considered in the paper were obtained by vertical scanning at different step, depending on the scale and duration of the observed phenomenon (1°, 3.5°, 10° corresponding to scanning of land-to-sea breeze, the vice versa and well developed convective layer) along various azimuths.

The lidar experimental results are presented as 2-D images of the backscattered laser signals as a function of the height and distance along the sounded path at different elevations. A 2-D pattern/cross-sections is constructed compiling data from a vertical scanning at a certain azimuth (Az).

3. Results and discussion

The synoptic conditions during the experiment were typical for the Bulgarian Black sea coast in summer - quiet, sunny weather (anticyclone) with consequently well-presented breeze circulation:

In fig.1a, 1b wind profiles from September 12 and 14, 1992 respectively are shown. The diurnal behaviour of the temperature, humidity and horizontal wind speed, measured near the surface are presented on fig.2. As it can be seen from the wind profiles in the morning till 09:30 up to heights of about H=200 m land-to-sea breeze exists, while at greater heights the change of the wind direction occurs and at heights H>600 m well-presented sea-to-land wind is observed.

During the same period of time the temperature and humidity values near the surface are low. After a calm period (09:30-10:30) a change in wind direction (fig.1a) along with a maximum of horizontal wind speed and humidity is observed. around 14:00 the temperature near the land surface reaches it's diurnal maximum (fig.2), while a minimum in the horizontal wind speed is recorded. In the afternoon (16:00-18:00) a second maximum...
Fig. 1 Pilot balloon wind profiles (1a - 12.09.1992; 1b - 14.09.1992)

Fig. 2 Diurnal behaviour of meteorological parameters taken on 12.09.1992:
1 - temperature, 2 - humidity, 3 - horizontal wind speed
of the sea-to-land breeze is observed (fig.2). After the sun set (19:30) the temperature decreases and as one can see from the wind profiles the breeze changes its direction: again after a calm period (fig.2, 19:00-20:00) a land-to-sea breeze is observed.

As it was reported (Kolev, 1994a) "the lidar images of the aerosol stratification in a coastal zone at presence of sea circulation enable one to distinguish between the cases of sea-to-land and land-to-sea breezes." Figures 3 and 4, presenting vertical scans from 14.09 and 12.09, azimuths Az=135° respectively, show the two different cases of breeze circulation.

In case of well-presented breeze circulation the spatial resolution of the lidar at small step (3°) gives an opportunity to observe the influence of the underlying surface over the flow in direct contact with it. As a result of the circulation aerosol generated over one of the surfaces moves over the other one. In general, the part of the air flow influenced by the "new" underlying surface forms the so-called thermal internal boundary layer (TIBL) (Stull, 1990) the air above the TIBL is not influenced by the surfaces it is moving over.

In case of land-to-sea flow, as a result of the interaction between the cold air and warmer sea surface an increase of the air humidity and formation of fog (Parvanov, 1988), leading to corresponding increase of the backscattered signal is observed. Fig.5, presenting vertical scan from 14.09, azimuth Az=90°, illustrates the discussed situation.

The water surface is about 150 m away from the lidar. In the opposite case the part of the flow influenced by the heated land expands and the relative humidity decreases. The results are illustrated in fig.6, which represent data acquired on 12.09, azimuth Az=280° (over the land surface). As it can be seen from the figure the height of layer with lower contrast, identified with the TIBL increases and about 1300 m away from the shoreline it reaches about 150 m.
Around noon the influence of the underlying surface over the circulatory pattern reaches its maximum. The breeze cell turns to be destroyed, since the warmed up surface heats the air, above it. Under these unstable conditions the land- and sea-flow mix. As a result of the prevailing convective turbulence and heat fluxes the aerosol within the whole mixing layer is approximately uniformly distributed, which is illustrated in fig. 7, presenting data from 14.09, azimuth $\theta=360^\circ$ (parallel to the shoreline).

Basing on the changes of the backscattered coefficient of atmospheric aerosol generated over different underlying surfaces the height of the TIBL, formed in accordance with the breeze direction, was determined.
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4. Conclusion

In the present paper the variations of the optical characteristics of the atmospheric aerosol crossing the frontier of different underlying surfaces in case of breeze circulation are studied. The variances of relative humidity lead to changes in the amplitudes of the backscattered lidar signals, but without polarization studies it can not be unambiguously determined whether the watering of aerosol particles changes just the shape of the particles or their optical characteristics as well.
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1. Introduction
Aerosol and cloud are important relating to not only air pollution and climate, but also earth radiation budget. Their coverage is usually monitored and analyzed using satellite data, but sometimes their vertical profile becomes very important. Its derivation is difficult by satellite monitoring, but is easy by lidar monitoring. Aerosol and cloud are spatially and temporally varied in short period, so that a long-term continuous monitoring with a short repetition time is significant. Along this line, we monitored the behavior of cloud ceiling height continuously for more than 3 months in Chiba and Tsukuba, both in Japan, and Sukhothai, in Thailand.

2. Monitoring
As a part of the GAME (GEWEX Asian Monsoon Experiment) activity, we installed a MPL Micro Pulse Lidar, which was developed by Spinhirne [1], in Sukhothai, one of the AWS (Automatic weather Station) sites of GAME project from the end of June, 1997, and monitored the vertical profile of aerosol and cloud continuously with an integration time of 20 seconds. The lidar is operated at 523 nm (second harmonics of Nd:YLF laser pumped by a laser diode) with a repetition frequency of 2500 Hz. The sampling time is 200 ns, giving the spatial resolution of 30 m. The laser pulse energy is 5 μJ. The beam is expanded and emitted through a 20 cm diameter telescope, and the return signal is received through the same telescope. One half of the return signal is introduced to an APD detector and the signal is counted in the photon counting mode and is averaged for an integrated period (in our case 20 sec). Because the beam is expanded to a 20 cm diameter at the exit of the telescope, the laser beam satisfies eye-safety conditions.

The system was at first tested at Chiba University (35.7N, 140.1E) for the initial check from the end of January to the end of April. The ceiling height was measured and was analyzed in a form of one month average. From the end of June, 1997, the system was transported to Sukhothai (17N, 100E), Thailand. In Fig. 1, the lidar housing is shown. It is settled just outside of the fence of the meteorological monitoring site. On the roof of the housing, a skyradiometer (auroradiometer) is located. In Fig. 2, the inside of the housing is shown. July is just the beginning of rainy season and the data were analyzed until October. We also analyzed the data in Tsukuba (36.1N, 140.2E) provided by Meteorological Research Institute (MRI). Radiation data, which are obtained from pyranometer, pyrageometer and auroradiometer, and other surface meteorological data are also available in Sukhothai.

In Tsukuba, radiosonde data is available twice a day (9 a.m. and 9 p.m., JST). The comparison with the radiosonde data will give a hint of cloud formation.

Fig. 1 Lidar housing and a skyradiometer on the roof.
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Fig. 2 Inside the lidar housing (it is air-conditioned to be not higher than 30 C)

Fig. 3 Pyranometer and pyrgeometer in an experimental farm.

3. Result

In Fig. 4a - c, range corrected data from June 28, 30, and July 2 are shown. The telescope was set at 19 degrees off from the zenith to prevent the direct incidence of solar light. This means the real altitude is 95% of the distance. From Fig. 4, it is found that in the boundary layer active convection occurs and the layer is developed up to 5 km altitude in tropical region. Cloud is classified to three layers (<2km, 5 - 8 km, >10km). In each layer, cloud can be seen, but the existence probability in the lower two layers is larger. Especially in the middle layer, multilayer cloud structure is clearly seen. It may give a large effect to the earth radiation budget.

In Figs. 5-7, we show the statistics of cloud ceiling height. Fig. 5 illustrates 24 hour integration of ceiling height in Chiba, April 1997. Though it is not readily clear from this figure, hourly statistics show normally cloud layer is split in two layers below 2 km and over 2 km. In Fig. 6, the cloud ceiling height in Sukhothai in June is shown. At the beginning of rainy season, lower layer cloud is not prominent. Every hour data of ceiling height also shows mostly single mode distribution, although middle layer cloud takes multilayer structure very frequently. In constrast, the September statistics (Fig. 7) in Sukhothai indicate apparent presence of the lower layer ceiling below 1.5 km, peculiar to the rainy season.
Here we did not show the data in Tsukuba. However the comparison of the lidar data and radiosonde data, it is inferred that the cloud is generated at a range of the relative humidity (RH) over 80%, in the lower atmosphere (inside the boundary layer), and in the middle layer over 5 km, sometimes the critical RH reduced down to 70% (at the altitude and location of a radiosonde will be flown).

In this paper, we described a long-term monitoring of the aerosol and cloud using a MPL systems.

Finally we wish to express our thanks for Meteorological research people in Japan (MRI) and in Thailand (TMD).
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1. Introduction

The effect of clouds and aerosol on the atmospheric energy balance is a key global change problem. Full knowledge of aerosol distributions is difficult to obtain by passive sensing alone. Aerosol and cloud retrievals in several important areas can be significantly improved with active remote sensing by lidar.

Micro Pulse Lidar (MPL) is an aerosol and cloud profilometer that provides a detailed picture of the vertical structure of boundary layer and elevated dust or smoke plume aerosols. Refer to Spinhirne (1993). MPL is a compact, fully eyesafe, ground-based, zenith pointing instrument capable of full-time, long-term unattended operation at 523 nm. In October of 1993, MPL began taking full-time measurements for the Atmospheric Radiation Measurement (ARM) program at its Southern Great Plains (SGP) site and has since expanded to ARM sites in the Tropical West Pacific (TWP) and the North Slope of Alaska (NSA). Other MPL’s are moving out to some of the 60 world-wide Aerosol Robotic Network (AERONET) sites which are already equipped with automatic sun-sky scanning spectral radiometers providing total column optical depth measurements. Twelve additional MPL’s have been purchased by NASA to add to the aerosol and cloud database of the EOS ground validation network. The original MPL vertical resolution was 300 meters but the newer versions have a vertical resolution of 30 meters. These expanding data sets offer a significant new resource for atmospheric radiation analysis.

Under the direction of Jim Spinhirne, the MPL analysis team at NASA/GSFC has developed instrument correction and backscatter analysis techniques for ARM to detect cloud boundaries and analyze vertical aerosol structures. A summary of MPL applications is found in Hlavka (1997). With the aid of independent total column optical depth instruments such as the Multifilter Rotating Shadowband Radiometer (MFRSR) at the ARM sites or sun photometers at the AERONET sites, the MPL data can be calibrated, and time-resolved vertical profiles of aerosol optical depth as well as aerosol extinction can be calculated.

The techniques used to calibrate the lidar, calculate the aerosol extinction-to-backscatter ratio, and produce profiles of aerosol extinction and aerosol optical depths, will be described. Results using these techniques will be presented for case studies at the ARM site in the Tropical West Pacific and later in the Southern Great Plains.

2. Initial Data Analysis

Micro Pulse Lidar raw data sets must have three instrument characteristics corrected for before any aerosol analysis is performed. These corrections are described in detail in a separate article (Campbell (1998)) and are briefly summarized below:

- Deadtime correction: A multiplicative factor dependent on signal strength applied to the raw data to correct for ineffective detector response when bombarded by photons at too close of time interval.
- Afterpulse correction: A small subtraction to the deadtime corrected data which is a nonlinear function of range from the instrument and represents the residual signal response which occurs due to pulse run-on of photoelectrons out of the detector.
- Overlap correction: A range-dependent factor which is divided into the range-corrected signal to cancel signal degradation in the near range caused by field of view conflicts in the transmitter-receiver system.

The chosen starting point for the aerosol technique is after the above three corrections have been accounted for and the remaining signal...
has been background subtracted, range corrected, and energy normalized:

\[
P(r) = \frac{(n(r)dtc - n_b - n_ap(r))r^2}{oc(r)E},
\]

where \(P(r)\) is the resultant range dependent relative normalized backscatter, \(n(r)\) is the range dependent raw signal in photoelectrons/\(\mu\)sec, \(dtc\) is the dead time correction factor, \(n_b\) is the measured background ambient signal entering the receiver without the laser on, \(n_ap(r)\) is the after-pulse correction, \(r\) is range from instrument, \(oc(r)\) is the range dependent overlap factor, and \(E\) represents the laser pulse energy. The lidar equation furthermore shows that:

\[
P(r) = C\beta(r)T^2(r),
\]

where \(C\) represents a dimensional system calibration constant, \(\beta(r)\) is the range dependent backscatter cross section due to all types of atmospheric scattering, and \(T(r)\) is the atmospheric transmittance out to range \(r\).

3. Instrument Calibration Technique

Instrument calibration can be done during any 60 to 90 minute period where there is coincident clear sky MPL data and total column optical thickness measurements from sun photometers or the MFRSR. The total column optical thickness data must be converted to match the 523.5 nm wavelength of the MPL. Then the Rayleigh component must be subtracted out from knowledge of the atmospheric temperature and pressure structure. Finally, to obtain the needed aerosol optical thickness, an estimate of the ozone component (at 523.5 nm) must be subtracted. This can be estimated using known values of ozone absorption coefficient and ozone amount from the Total Ozone Mapping Spectrometer (TOMS) satellite given in Dobson units. MPL retrievals are calibrated by making the reasonable assumption that above a certain height (approximately 7 km) in the higher troposphere, almost all lidar backscatter at 523 nm stems from the molecular component alone. The attenuation in the signal caused by the lower tropospheric aerosols is calculated from the estimated aerosol optical depth. The attenuation-corrected integrated MPL signal in the upper troposphere is then fitted to the integrated molecular signal using an appropriate value of calibration. In equation form the process is:

\[
C = \frac{\int_{rt}^{rm} P(r)dr}{\int_{rt}^{rm} T^2(rm)\beta_m(r)T_m^2(r)dr},
\]

where \(T^2(rm)\) is the two-way lidar transmittance from the instrument to range \(rm\) and includes both the molecular component and the aerosol component, \(rm\) is the range from the instrument to the estimated top of the aerosol layer and bottom of the upper tropospheric molecular fitting layer, \(rt\) is the range from the instrument to the top of the molecular fitting layer, usually around 12 km, \(\beta_m(r)\) is the molecular backscatter cross section, and \(T_m(r)\) is the molecular transmittance. The molecular components of Eq. 3 can be calculated based on the atmospheric temperature and pressure structure and the known estimate for molecular extinction / backscatter ratio. \(C\) is calculated for each MPL profile in the time period and then averaged.

4. Calculation of Aerosol Extinction / Backscatter Cross Section Ratio

Once the calibration has been calculated for the time period, the aerosol extinction-to-backscatter ratio \(S_a\) is estimated based on an iterative procedure which assumes \(S_a\) to be constant with height. Based on the work done by Spinhirne (1980), a differential equation has been developed which, when integrated vertically through the lidar profile, relates signal attenuation to an integration of the received signal return. This equation includes a separation of aerosol and molecular scattering terms. If one assumes for the MPL that the bottom of the integration layer is at the height of the instrument and that the instrument is pointing very close to zenith, then this equation takes the form:

\[
T^2_{a}(rm)T^2_{m}(rm) = 1 - \frac{2S_a}{\pi C} \int_{0}^{rm} P(r)T^2_m(x - 1)(r)dr,
\]

where \(T_a(rm)\) is the aerosol transmittance from the instrument to range \(rm\), \(T_m(rm)\) is the molecular transmittance to \(rm\), and \(x = 3S_a/\pi\). By rearranging Eq. 4, solve for \(S_a\):
\[ S_a = C \frac{1 - T_a^2 (rm) T_{2x} (rm)}{\int_0^{rm} p(r) T_{m}^2 (x - 1) (r) dr} \]  

(5)

\( T_a (rm) \) and \( T_m (rm) \) can be calculated given the initial inputs of total column aerosol optical depth and the atmospheric temperature and pressure structure, respectively. Since the term \( x \) involves \( S_a \), an iterative analysis must be done by first initializing \( x \) with a meaningful estimate, then calculating \( S_a \) by averaging the result for each profile in the time period, then plugging the new estimate for \( S_a \) into the \( x \) term and so on until the solution converges.

5. Calculation of Aerosol Optical Depth and Extinction Cross Section Profiles

A vertically-resolved profile of aerosol optical depth can be straightforwardly produced from the MPL signal profiles once \( C \) and \( S_0 \) are known. Solve Eq. 4 for \( T_a^2 (r) \), for all data points in each profile between 0 and \( rm \), then find the average two-way aerosol transmittance for the time period. Multiple scattering effects are minimal with the MPL due to the very small receiver field of view of 100 μrad and are ignored. Next calculate the aerosol optical depth (\( \tau_a (r) \)):

\[ \tau_a (r) = \frac{-\ln(T_a^2 (r))}{2} \]  

(6)

The vertical profile of aerosol extinction cross section can then be found by differentiating \( \tau_a (r) \) through the layer. The location of the top of the planetary boundary layer can be estimated accurately from a time series of these profiles.

6. Sample Results

Drought conditions and population pressures in Indonesia and surrounding areas of Southeast Asia sparked a massive biomass burning episode during September - November, 1997. Some of the smoky haze covered the ARM TWP site at Manus, Papua New Guinea from time to time. Five time periods were selected, mostly in September, where clear sky MPL profiles co-existed with MFRSR total column optical depth measurements. The MPL aerosol technique was used to process the five cases, which ranged in MFRSR aerosol optical depth from .06 to .40. A summary of the calibration and optical depth calculations for these cases are found in Table 1.

<table>
<thead>
<tr>
<th>Date (local)</th>
<th>MPL</th>
<th>MFRSR</th>
<th>MPL</th>
</tr>
</thead>
<tbody>
<tr>
<td>30Aug97 (pm)</td>
<td>120.5</td>
<td>.0645</td>
<td>.0320</td>
</tr>
<tr>
<td>03Sep97 (pm)</td>
<td>118.4</td>
<td>.1192</td>
<td>.1174</td>
</tr>
<tr>
<td>06Sep97 (pm)</td>
<td>111.7</td>
<td>.2356</td>
<td>.2633</td>
</tr>
<tr>
<td>08Sep97 (pm)</td>
<td>103.6</td>
<td>.3958</td>
<td>.5980</td>
</tr>
<tr>
<td>20Sep97 (pm)</td>
<td>119.1</td>
<td>.1810</td>
<td>.2032</td>
</tr>
</tbody>
</table>

Table 1. Results of MPL aerosol technique using 90 minute time period averages at ARM's TWP site.

The MPL optical depths were determined by assuming a constant \( C \) for all the case studies. Usually the cleaner the boundary layer, the more accurate the \( C \) calculations. The \( C \) from September 3 was used here. The \( C \) calculations are in line with previous work and seem to oscillate by up to 10 percent on a day to day basis.

Figure 1. Average vertical profiles of aerosol optical depth at the TWP site in 1997 based on the results of Table 1.

Figure 1 shows the resultant average profiles of aerosol optical depth from the five cases. Notice that even with high aerosol loading, such
as on 08 September, the contributing aerosol layer did not extend above 4 km. In most cases, C was fitted to the molecular signal above 5 km. Figure 2 shows the corresponding aerosol extinction cross section average profiles for the five cases. Increased aerosol loading occurred over time until 20 September, when levels fell back to early September values. Double layers were observed on three of the days.

Figure 2. Average vertical profiles of aerosol extinction cross section at the TWP site in 1997 based on the results of Table 1.

Calculated aerosol extinction values are realistic for these cases. \( \alpha \) ratios were lower than expected. More case studies will be analyzed to determine if there is a bias.

7. Summary

The MPL analysis team at NASA/GSFC has developed instrument correction, calibration, and aerosol structure analysis techniques with the aid of total column optical depth instruments such as the MFRSR. Test results involving five cases at the ARM TWP site successfully show the value of the technique, having calculated reasonable aerosol optical depths from the MPL alone when tied to one MFRSR measurement.
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Abstract - A ground-based lidar for measuring characteristics of cirrus clouds are presented. Methods of measurement and processing optical characteristics are described. Some results of investigation of cirrus optical, geometrical and statistical characteristics over Western Siberia (56.5°N, 85.1°E) are illustrated.

Introduction

Current interest to the study of clouds is determined by their impact on a balance between the incoming solar radiation and the outgoing Earth's radiation. Cirrus clouds occupy a special place among the Earth's cloud formations. Their impact can be manifested through atmospheric warming or cooling [1]. Recurrence of cirrus clouds and their morphological and microphysical structures undergo significant variations as functions of latitude, season, orography, and underlying surface type. Tomsk (56.5°N, 85.1°E) is situated in Western Siberia - a large part of Eurasian continent covered by large forest areas far from seas and oceans. This introduces specific features in the formation of cirrus cloudiness above Western Siberia. Lidar studies of cirrus cloudiness were started in Tomsk in 1997.

Instrumentation and experimental procedure

A lidar system operating at the Siberian Lidar Station is capable of measuring the characteristics of cirrus cloudiness at night and in the daytime. A Nd-YAG laser is used as a transmitter. It generates laser pulses at the wavelength $\lambda=1064$ nm with energy 150 mJ per pulse. The pulse repetition frequency is 10 Hz.

The choice of $\lambda=1064$ nm was determined by the low level of the background daytime sky radiation at this wavelength, which is important for lidar observations of clouds in the daytime. Coaxial transceiver scheme is used in the lidar system. The backscattered laser radiation is received by a mirror with a diameter of 2.2 m and a focal distance of 10 m. A field stop, a collimating lens, a film polaroid, an interference filter, and a focusing lens are placed in the focal plane of the receiving mirror in front of a photomultiplier.

The signal-to-noise ratio was adjusted for daytime and night measurements by changing the diameter of the field stop and the area of the receiving mirror. In so doing, the entire area of the mirror was used for measurements at night, whereas for daytime measurements the receiving area of the mirror was decreased to that of the mirror 0.3 m in diameter. The field of view of the receiving system was 0.3 mrad. This small field of view was chosen to reduce the background illumination and the contribution of multiple scattering to a lidar return signal. The FEU-83 photomultiplier was used as a receiver. It was cooled by the Peltier elements to a temperature of $-30^\circ$C to reduce its intrinsic noise level. Lidar return signals were recorded in the photon counting regime. Spatial resolution of the lidar system was 100 m and its temporal resolution was 3–4 s. The lidar system was equipped with a video camera. It was mounted parallel to the lidar optical axis near the focus of the lidar receiving telescope for monitoring of the sky cloudiness during lidar measurements. Video records were used to estimate the horizontal cloud sizes as well as the speed and direction of cloud motion.

We recorded clouds not only in the zenith, but also in the periphery of the sky. The lidar was oriented in the zenith and measurements were carried out only when clouds fell within the lidar field of view. Time series of lidar return signals were obtained. Each series
lasted ~30 min and comprised more than 256 individual vertical signal profiles. Every lidar return signal profile was averaged over 20–30 laser shots during 3–4 s. Figure 1 shows an example of cloud sensing above the measurement site during half an hour. Cirrus clouds were recorded in the absence of low cloudiness and through it.

![Fig. 1. Variations of the vertical structure of lidar return signals corrected for the sensing range during observations of cirrus, high-cumulus, and cumulus cloudiness on August 14, 1997 from 18:06 till 18:36, Tomsk local time.](image)

To estimate qualitatively the phase state of clouds, in a number of experiments we measured the depolarization ratio of lidar return signals. In the present report we give only some preliminary results.

Some measurements of optical and geometric characteristics of cirrus cloudiness

Small field of view of the lidar receiving system (0.3 mrad) significantly decreased the relative contribution of multiple scattering to a lidar return signal. For this reason, the optical characteristics of clouds were reconstructed in the single scattering approximation. In this case the backscattering coefficient $\beta_s(H)$ can be calculated with the use of the well-known procedure for lidar return signal calibration against molecular scattering [1] under assumption of the absence of the aerosol at a given segment of the sensing path. The extinction coefficient $\alpha(H)$ was calculated by the method described in [2]. Under assumption of the constant ratio of the total backscattering coefficient to the total extinction coefficient, the formula for $\alpha(H)$ can be written as

$$\alpha(H) = S(H) \left[ \frac{S(H_c)}{\alpha(H_c)} + 2 \cdot \int_H^{H_c} S(H')dH' \right]^{-1},$$

where $H$ is the altitude, $H_c$ is the calibration altitude, $\alpha(H_c)$ is the value of the extinction coefficient at the calibration altitude (it is considered to be known), $S(H)=[N(H)-N_{bg}]H^2$ is the lidar return signal $N(H)$ corrected for the sensing range, and $N_{bg}$ is the background sky radiation.

An example of the reconstructed vertical profile of the extinction coefficient on December 22, 1997 is shown in Fig. 2 (at the center). This profile was averaged over 256 individual vertical profiles of lidar return signals accumulated from 19:13 till 19:40, Tomsk local time. This allowed us to follow the temporal variability of some parameters of the observed two-layer cloudiness. The heights of the lower ($L$) and upper ($U$) cloud boundaries calculated by the criteria of a) 10-fold excess of the backscattering coefficient at the boundary clear atmosphere-cloud (dots) and b) cloud halfwidth (circles) are also shown in Fig. 2.
Temporal behavior of the heights of the upper and lower boundaries of the two-layer cloudiness (calculated by the criteria mentioned in the text). The vertical profile of the extinction coefficient averaged over the period from 19:10 till 19:40 and its standard deviation (SD) are shown at the center of the figure.

Temporal variations of the optical thickness $\tau(t) = \int_a^b \alpha(t) \cdot dH$ of the upper and lower clouds are illustrated by Fig. 3a. Histograms of the distribution of their optical thickness are shown in Figs. 3b and c. It can be seen that the distribution of the optical thickness of the upper cloud is closer to the normal distribution in comparison with the lower cloud. The distribution of the optical thickness of the lower cloud is bimodal in character. Its main mode is centered at $\tau=0.04$. The second mode of the distribution centered at $\tau=0.055$ is less pronounced. It is likely that this mode is caused by a wave process, because the Fourier transform has the clearly pronounced maximum near $10^{-2}$ Hz (Fig. 3d). Judging from the autocorrelation functions of the optical thickness, the scales of inhomogeneities for the lower cloud are somewhat larger than for the upper cloud (Fig. 3e).

The depolarization ratios of lidar return signals $\delta(H) = P_{\perp}(H) / P_{\parallel}(H)$, where $P_{\perp}(H)$ and $P_{\parallel}(H)$ are the cross-polarized and parallel components of lidar return signals, respectively, were close to 0.8 for the upper and lower clouds.
The vertical profile $\delta(H)$ within the cloud extended from 6 to 10.5 km is shown in Fig. 4. The cloudiness can be classified as high cumulus by its lower boundary and as cirrus by its upper boundary.

However, we did not observe any altitude dependence of the statistical or correlation characteristics of cloudiness. As an example, Fig. 5 shows the temporal autocorrelation functions $K(t)$ and the interlevel spatial correlation functions $K_{ij}(t)$ for cloudiness observed from 20:15 till 20:35, Tomsk local time. Analogous functions were observed from 21:05 till 21:20, Tomsk local time. The vertical correlation radius $\rho_H$ determined from the halfwidth of these correlation functions is shown in Fig. 5. We failed to estimate the correlation time, because already for the first lag the slope of the functions $K(t)$ exceeded 0.5. However, the first values of the temporal autocorrelation functions $K(t)$ that can be used to estimate the correlation time as a function of altitude are shown in Fig. 5. At the cloud bottom the correlation between the levels sharply decreased practically to zero in the directions from the cloud boundary toward the cloud depth and toward the clear atmosphere ($K_{6.8 \text{ km}}$). However, at the cloud top (near 9.5 km) the correlation function has the clearly pronounced maximum ($-0.6$). Analogous behavior has $K_{9.6 \text{ km}}$ at the cloud top. The internal cloud layers are closely correlated with the correlation coefficient $>0.7$ in the cloud depth ($K_{7.6 \text{ km}}$ and $K_{8.8 \text{ km}}$ in Fig. 5). The correlation sharply decreases at the cloud boundaries. Sharp difference between the interlevel correlation functions inside the cloud and at its boundaries (the decreased down to 0.5) was used as a criterion for the determination of the lower and upper cloud boundaries. The recurrence of clouds of all types (Ci+Cs+Cc) between 6-11 km was 55% over the observation period from August 8 till September 7, which slightly exceeded the reference data [4]. The recurrence of Ci was 48%, Cs – 29%, and Cc – 13%. According to above-mentioned criterion, the recurrence of the cloud base height reached maximum between 7-10 km. Above 11 km, we did not observe the cloud base. Clouds moved preferably to the west with most probable velocities 10–20 m/s (in 70% of all cases). In 20% of all cases the cloud velocities exceeded 20 m/s and in 10% of all cases they were less than 10 m/s.
Fig. 5. Correlation characteristics of cloudiness displayed in Fig. 4 (from 20:15 till 20:35, Tomsk local time).
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1. Introduction

Cirrus clouds play important role in determining the radiation budget of the earth’s atmosphere. Many studies of cloud characteristics have been done by lidar. Polarization lidar is particularly useful for investigating the properties and compositions of ice particles in high cirrus clouds, which are known to contain a significant amount of non-spherical ice crystals. It is also known that cirrus clouds may contain water droplets which are spherical. The backscattering of liquid water droplets has very different polarization characteristics from the backscattering of ice crystals, and in many cases it is possible to use the polarization technique to distinguish between ice and water.

The depolarization ratio $\Delta$ for different types of cirrus cloud has been simulated by many people. Sun et al.\[1\], who gave $\Delta=0.8$ for clouds containing pure plate crystals and $\Delta=0.2$ for pure column crystals. For mixed-types of ice crystal, the depolarization ratio $\Delta$ ranged from 0.4 to 0.5\[2\].

We have used lidar to study high clouds since 1993. Recently, we have carried out the depolarization ratio measurements to understand the microphysics of cirrus clouds detected in the upper troposphere. This paper presents three cases of observations made in 1997.

2. Experiment and Result

Observations were made on 6/25/97, 8/22/97, and 9/3/97. Figure 1, 2, 3 show profiles for backscattering ratio and depolarization ratio. Each profile is progressively offset to show time evolution.

Figure 1 shows a cloud was located at the height between 12.1 km (about -50 °C) and 12.9 km (about -55 °C), but the depolarization ratio had a value only in the central part of cloud with a thickness of about 200 m. The center of the cloud with $\Delta=0.4$ should consist of ice particles, and the rest of the cloud with a $\Delta=0$ must consisted of water droplets.

Figure 2 shows a cloud was located at height between 13 km (about -55 °C) and 14.5 km (about -65 °C) with depolarization ratio $\Delta=0.2$. The maximum of depolarization ratio $\Delta=0.7$ was at the bottom. Since the depolarization ratio for pure column crystal is $\Delta=0.2$, and for pure plate crystal $\Delta=0.8$. That implies this cloud has the plate type crystals at the bottom and column type of crystals at the top.

Figure 3 shows consistent height profiles for both backscattering ratio and depolarization ratio, revealing the cloud was located at height between 15.6 km and 16.2 km an average value of $\Delta=0.25$. That suggests this cloud should consists of column type of crystals generally.

3. Reference

3. L. Thomas, J. C. Cartwright and D. P. Wareing (1990), "Lidar observations of the horizontal orientation of ice crystals in cirrus clouds", Tellus, 42B, 2, 211-216
Figure 1, 2, 3. Cirrus cloud backscattering ratio $R$ and depolarization ratio $\Delta$ measurements of selected case.
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Figure 1, 2, 3. Cirrus cloud backscattering ratio $R$ and depolarization ratio $\Delta$ measurements of selected case.
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1 Introduction

Analysis of multiple scattering phenomena of a laser beam in dense materials such as clouds and fog is a troublesome. The effect causes uncertainty in the determination of the cloud base and depth for space lidar experiments, and of the cloud top even in ground-based lidar experiments. Some computer simulations of multiple scattering were reported, but there are a few experimental results and they only contained intensity data. We compare the multiple scattering distribution image of a laser beam passing through clouds obtained using a range-resolved imaging lidar with Monte-Carlo simulations.

2 Method

If multiple scattering occurred efficiently, the optical signal should spread into areas where the laser beam itself cannot exist. If the spread-signal could be detected as a two dimensional distribution image, the image will offer much more information for analysis than by using only the intensity data.

A highly sensitive CCD camera with an image intensifier was used as an imaging device. The photo-cathode of the intensifier was electrically gated to several hundreds nano-seconds and photo-electrons from the cathode were amplified enough to create images with a multi channel plate placed in the image intensifier. The gate operation was delayed by a circuit synchronized to the laser radiation. The delay time corresponds to the range from the system to the target and the gate time width corresponds to the range resolution. By changing the delay time, a range resolved image can be obtained. The distribution of the image from it's center corresponds to a multi-field view lidar signal with angular resolution.

The CCD camera used in this experiment had 756 (horizontal) x 485 (vertical) pixels that covered an area of 11.52 mrad in the field of view. Other system specifications were: 532 nm laser wavelength, 80 mJ pulse energy, 10 ns pulse width, 10 Hz repetition rate and 0.5 mrad beam divergence for the laser transmitter. A telescope camera lens with an 89 mm diameter and 500 mm focal length, and a 532 nm interference filter were placed in front of the camera to collect the scattered signal. The image was monitored on a TV screen which was useful to align the laser beam and the receiver. The image was recorded on a video tape. After the experiment, the data was reloaded into a computer and analyzed.

3 Experimental Results

The laser beam was directed vertically towards the clouds and passed through the clouds. Figure 1 shows examples of the range-resolved multiple scattering image at successive ranges inside the cloud. Although the images are represented as a horizontal image, multiple scattering in the vertical direction are also contained in the image. The image of (a) shows the Mie and Rayleigh scattering image before the laser beam hit the cloud. The image size is 15.36 m x 11.52 m in this case which depends on the delay time (range). The laser beam size in the figure is 1.4 m at a range of 1.02 km (6.8 ns delay time) +15 m range width (100 ns gate time). When the laser beam hits the cloud base, the signal intensity suddenly increases and the beam size also enlarges (see (b)). As the laser beam passes through the cloud, the intensity of the laser beam that appears at the center of the image gradually decreases due to scattering by the cloud particles, and the multiple scattering signal spreads to the whole area of the image (c). After penetrating the cloud, the build-up of signal intensity was not seen any more but very small intensity signals still remained and were distributed.
Fig. 1 Laser scattering image passing through cloud.
entirely in (d). The small signal seen on the upper area of each image is noise introduced when recording the data onto tape and reloading the data into the computer; the noise was too small to perturb the image signal. Figure 2 are cross-sections of the intensity images in Fig. 1. The range from the center of the image is converted to a field of view. The solid line corresponds to Fig. 1(b), the broken line to (c), and the chain line to (d), respectively. The process of multiple scattering occurring inside the cloud is seen and the decrease of the peak intensity of the laser beam and the increase in the width of the distribution pattern as the laser beam passes through the cloud is clearly shown.

![Cross-sectional pattern of intensity of Fig. 1.](image1)

**Fig. 2** Cross-sectional pattern of intensity of Fig. 1.

### 4 Comparison to Simulation Results

Monte-Carlo computer simulations were carried out to confirm the experimental results. The essential procedure is that described previously by Kunkel and Weinman (1976). After checking the appropriateness of the program performance by comparing the MUSCLE results to the simulation results for space lidar returns (Noguchi et al., 1997), the program was arranged to be able to make the distribution image of the multiple scattering signal. The trajectory of each scattered photon was followed and number of photons at the scattering place in the field of view was integrated within the gate time width. The parameters for the simulation were taken from the experiment and a small correction was made in the delay time to fit the simulated distribution pattern exactly to the experimental one. Figure 3 is an example of the simulated image for C1 clouds that corresponds to Fig. 1(c) in which the envelope has a long tail. The image contains multiple scattering information with respect to time together with the range distribution. The cross-sectional patterns of the intensity distribution of simulated images of Fig. 3 and others in different delay time are shown in Fig. 4. Comparison of the image in Fig. 1(c) to Fig. 3, Fig. 2 to Fig. 4 showed that the distribution patterns were reproduced by the simulation. As the simulation inside the clouds did not show the same pattern as Fig. 2(d), it suggests that Fig. 2(d) was obtained outside the clouds. Cloud models other than C1 clouds, i.e., Ns cloud, Haze C and Haze M, could not give good results in this case.

![Two dimensional distribution pattern of simulated multiple scattering image.](image2)

**Fig. 3** Two dimensional distribution pattern of simulated multiple scattering image.

![Cross-sectional pattern of simulated signal intensity.](image3)

**Fig. 4** Cross-sectional pattern of simulated signal intensity.
5 Conclusions

Use of a CCD camera offered a simple and easy way to add the capability of multi-field view observation with successive angular resolution to the lidar system. Both the experimental and simulation results clarified the multiple scattering process inside clouds. They supported the idea that imaging of multiple scattering was a useful method for cloud monitoring, i.e., to determine cloud depths and also to estimate cloud types.
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1 Introduction:

The continuous monitoring of the atmosphere is an important component of the scientific community efforts to understand the climatic system and to determine the possible climate changes. Lidars play an important role in that way because of its capacity to make precisely and continuous measurements of different parameters and phenomena, its easy manipulation and its relatively low exploitation cost.

There are only few lidars in the tropical zone, one of the less studied regions of the planet but at the same time a very important piece in our effort to understand the climatic system. One of those lidars is located in the Camagüey Meteorological Center (CMC), Cuba, (21°24' N, 77°51' W).

Here we report its applications to measurements of aerosols in the lower stratosphere and high troposphere, tropical night-time cirrus clouds and stratospheric temperature and density.

2 Camagüey lidar main features and data processing.

The lidar was installed in 1988, as part of the Cuban-Soviet cooperation in tropical meteorology research, but only began regular operation in January 1992. Measurements were carried out on cloud free nights. Table 1 shows its main parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser, λ</td>
<td>Nd:Yag, 532nm</td>
</tr>
<tr>
<td>Energy per pulse</td>
<td>300 mJ</td>
</tr>
<tr>
<td>P. R. F.</td>
<td>30 Hz</td>
</tr>
<tr>
<td>Mirror diameter</td>
<td>30 cm</td>
</tr>
<tr>
<td>Receiver</td>
<td>PMT FEU-136</td>
</tr>
<tr>
<td>Regimen</td>
<td>Photon Counting</td>
</tr>
</tbody>
</table>

Table 1. Lidar technical parameters.

Aerosol measurements are scheduled once a week at 300 m resolution. Some times, under apparently clear sky conditions the initial set of shots, used to check the functioning of the lidar, reveals the presence of cirrus clouds. In that cases, this set of shots is saved. Begining in 1993, additional sets of measurements at 75 m resolution are done.

The aerosol backscattering coefficient (ABC) is calculated using the conventional algorithms as was reported before (Antufia, 1996b).

Cirrus cloud measurements bases and tops were determined using the enhancement of the backscattered signal (photons) above the molecular backscattered signal. A cirrus multilayer structure was considered in the cases in which in the photons vs. height profiles the valley between two peaks (molecular backscattered signal) was less or equal than one third of the signal from the lower of the two peaks.

Considering the lower counts of photons above 30 km due to the construction limitations (mainly the optics) of our lidar, monthly photon vs. height profiles were integrated. Then temperature and density profiles between 30 and 50 km were derived using the algorithms based in the single-frequency elastic backscattering (Chanin and Hauchecorne, 1991).

3 Stratospheric and high tropospheric aerosols.

The stratospheric aerosols lidar measurements from January 1992 to December 1993 provided information from the Mount Pinatubo volcanic aerosols. Partial results were published recently, showing the decay in time of the amount of aerosols at all levels (decaying ABC) as such as its descent in altitude. Derivations of the aerosol optical depth (AOD) from the lidar integrated ABC decreased from 0.14 in early 1992 to 0.03 by the end of 1993 (Antufia, 1996a, 1996b).

Figure 1 illustrates the mentioned aerosols amount decay and altitude descent. The four ABC profiles, with...
6 months lag, show the decreasing in the ABC maximum from a value of 12.16 at 26 km in January 1992 to a value of 1.85 at 20 km in July 1993. It can be inferred from this figure the exponential time decay law typical of the stratospheric aerosol clouds originated by big volcanic eruptions.

Figure 1. Selected aerosol backscattering coefficient (ABC) profiles from January 1992 to July 1993.

In figure 2 the ABC profiles for October 5th and 18th, 1994 reveals the presence of two narrow aerosol layers in the high tropical troposphere, in the vicinity of the tropical tropopause. The presence of such aerosols was confirmed by sunphotometer measurements in the south of the US made during the same period (Volz, 1994). From September to December 1995 aerosols layers with similar features were detected again in the lidar measurements. Also in this case measurements from sunphotometers located in the southern portion of the US corroborates the occurrence of such transient aerosol events, reporting values of the AOD which agree with lidar derived AOD values (Mims, 1996).

No volcanic eruption in the tropical zone capable to produce such aerosols were reported in both occasions, and no other event which could be the source of them was reported. One possible explanation to these events is that the aerosols may come from the tropical stratospheric reservoir (Grant et al., 1996).

It should be consider that the period of the year these events had been detected are associated in the CMC to the annual cycle descent of the tropopause and also that during the whole year around in the 30% of the days multiple tropopauses are present. Both features are associated with the stratosphere-troposphere airmasses transport, which can be responsible of carrying the aerosols from the tropical stratospheric reservoir to the high troposphere.

Figure 2. Aerosol backscattering coefficients (ABC) profiles for 5th and 18th October 1994.

4 Subvisible cirrus clouds.

The conditions under which cirrus cloud are measured, permit us to classify them as subvisible cirrus clouds. A total of 53 cirrus lidar measurements were made from 1992 to 1996. In general measurements showed that they were located at altitudes between 9 and 15 km. Under the mean sounding conditions of the atmosphere in Camagüey those altitudes are equivalent to temperatures in the range between -40 and -70 °C.

In Table 2 (Cervantes and Aroche, 1997) the mean vertical cirrus features are reported for the rainy (May - October) and low rainy seasons. It shows practically no differences between the bases in both periods but around 1 km difference in the tops (and consequently in the cirrus thickness). A possible explanation for that behavior is the high frequency of occurrence of depth convection in the rainy season. This will carry up moisture and cloud condensation nuclei (CCN) to the levels at which cirrus clouds forms. This phenomena take place in complex interaction with the 200 hPa circulation (Imasu and Iwasaka, 1991; Aroche et al., 1997). Another interesting feature is that in around the 40% of the cases there was a multilayer structure as has been reported in other tropical latitudes (Imasu and Iwasaka, 1991).

It was made a particular comparison between the
years 1992 and the years 1993 and 1994 together for the frequency of occurrence of only one layer and more than one. This classification was made considering the big differences in the stratospheric aerosol layer loading between both periods, which was shown in figure 1. It was found that in 1992 the 80% of the cases were only one layer cirrus and for 1993 and 1994 it was the 50% of the cases. Also in 1992 the mean top showed an increase in around 1 km (three times the resolution for that year) with respect to 1993 and 1994. These more thick cirrus during 1992 may be caused by the stratospheric aerosols seeding of cirrus clouds which is a potential phenomena mentioned by some authors (Sassen, 1992, Song et al, 1996). One possible mechanism to explain that feature is the increase of CCN in the high troposphere as result of the stratospheric aerosols falling into the troposphere through the tropopause. It will permit cirrus clouds to extent to altitudes normally scarce in CCN.

<table>
<thead>
<tr>
<th>Cirrus Vertical Features</th>
<th>Season.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Base Height (Km)</td>
<td>Rainy</td>
</tr>
<tr>
<td>Top Height (Km)</td>
<td>Rainy</td>
</tr>
<tr>
<td>Thickness (Km)</td>
<td>Rainy</td>
</tr>
<tr>
<td></td>
<td>Little Rainy</td>
</tr>
</tbody>
</table>

Table 2. Tropical subvisible cirrus clouds features.

5 High stratosphere temperature and density.

The derivation of temperature and density in the high stratosphere (above 30 km) were not completely successful. It is known from the analysis of the algorithm used that it is very sensitive to the ratio of photon counting at each altitude and at the calibration height (Shibata et al, 1986; Chanin and Hauchecorne, 1991). This ratio depends on the product of the laser power and the receptor area. In our lidar this parameter has a value of 0.5 W.m², which is 20 times lower that the lidars used for density and temperature derivations. This low value is due to the low diameter of the receptor installed in our lidar (Pomares et al, 1997).

Figure 3 illustrates the high stratosphere temperature profile derived for one particular measurement (Tnov). Also the temperature profile for a composite of lidar measurements for the month of November (Tmedio) is shown. For comparison purpouses the mean temperature sounding for November in the CMC (Tsondeo) through the troposphere and lower stratosphere is drawn to show its matching with the tropical standard atmosphere temperature profile (Tt).

The derived profiles show an increasing trend of the temperature with height between 30 and 50 km, which agrees with the trend of the standard atmosphere, but below 40 km there are very big differences, with maximum values of around 200 °K. Above that altitude the differences are in the order 20 °K maximum and it can be appreciate the matching of profiles at some levels.

![Figure 3. High stratosphere temperature profile derived from lidar. (See text for details.)](image)

6 Summary.

Capabilities of the Camagüey lidar station for stratospheric and high tropospheric aerosols as such as subvisible cirrus clouds have been shown. This type of measurements have been taken regularly in the Caribbean by first time. Stratospheric aerosol measurements of the Mount Pinatubo volcanic cloud showed features of the decaying of the cloud. High tropospheric aerosols of unknown origin had been detected in the lidar soundings. They could be associated to stratosphere-troposphere airmasses transport phenomena that have not been detailed documented yet. Subvisible cirrus clouds...
geometrical properties have been studied. A possible evidence of the cirrus cloud seeding by stratospheric aerosols have been found. The methodology for high stratosphere temperature and density derivation from lidar measurements was implemented. It was determined the technical limitation that should be solved in order to carry out this type of measurements in the near future.
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The scientific research vessel *Academician Mstislav Keldysh* had been sailing in the Atlantic (crossing it twice along 50°N latitude) and in Barents, Norwegian, and North seas for three months in 1995. The Makrel’-2 lidar [1] placed onboard the vessel was used for sensing of clouds from a cabin with the help of an external flat mirror.

Measurements were performed every day during 10 weeks. Individual runs lasted from 10 min to 1.5 h with a laser pulse repetition frequency of 1 Hz. The velocity of the vessel and the wind velocity at an altitude of 18 m above the water surface were measured independently. It was assumed that clouds drifted with the wind velocity. We measured the cloud base height above the sea surface and the radiation extinction coefficient at the cloud base.

Criteria for lidar determination of the cloud base height (CBH) were studied in [2]. In the present work we used two criteria based on an analysis of the lidar return signal derivative. The CBH was defined as a distance \( r_0 \) to the point at which the lidar return signal just started to increase when a laser beam entered the cloud after its propagation through the clear atmosphere or as a distance \( r_m \) to the point at which the signal reached its maximum.

The extinction coefficient \( \varepsilon(r) \) at the distance \( r \) from the lidar was calculated from the measured lidar return signal power \( P(r) \) by the formula

\[
\varepsilon(r) = \frac{1}{2} \frac{P(r)r^2}{r_\infty} \left( \int_{r_0}^{r} P(x)x^2 \, dx - \int_{r_0}^{r_m} P(x)x^2 \, dx \right) 
\]

Here, \( r_\infty \) is the maximum range from which the lidar return signal was still recorded. The condition of applicability of this asymptotic formula is \( \int_{r_0}^{r_\infty} \varepsilon(x) \, dx \geq 3 \).

The radiation extinction coefficient at the cloud base \( \varepsilon_b \) was calculated according to [2] as the value of \( \varepsilon(r) \) averaged over the laser beam propagation path whose length is half the distance of signal accumulation, that is,

\[
\varepsilon_b = \frac{2}{r_\infty - r_0} \int_{r_0}^{(r_0 + r_\infty)/2} \varepsilon(x) \, dx. \tag{2}
\]

Figure 1 shows the results of sensing of low clouds having a trend of the CBH. Visually, they were stratocumulus clouds. The moon was seen through them. The lowest cloud layer vanished 30 min after the completion of this run and we investigated the cloud layer with \( H_{\text{CBH}}=570 \) m. Figure 1a illustrates the CBH profile calculated by the criterion \( r_m \). In the presence of trend, the standard deviation was \( \Delta H=25 \) m. After elimination of this trend, \( \Delta H_0=14 \) m. The estimated spatial length of the sample was 26 km.

Empirical distribution of the CBH \( n(H) \) before elimination of the trend is shown in Fig. 1b by small squares. The distribution is clearly bimodal with the asymmetry coefficient \( A_s=0.64 \) and the coefficient of excess \( E=2.0 \). After elimination of the trend \( A_s=-0.01 \) and \( E=-0.68 \). In this case, \( \Delta A_s=0.056 \) and \( \Delta E=0.032; \) therefore, \( n(H) \) cannot be classified as Gaussian: it is flatter.
As to the distribution of ε₀, it was markedly asymmetric. Its half-width from the modal value εₘ₀d toward
greater ε₀ are 16% of εₘ₀d. It is 42% of εₘ₀d toward smaller ε₀.

On the whole, for an ensemble of stratiform clouds with CBH ≤1 km we obtained the following. When
the cloud base had a trend, its current average height could be represented as $H=H₀±l$, where $l$ is the distance
from the initial measurement point and $μ=(3.4±0.7)×10^{-3}$ (assuming that the average wind velocity at the CBH
was 10 m/s). Here and below the standard deviations of the measurable parameters are given. The maximum
distance $l$ was in the range 5–40 km.

The spread of the CBH with the trend in our experiments varied from 25 to 56 m with standard
deviations (39±14) m, that is, the average variation coefficient was 36%. When the trend was eliminated, the
spread of the CBH varied from 10 to 42 m with standard deviations (23±12) m, that is, the average variation
coefficient was 52%.

The coefficient of asymmetry for the distribution $n(H)$ with CBH trend was negative in ~40% of all
cases and equal to $A_s=-(0.36±0.49)$, that is, had moderate absolute values. Its extreme values were −0.01
and −0.70. In ~60% of cases the asymmetry was positive and equal to $A_s=(0.51±0.25)$, that is, slightly exceeded its
moderate values. The extreme values of the asymmetry coefficient were 0.33 and 0.80.

After elimination of the trend, the distribution $n(H)$ symmetrized. Weakly pronounced negative asymmetry was observed in less than 20% of all cases with $A_s=−0.20$. In the remaining cases the asymmetry was
positive, weak or moderate, with $A_s=(0.27±0.20)$.

Figure 2 shows rather smooth CBH distribution for high stratified clouds. These data were obtained on
August 21, 1995 in the presence of thin maritime fog layer just above the water surface and the low cloud field
that had disappeared by the start of sensing of higher clouds. The CBH was $H=(542±223)$ m without trend. For
the distribution $n(H)$, $A_s=0.69$, that is, the asymmetry was strong. The excess coefficient $E=0.24$ was typical of
weakly pronounced flattop peaking. The distribution $n(ε)$ was similar to $n(H)$ and had the positive asymmetry
coefficient as well.

On the whole, we did not record any trends of the CBH for these high clouds on measurable scales. The
fluctuations of the CBH were $ΔH=(115±95)$ m, varying from 11.7 to 264 m. The positive and negative asymmetry coefficients were observed equally often. In the first case, $A_s=(0.34±0.31)$, that is, the coefficient
of positive asymmetry varied from small to moderate. In the second case,
$A_s=-(0.75±0.42)$, that is, the coefficient of negative asymmetry varied from moderate to large. The negative excess coefficients were $E=−(1.0±0.81)$, that is, they were indicative of the bimodal character of the CBH
distribution. In case of positive excess coefficients, $E=+1.10±0.87$.

As to the scattering coefficient at the CBH, we did not observe any peculiarities of its behavior for low
and high clouds. On the whole, $n(ε₀)$ was asymmetric. The halfwidth of the distribution $n(ε₀)$ at half $εₘ₀d$ toward
greater values of $ε₀$ was (33±38)% of $εₘ₀d$. Once we recorded a shift by 110% from the modal value, that is, the
distribution was very blurred but still remained nonuniform. To the left of $εₘ₀d$, that is, toward smaller $ε₀$, the
halfwidth of $n(ε₀)$ at the same level was (41±17)% of $εₘ₀d$. The average width of the distribution $n(ε₀)$ can be
written as $εₘ₀d−0.41εₘ₀d$. To be objective, we note that up to 10% of the experimental distributions obeyed
nearly uniform distributions of $ε₀$ for the entire measurement range.

Thus, we can conclude the following. In the North Atlantic the CBH fluctuations of stratiform clouds
obeyed most often asymmetric law rather than normal on horizontal scales between 10–70 km. The coefficient of
asymmetry can be positive or negative. The extinction coefficient at the CBH, as a rule, also did not obey the
normal law. Elimination of the low-frequency trend of the CBH decreases the degree of asymmetry of CBH
distribution.

References
2. Shamaanacv V. S. Estimation of the radiation scattering coefficient at the cloud boundary. Atmospheric and
AVERAGE AND FLUCTUATION CHARACTERISTICS OF THE TRANSPARENCY OF LAKE BAIKAL WATER FROM AIRBORNE LIDAR DATA

G. Ludbrook, 1  A. Scott, 1  G. Kokhanenko, 2  I. Penner, 2  and V. Shamanaev 2

1. Defence Evaluation and Research Agency
   St. Andrews R., Malvern Worcs, Malvern WR14 3PS, UK
   Tel: +44 (0) 1684 894857
   Fax: +44 (0) 1684 896270
   E-mail: gdlugbrook@dera.gov.uk

2. Institute of Atmospheric Optics
   1 Akademicheskii Av., Tomsk 634055, Russia
   Tel: 7 382 2 258516
   Fax: 7 382 2 258895
   E-mail: shvs@losa.iao.tomsk.ru

Corresponding author is V. Shamanaev

Lake Baikal is the world's largest reservoir of fresh water. By its area (its length is about 600 km) it can be classified as a small inland sea. Therefore, the interest to investigation of this unique water reservoir is understandable. A number of the parameters of Lake Baikal can be studied from aboard of an aircraft as was done earlier [1]. The water turbidity measurements are of interest not only for ecological researches but also for lidar pilot studies because of a wide range of variation of the transparency of upper water layers: from very turbid water of the Selenga to the clearest water of the Sargasso sea with the extinction index only slightly exceeding unity.

The Optik-E Antonov-30 aircraft laboratory of the Institute of Atmospheric Optics with the multipurpose Makrel'-2 lidar onboard flew above Lake Baikal in November 1996. Typical flight altitudes above the water surface were about 300 m. In the experiments, a Nd:YAG laser at $\lambda=0.532 \mu m$ was used. Temporal resolution of a receiving system was 7.5 ns. A pulse repetition frequency of 25 Hz allowed us to perform bathymetric measurements with a horizontal resolution of 4 m.

The extinction index of water $e$ was calculated by the logarithmic derivative method for upper water layers to depths 5–15 m. Figure 1 illustrates one of the flight routes above the mouth of the Selenga with 10- and 50-m isobaths. Figure 2 shows cross-sectional mapping of the parameter $e$ along the flight line. The serial number of laser shot is indicated on the abscissa. A thousand shots correspond to a flight distance of 17.5 km for a pulse repetition frequency of 5 Hz. Here, arrows 1, 2, ... indicate the corresponding points of the flight route shown in Fig. 1. Significant spread of the values of $e$ near point 5 was due to the fact that laser beams there were incident not only on the water surface, but also on the swampy land of the river mouth. Near the mouth of the Selenga (at distances $\geq$10 km from the mouth) the extinction index monotonically increased from 0.14 to 0.35 m$^{-1}$. The Selenga runs off many suspended silt particles that deposited near the lake shore. There is a sharply pronounced interface between turbid river and clear lake waters, which was clearly observed from the aircraft. When we flew above these points, we recorded a sharp increase in the extinction index up to 0.5–0.6 m$^{-1}$. We also observed large spatial inhomogeneities of the water turbidity. Their horizontal sizes reached several kilometres. At a distance of $\sim$40 km from point 6 water became increasingly clear. At a distance of $\sim$100 km above the lake centre the mean values of $e$ reached 0.127±0.013 m$^{-1}$.

As can be seen from the calculated power spectra of the extinction index fluctuations, the fluctuation intensity decreases by the power law. However, the spectral exponent varies as a function of spatial wavelength. In some cases, there arise the points of inflections on the curve of the spectral exponent at the wavelengths that correspond to certain characteristic scales of hydrophysical processes occurring within the water depth of Lake Baikal.
We estimated the minimum and maximum measurable depths of the bottom for our lidar. The minimum depth is determined by the laser pulse length, the lidar return signal power, and the dynamic range of the recording system. The best results can be obtained with the use of the cross-polarized component of a lidar returned signal, because the depolarization of signals coming from the upper water layers is insignificant, whereas signals reflected from the bottom are practically completely depolarized. The minimum measurable depth is 4 m.

The maximum measurable depth of the bottom (for maximum lidar sensitivity and power per pulse) is primarily determined by the degree of water turbidity. We succeeded in recording the depths of the bottom as great as 40 m when we flew near the Bol'shoi Ushkanii island where the water extinction index was $-0.127 \, \text{m}^{-1}$. When we flew above the northern part of the lake, we recorded the depths of the bottom as great as 19 m for waters with an extinction index of $0.184 \, \text{m}^{-1}$. We failed to record the signals reflected from the bottom when we flew above the mouth of the Selenga.
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Crystal clouds are an optically anisotropic atmospheric formation because the ice crystals, that make up the ensemble of cloud particles, may take some preferred orientation under the action of various natural factors. This fact often manifests itself in such optical phenomena in the atmosphere like halo, sun pillars, and the like.

From the standpoint of their participation in the radiation transfer in the atmosphere it is important that extinction of radiation by cirrus clouds depends on the radiation incidence angle. For instance, extinction of solar radiation by cirrus cloud layers may depend on the zenith and azimuth position of the Sun. This circumstance can not be allowed for in calculations based on model approach that uses representation of cloud particles by equivalent spheres. Besides, the model of equivalent spheres is unable to correctly describe the angular distribution of radiation scattered by crystals. The matter is that in this case the radiation transfer should be described by the radiation transfer equation in a vector-matrix form. In so doing one also should use such local properties of a medium as extinction and scattering phase matrices. Unfortunately, these characteristics of crystal clouds are yet poorly studied. However, at present there are certain grounds for making a mathematical modeling of these characteristics by assuming the ensemble of crystal cloud particle to be an ensemble of hexagonal plates and columns [1]. Such a modeling may also incorporate some a priori information on the shape, size, and orientation of particles, characteristic of cirrus clouds.

As to the shapes and size of crystals in a cirrus cloud one can find a vast experimental material in literature collected using direct sampling data. Unfortunately, no so many data can be found on the particle orientation in a crystal cloud.

In our earlier studies we have developed a technique to remotely determine the direction and degree of preferred orientation of crystal particles in cirrus clouds based on lidar measurements of the cloud backscattering phase matrices (BSPM) [2,3].

In the course of grounding our approach we have derived a lidar equation in a vector-matrix form and some relations that enable calculation of the angles and degree of particle orientation.

Once the method for experimental determination of BSPMs of cirrus clouds is developed we could suggest the following scheme of mathematical modeling of the extinction and backscattering phase matrix. At the first stage one have to calculate BSPMs for model ensembles of crystal particles. The model ensembles are constructed in a wide range of such characteristics as particle shape, particle-size distribution, and the particle distribution over orientation angles. It is worth noting here that calculating BSPM is less laborious than calculating full scattering phase matrix.

Then, at the second stage, one makes a comparison between the experimentally measured and calculated BSPMs thus identifying, according to certain criteria [4], the nearest one, among the set of calculated matrices. From that comparison one also identifies the ensemble of crystals which then is used for calculating the full scattering phase matrix and an extinction matrix at the third and final stage of the scheme proposed. Following this scheme will require certain modifications in the calculation technique from Ref.1.

Below we present an example of the comparison made between the experimentally measured BSPMs and those calculated for ensembles of ice cylinders with a preset orientation parameters. The three-dimensional set of the orientation parameters has been constructed as follows. The angle of radiation incidence onto the layer, $\gamma$, varied from $0^\circ$ to $90^\circ$ in a $10^\circ$ step; the angle $\alpha$ of a preferred orientation was set from $0^\circ$ to $180^\circ$ with the step of $3^\circ$; the parameter $k$ of the Mises distribution that characterizes the degree of particle orientation in the ensemble about the mode $\alpha$ varied from 0 to 3 at a step of 0.5. The results of the comparison are given in the Table.

| Table | Comparison between the experimentally measured (the upper line) and calculated (two lower lines) backscattering phase matrices. | 185 |
The criterion of closeness between the calculated and experimental values is the minimum in the discrepancy

$$\delta = \left( \sum \sum (m_{ij} - m'_{ij}) \right)^{1/2},$$

where $m_{ij}$ and $m'_{ij}$ are correspondingly the experimental and calculated elements of the matrix $M_{ij}$ normalized, by its element $M_{ii}$. Note that the parameters of particle orientation measured experimentally quite well agree with the calculated ones, even if the discrepancy is large. This may be explained by the fact that these parameters are expressed not through the absolute values of the BSPM's elements but through the ratios between them, the absolute values being stronger dependent on the particle size.

In conclusion note that the value $k=3$ observed in the experiments is indicative of quite a high degree of particle orientation, such that about 90% particles of the ensemble have their axes oriented within the sector $\alpha \pm 45^\circ$ about the angle of preferred orientation.
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1 Introduction

Under an ESA contract, MPB Technologies, CRESTech, UQAM, Canada Centre for Remote Sensing (CCRS) and the Canadian Atmospheric Environment Service (AES) are conducting a synergy-study related to the proposed Earth Radiation Mission (ERM) satellite. The four instruments being considered are a Cloud Profiling Radar (CPR), a Backscatter Lidar (BL), a Broad Band Radiometer (BBR), and a Cloud Imager (CI).

The forward model and inversion algorithms for the BL, BBR, and the CI were developed by CRESTech, while the CPR algorithms were developed by MPBT. These four sensors are applied to a model atmospheric 'scene' provided by UQAM. The model atmosphere is derived from a Regional Climate Model which is driven by an objective analysis from NMC. The radiances from the scene to be utilized by the passive sensors are calculated using STREAMER/DISORT for the given satellite-solar geometry. The spectral resolution is 0.28 to 4.03 μm (24 intervals) and 4.03 to 500 μm (105 intervals) for a total of 129 intervals. The algorithms for each instrument are linked together in a synergy master program.

The BL and CPR modules incorporate their respective transmit-receive functions and inversion algorithms which are relate to the cloud and atmospheric parameters. The passive instrument modules (BBR, CI) incorporate their own instrument specification and generation of output signals in response to an input radiation field produced by the model. A general structure of the synergy study is shown in the schematic given in Fig. 1.

As shown in Fig. 1, the input to the four sensors comes from the atmospheric model definition. Not all parameters generated by the model are utilized by all the four instruments. However, specific parameters are required by specific instrument. The inversion algorithms of these instruments extract specific atmospheric parameters as shown in the third row of blocks. The cloud physical as well as optical parameters such as lidar derived height of cloud top and bottom (r_t, r_b), extinction coefficient (σ), and those derived by other instruments are of interest in the ERM. The aim of this synergy study is to determine which parameters with what accuracy are accessible with the four instruments when all are synergistically linked while operating from the same satellite platform.

Figure 1: Synergy Schematic for BL, CPR, BBR and CI.
The results from all four sensors will be presented in this paper with emphasis on the BL.

2 Cloud Model

The cloud model is bound by the Latitude-Longitude coordinates (39.9°N, 294.6°) and (44.3°N, 300.6°) south of the Canadian province of Nova-Scotia on an 80x80 grid with pixel size resolution of approximately 7 km on a projected stereographic plane. In the vertical direction there are 30 levels (layers) from ground level up to about 30 km. The cloud parameters specified by the model are assumed to have a homogeneous distribution within each layer. Proper interpolation routines are utilized to generate profiles of these parameters with the range resolution required by the active sensors. The test trajectory runs through the middle of the model cloud scene which also coincides with the LITE orbit on Sept. 4, 1994 at 12Z.

3 Lidar and Radar

A Nd:YAG lidar (1064 nm) with ATLID specifications and microwave radar (94 GHz) complement each other for cloud measurements and form the set of active sensors on the ERM platform. A lidar provides efficient detection of thin and sub-visual clouds with cloud boundaries with insufficient pulse penetration in dense clouds. A Radar, on the other hand, does not detect the thin cirrus well but provides cloud bottom heights even for very dense clouds. The test trajectory runs through the middle of the model cloud scene which also coincides with the LITE orbit on Sept. 4, 1994 at 12Z.

4 BBR and CI

The BBR and the VisIR CI scan across the satellite track in order to measure and record upwelling radiation intensities in several visible and infrared bands from the Earth-atmosphere system. The BBR records the radiance in two channels, (short-wave) SW and (long-wave) LW. The pass-bands are selected so that the SW channel measures reflected solar radiation and the LW channel the thermal emission from the Earth's surface and atmosphere along with a small solar component. The derived brightness temperatures (IR channels), provide information on cloud cover, type and temperature. Some of these parameters also relate to the lidar and radar derived atmospheric parameters. The model comparisons are expected to provide cloud and aerosol optical depths also.

5 Parameterization for lidar

For the cloud extinction and backscatter the GCM provided cloud droplet effective radius and LWC are utilized in a cloud parameterization scheme where the ice/water fraction in the cloud is determined according to the parameterization based on the temperature (Rokel et al., 1991). The ice particle extinction and backscatter coefficients are determined using the parameterization of Ebert and Curry (1992). For the liquid water extinction and backscatter, a new parameterization was developed at CRESTech. The parameterized extinction for a wide range of effective droplet radius (normalized to 1 g m\(^{-3}\) of LWC), is shown in Fig.2.

The molecular backscatter and extinction related to the atmospheric density via Rayleigh scattering are derived from the GCM temperature and pressure profiles. These are interpolated for finer lidar vertical resolution. The background aerosol profile at the present time is similar to LOTRAN type.

6 Results

The trajectory chosen for this experiment was through the middle of the 80x80 grid. The GCM model-derived cloud liquid water content (LWC) along the trajectory is shown in Fig. 2. The LWC shows a very broad frontal system centered around an altitude of 9 km with narrow extensions below the main layer.
The radar retrieved LWC for the data in Fig. 2 is shown in Fig. 3. It is obvious that the cloud top and bottom are quite accurately detected by the radar with some small difference of a few range bins in cloud boundary.

The measured lidar signal along the trajectory is shown by the gray scale (white on black background) in the Fig. 4. Also shown in this figure are the model cloud top (+) and bottom (−). The cloud here is very dense and the lidar signal disappears about half way through the cloud. The retrieved cloud top is within one range bin of the model cloud top. However, the lidar is not able to determine the cloud bottom due to incomplete pulse penetration. Synergistically, the radar determined cloud bottom would be retained in this case. However for thin cirrus the lidar provides better cloud detection and renders cloud geometrical and optical parameters with higher precision. Such cases will also be presented.

Fig. 6 shows a lidar retrieved cloud extinction profile (curve with noise in the cloud bottom) as compared to the one calculated from the model. Notice a good match between the two in the upper half of the cloud.

7 Conclusion

This synergy study provides insight into the effectiveness of system parameters of the sensors involved. The study will help determine how best to combine the output of the different sensors to create an optimum data set with the required accuracies. The lidar cloud parameterization and lidar application to different cloud scenarios will be presented.

The consultations provided by Z. Li from CCRS and L. Garand from AES are gratefully acknowledged.
Figure 4: Gray scale plot of radar-retrieved LWC along the satellite track.

Figure 5: Lidar signal with model cloud tops (white + ) and the bottoms (white —).

Figure 6: Model extinction profile and retrieved extinction profile for observation number 25.
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SUMMARY
The Lidar Atmospheric Profile Sensor (LAPS) developed at Penn State University is used to measure the total atmospheric extinction coefficient at 284 nm, 530 nm, and 607 nm during the Southern California Ozone Study (SCOS). Extinction data at these wavelengths are presented during the development of a low-level cloud. While greater extinction at the ultra-violet (UV) wavelength is observed below the cloud (because of larger contributions of molecular Rayleigh scattering, small particle aerosol scattering and ozone absorption), the visible extinction becomes comparable to the UV extinction at cloud base. A time series of the visible extinction as the cloud grows is presented.

EXTINCTION RETRIEVAL
LAPS is a multi-wavelength Raman lidar with excitation wavelengths at 532 nm and 266 nm. The LAPS extinction retrieval technique has been described elsewhere (1), but we summarize it here. First, the Raman-shifted signals are range corrected and extinction at 530 nm is obtained with a least-squares fit of Beer’s law compared to the expected gradient of the molecular profile. (The portion of the profile used for this analysis is beyond the region affected by the telescope form factor, or beyond about 800 m). It is possible to assume that extinction coefficients at 530 nm (backscatter signal) and 532 nm (forward propagation) are nearly identical. Once the extinction at 530 nm is obtained it may be used to compute the attenuation of the forward beam, enabling the computation of the extinction of the return beam at the N2 Raman-shift at 607 nm.

RESULTS
This paper presents extinction measurements of a cloud obtained during the Southern California Ozone Study (SCOS). Figure 1 shows a time sequence of the 530 nm extinction coefficient during the growth phase of a cloud. Lighter areas represent greater extinction coefficients than darker areas. The total optical depth between 2.3 km and 5 km at the

![Figure 1 - Time series of extinction coefficient (km⁻¹) at 530 nm.](image-url)
beginning of this time period indicated that a thick cloud was already present. (Note that the LAPS system is capable of penetrating optically thick clouds.) This cloud subsequently grows optically thicker and the cloud base decreases in altitude, as evidenced by the region of increased extinction in Figure 1. The dark region above cloud base after about 5:22 am (7 minutes into the sequence) is an area that was impenetrable by the lidar, and no information is retrieved beyond the indicated altitude.

A plot of multiple wavelength extinction coefficients averaged during the first 15 minutes of the same time period is shown in Figure 2. Ultra-violet extinction is greater than visible extinction below the cloud because of greater molecular Rayleigh scattering and ozone absorption. Scattering near the cloud base becomes more spectrally flat as cloud drops grow larger than both wavelengths. Probing further into the cloud reveals equal extinction at the red wavelength compared with the UV wavelength, consistent with expectations from Mie theory for spherical scatterers large compared with the wavelength.
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Mueller matrices and the Stokes vector are important tools for describing the scattering properties of aerosols. Although the study of Mueller matrices and Stokes vectors was introduced in the 19th century, and since then has been addressed in classical text books many new studies concerning symmetry relationship and the properties and structure of Mueller matrices for aerosols continue to appear in the literature, adding much more needed insight to aerosol research with polarized light. Polarization diversity lidars are used to study the shape, orientation, composition, and properties of scatterers in clouds (e.g., water droplets and ice crystals) by analyzing the polarized backscattering lidar measurements, measurements that can be described by appropriate Mueller matrices and Stokes vectors.

In this paper we develop a Mueller matrix $\tilde{M}(S(0), \theta, \phi, F)$ such that the irradiance Stokes vector $\tilde{G}(\theta, \phi) = \tilde{T}(\phi_p) \tilde{M}(\theta, \phi) \tilde{u}$ (W m$^{-2}$) is measured with a detector with a field of view $F$ and a pair of real polarizer-analyzer (i.e. a polarizer with a finite extinction ratio and a transmission less than 100%) with transmission Mueller matrix $\tilde{T}(\phi_e)$ and $\tilde{T}(\phi_a)$ from single scattering at angle $(\theta, \phi)$ by a scattering medium characterized with a Mueller matrix $\tilde{S}(\theta)$ and illuminated with an incident irradiance $\tilde{u}$. The matrix $\tilde{M}(S(0), \theta, \phi, F)$ can be viewed as a Mueller matrix for the scattering process that contains the information about the scattering aerosols. The various elements of $\tilde{M}$ can be deduced from polarized measurements by conducting a set of polarized measurements with a suitable combination of polarizer and analyzer fore and aft the scattering medium. In this work we also show how all the 3X3 elements of $\tilde{M}$ that affect linear polarization measurements can be deduced by combining three azimuthally integrated measurements (the commonly made lidar measurements from which only 3 elements of $\tilde{M}$ can be deduced) with eight azimuthally dependent measurements.

The scattering volume is illuminated with an incident irradiance Stokes vector $\tilde{u}$ propagating along the z-axis. The incident Stokes vector $\tilde{u}$ is transmitted through a linear polarizer with transmission Mueller matrix $\tilde{T}(\phi_p)$ whose maximum transmission $t_{p}$ is oriented at azimuthal angle $\phi_p$. A detector placed in the xy plane behind a linear analyzer, with transmission Mueller matrix $\tilde{T}(\phi_a)$ whose maximum transmission $t_{a}$ is oriented at azimuthal angle $\phi_a$, measures the irradiance $I$ which is the first component of the Stokes vector $\tilde{G} = (I, Q, U, V)$. For scattering into the backward hemisphere, $\pi/2 < \theta \leq \pi$, a right-handed coordinate system for the scattering is the $\tilde{x} \times (-\tilde{y}) = (-\tilde{z})$. In this coordinate system the direction of propagation of the incidence (or scattering) is such that the cross product $(\tilde{L}) \times (\tilde{l})$ is the direction of propagation. The incidence $\tilde{u}$ propagates along the positive $z$ direction, and the scattering $\tilde{G}$ propagates into the backward hemisphere toward the $(-\tilde{z})$ direction. The measured irradiance $I(\theta)$ (and specifically the copolarized, cross-polarized and depolarization ratio) as a function of the polarizer and analyzer orientations $(\phi_p, \phi_a)$ and their transmissions were developed. For scattering into the backward hemisphere $\phi_a$ is measured (in
For an unpolarized incidence $\bar{u} = [1, 0, 0, 0]$, we show that all co-polarization measurements are the same, and all cross-polarization measurements are the same (i.e., independent of the polarizer angle $\phi_p$). For a linearly polarized incidence (which is usually the case in a lidar system) and with a perfect polarizer for which $t_{1}^{\perp p} = 0$, the copolarized and cross-polarized measurements are a function of the polarizer angle $\phi_p$. However, the depolarization ratio remains independent of the polarizer angle. For backscattering ($\theta = \pi$) and for forward scattering ($\theta = 0$) a detector placed in the xy plane integrates the incoming radiance over the range of $2\pi$ azimuth $\phi$ within its field of view $F$. As a result of the azimuthal integration, the measured irradiance $I(\phi_p, \phi_a)$ contains information on only three quantities, $m_{11}$, $m_{22}$, and $m_{23}$ of the Mueller matrix $\tilde{M}$, and only these three quantities can be deduced from the linear polarization measurements. For a small field of view $F$, such that contributions to the measured irradiance $I(\phi_p, \phi_a)$ from terms of second order and higher in $F$ are neglected, $m_{11}$, $m_{22}$, and $m_{23}$ are proportional to $S_{11}(\pi)$, $S_{22}(\pi) - S_{33}(\pi)$, and $S_{23}(\pi) + S_{32}(\pi)$ for backscattering and are proportional to $S_{11}(0)$, $S_{22}(0) + S_{33}(0)$, and $S_{23}(0) - S_{32}(0)$ for forward scattering.

However, by combining three azimuthally integrated measurements (i.e., the commonly made lidar measurements) and eight azimuthally dependent measurements made through a spatial filter of angular half-width $\Delta \phi$ placed in the focal plane at azimuthal angle $\phi$ (measured in the xy plane counterclockwise from the x-axis) in front of the detector such that only scattered radiances within $\phi \pm \Delta \phi$ will strike the detector, and scattered radiances at any other azimuthal angle is blocked by the spatial filter, all nine Mueller matrix elements ($S_{11}(\pi)$, $S_{12}(\pi)$, $S_{13}(\pi)$, $S_{21}(\pi)$, $S_{23}(\pi)$, $S_{31}(\pi)$, $S_{32}(\pi)$, $S_{33}(\pi)$, and $S_{35}(\pi)$) which affect linear polarized radiation, may be deduced from the 11 polarized backscattering measurements.

We combine a set of 11 measurements to produce 9 equations (noted as $y_1$ to $y_9$) from which the 9 Mueller matrix elements are derived as follows:

(1) Removing the spatial we make three azimuthally integrated measurements $I(\phi_p = 0, \phi_a = \pi/2)$, $I(\phi_p = 0, \phi_a = 0)$ and $I(\phi_p = \pi/4, \phi_a = 0)$ with the detector full field of view $F$. From $y_1$,

$$y_1 = [I(\phi_p = 0, \phi_a = \pi/2) + I(\phi_p = 0, \phi_a = 0)] / F = S_{11}t_{1}^{\perp}(t_{1}^{a} + t_{1}^{a}) / 2$$

$S_{11}$ is deduced. From $y_2$,

$$y_2 = [I(\phi_p = 0, \phi_a = \pi/2) - I(\phi_p = 0, \phi_a = 0)] / F = -(S_{22} - S_{33})t_{1}^{\perp}(t_{1}^{a} - t_{1}^{a}) / 4$$

the difference $(S_{22} - S_{33})$ is deduced. From $y_3$,

$$y_3 = I(\phi_p = \pi/4, \phi_a = 0) / F = (S_{23} + S_{32})t_{1}^{\perp}(t_{1}^{a} - t_{1}^{a}) / 16 + (t_{1}^{a} + t_{1}^{a}) y_1 / (4t_{1}^{a}) - y_2 \sqrt{t_{1}^{a} / 4t_{1}^{a}}$$

the sum $(S_{23} + S_{32})$ is deduced.

(2) Placing the spatial filter at an angle $\phi = 0$ (i.e., along the x-axis) in front of the detector we make four measurements with the field of view $F_{\Delta \phi}$ through the spatial filter: $I(\phi = 0, \phi_p = 0, \phi_a = \pi/4, \Delta \phi)$, $I(\phi = 0, \phi_p = 0, \phi_a = -\pi/4, \Delta \phi)$, $I(\phi = 0, \phi_p = \pi/4, \phi_a = \pi/4, \Delta \phi)$ and $I(\phi = 0, \phi_p = -\pi/4, \phi_a = -\pi/4, \Delta \phi)$. Then we rotate the spatial filter to an angle $\phi = \pi/8$ and repeat the previous four measurements: $I(\phi = \pi/8, \phi_p = 0, \phi_a = \pi/4, \Delta \phi)$, $I(\phi = \pi/8, \phi_p = 0, \phi_a = -\pi/4, \Delta \phi)$, $I(\phi = \pi/8, \phi_p = \pi/4, \phi_a = \pi/4, \Delta \phi)$ and $I(\phi = \pi/8, \phi_p = -\pi/4, \phi_a = -\pi/4, \Delta \phi)$. 
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From $y_4$,  
\[
y_4 = [I(0,0,\pi/4,\Delta \phi) + I(0,0,-\pi/4,\Delta \phi)]/F_{\Delta \phi}
\]
\[
= t^p_\parallel (t^p_\parallel + t^a_\perp)(2\Delta \phi S_{11} - S_{12}\sin(2\Delta \phi))/(2\pi)
\]
and knowing $S_{11}$ from $y_1$, $S_{12}$ is deduced.

From $y_5$,  
\[
y_5 = [I(\pi/8,0,\pi/4,\Delta \phi) + I(\pi/8,0,-\pi/4,\Delta \phi)]/F_{\Delta \phi}
\]
\[
= t^p_\parallel (t^p_\parallel + t^a_\perp)(4\Delta \phi S_{11} - 2^{3/2}(S_{12} + S_{13})\sin(2\Delta \phi))/(4\pi)
\]
and knowing $S_{11}$ from $y_4$ and $S_2$ from $y_4$, $S_{13}$ is deduced. To deduce the matrix elements $S_{22}$ and $S_{33}$, we solve simultaneously Eq. $y_2$ together with Eq. $y_6$ for the two unknowns $S_{22}$ and $S_{33}$. Eq. $y_6$ is given by  
\[
y_6 = [I(0,-\pi/4,-\pi/4,\Delta \phi) + I(0,\pi/4,\pi/4,\Delta \phi)]/F_{\Delta \phi}
\]
\[
= (t^p_\parallel + t^a_\perp)(\Delta \phi S_{11}(t^p_\parallel + t^a_\perp) - S_{12}(t^p_\parallel t^a_\perp)^{1/2}\sin(2\Delta \phi))/(2\pi)
\]
\[
+ (t^p_\parallel - t^a_\perp)(t^p_\parallel - t^a_\perp)[(S_{22}\sin(4\Delta \phi) - 4\Delta \phi) + S_{33}(\sin(4\Delta \phi) + 4\Delta \phi)]/(16\pi)
\]
where $S_{11}$ and $S_{12}$ are already known. The matrix elements $S_{23}$ and $S_{32}$ are obtained by solving simultaneously Eq. $y_3$ together with Eq. $y_7$,  
\[
y_7 = [I(\pi/8,-\pi/4,\pi/4,\Delta \phi) + I(\pi/8,\pi/4,\pi/4,\Delta \phi)]/F_{\Delta \phi}
\]
\[
= (t^p_\parallel + t^a_\perp)(\Delta \phi S_{11}(t^p_\parallel + t^a_\perp) - (S_{12} + S_{13})2^{3/2}(t^p_\parallel t^a_\perp)^{1/2}\sin(2\Delta \phi))/(2\pi)
\]
\[
+ (t^p_\parallel - t^a_\perp)(t^p_\parallel - t^a_\perp)[\sin(4\Delta \phi)(S_{23} - S_{32}) - 4\Delta \phi(S_{22} - S_{33})]/(16\pi)
\]
where $S_{11}$, $S_{12}$, $S_{13}$, $S_{22}$ and $S_{33}$ are already known. From $y_8$,  
\[
y_8 = [I(0,0,\pi/4,\Delta \phi) - I(0,0,-\pi/4,\Delta \phi)]/F_{\Delta \phi}
\]
\[
= t^p_\parallel (t^p_\parallel - t^a_\perp)(4\Delta \phi(S_{23} + S_{32}) - 4S_{31}\sin(2\Delta \phi) - (S_{23} - S_{32})\sin(4\Delta \phi))/(8\pi)
\]
we obtain $S_{31}$, where $S_{23}$ and $S_{32}$ are known. The remaining Mueller matrix element $S_{21}$ is deduced from $y_9$,  
\[
y_9 = [I(\pi/8,0,\pi/4,\Delta \phi) - I(\pi/8,0,-\pi/4,\Delta \phi)]/F_{\Delta \phi}
\]
\[
= t^p_\parallel (t^p_\parallel - t^a_\perp)(4\Delta \phi(S_{23} + S_{32}) - 2^{3/2}(S_{21} + S_{31})\sin(2\Delta \phi) + (S_{22} + S_{33})\sin(4\Delta \phi)]/(8\pi)
\]
where $S_{23}$, $S_{32}$, $S_{31}$, $S_{22}$, and $S_{33}$ are already known.

For randomly oriented aerosols characterized by the Mueller matrix  
\[
\mathbf{S}(\theta) = \begin{bmatrix}
S_{11}(\theta) & S_{12}(\theta) & 0 & 0 \\
S_{12}(\theta) & S_{22}(\theta) & 0 & 0 \\
0 & 0 & S_{33}(\theta) & S_{34}(\theta) \\
0 & 0 & -S_{34}(\theta) & S_{44}(\theta)
\end{bmatrix}
\]
$S_{11}(\pi)$, $S_{13}(\pi)$, $S_{22}(\pi)$, and $S_{33}(\pi)$ can be deduced from six measurements at backscattering angle: two azimuthally integrated measurements $I(\phi_p = 0, \phi_a = \pi/2)$ and $I(\phi_p = 0, \phi_a = 0)$ with the detector full field of view $F$ and four azimuthally dependent measurements through a spatial filter with the field of view $F_{\Delta \phi}$ (at an angle $\phi$) through the spatial filter: $I(\phi = 0, \phi_p = 0, \phi_a = \pi/4, \Delta \phi)$, $I(\phi = 0, \phi_p = 0, \phi_a = -\pi/4, \Delta \phi)$, $I(\phi = 0, \phi_p = \pi/4, \phi_a = \pi/4, \Delta \phi)$.  

It should be noted that this set of measurements which can be implemented for a linearly polarized laser which is polarized along the y-axis is not a unique set and other sets of measurements can be used to derive the nine Mueller matrix elements. The choice between the possible measurements should be made based on; the expected signal-to-noise ratio in the measurements, the polarization of the laser source (e.g. for some lasers it is possible to rotate the incidence polarization and thus the laser incidence can be polarized along the x-axis as well as along the y-axis), the extinction ratio $t_\perp/t_\parallel$ of the polarizer and analyzer, and the effect of error propagation in the computation, especially when the deduced Mueller matrix elements are a result of subtraction of two large numbers.
Azimuthally dependent polarized backscattering measurements were previously (1985) demonstrated by Pal and Carswell\textsuperscript{1}, using a pie-slice slit in the focal plane of the detector, where the co-polarized and cross-polarized backscattering from a cumulus cloud (as well as from a water cloud that was generated in the laboratory) were measured as a function of azimuth. Their lidar system employed three detectors fitted with polarizing optics and spatial filters were mounted on a slide so that different spatial filters were readily interchanged by moving the slide back and forth in front of each detector. In their paper, Pal and Carswell note that “the complex structure of atmospheric clouds and the large variation of their properties in space and time would complicate any application of this technique” due to the need of simultaneous polarization measurements. In a recent (1997) paper, Roy and Bissonnette\textsuperscript{2} showed lidar backscattering measurements from clouds measured with nine fields of view within a period of 0.5 s, Roy and Bissonnette lidar system operated at 100 Hz and a dynamically controlled iris was used to define the field of view. Their measurements showed that “for most of the cloud events observed, the correlation of the time-dependent field of view lidar measurements was good enough over a period of 0.5 s to allow lidar inversion of the data”. Thus, the theory for azimuthal polarized backscattering measurements presented in this paper may be applied for a laboratory setup for which the temporal variations in scattering medium can be controlled, and the theory may also be implemented for atmospheric cloud measurements if the set of the proposed eleven measurements can be taken within 0.5 s.

A complete discussion and derivations of the Mueller matrices will appear in a future publication\textsuperscript{3}.
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1. Introduction
The impact of the regional haze generated by Indonesian forest fires in the fall of 1997 has been widespread and significant. Actual costs to the Philippines appear to be minimal, but anxiety about the effects has been disproportionately large. Monitoring the temporal and spatial distribution of the haze can provide information for contingency planning, and may provide scientific insights as well.

2. The lidar system and sample observations
The lidar site is located at 14.64 N 121.07 E within the Manila Observatory (MO). A Q-switched Nd-YAG laser transmits an expanded, collimated and linearly-polarized 532 nanometer beam at 20 hertz. The backscatter is collected by a 28 centimeter diameter Schmidt-Cassegraine telescope in a biaxial vertical configuration, and directed through a collimating lens and a bandpass filter. From there the signal goes through a beamsplitter where parallel and orthogonal beam polarization components are directed to separate photomultiplier tubes (PMT). The analog voltage output from the two PMTs are digitized and averaged by a storage oscilloscope and saved using a microcomputer. Details of earlier configurations may be found in Alarcon et al. (1996). A sample of lidar-derived

![Extinction Coefficient (1/km)](image)

Figure 1. Time series of extinction coefficients for 02 October 1997
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measurements of extinction coefficients are shown in Figure 1, from observations made between 28 September to 02 October 1997. The lidar return maxima are believed to be from scattering layers other than water clouds, since no visible water clouds relevant to the lidar signals were observed during the measurement period. In the calculations the system constant and backscatter to extinction ratio are calibrated using equations from Russell et al. (1979) and Fernald et al. (1972). Extinction coefficients for the overlap and extreme ranges are calculated following the method presented by Hughes et al. (1985), while the remaining coefficients are calculated using the stable equation developed by Klett (1981). A power law equation is used to calculate backscatter coefficients from extinction coefficients with the exponent set to unity.

3. Satellite and visual observations
GMS-5 satellite images from 30 September to 02 October 1997 show what appears to be a haze plume extending from Borneo to north of Palawan, visible in Figure 2. Features in the late September images correspond with simultaneous AVHRR imagery showing the spatial boundaries of the haze plume, which were then monitored until early October. Unfortunately, the plume appeared to become less distinct in succeeding GMS-5 images as it approached Manila Bay by 02 October 1997, after which it became undistinguishable from the background. Visual observations from the Philippine Atmospheric, Geophysical and Astronomical Services Administration indicate that haze was observed over the Ninoy Aquino International Airport by 28 September 1997 when horizontal visibilities degraded to levels consistent with haze. This location was about 20 kilometers southeast and upstream of the lidar site, so there was a reasonable probability that the haze would also be observed over the lidar site. Photographs taken at the MO on 30 September 1997 also show that local visibility also decreased, although reduced visibilities unrelated to the regional haze were sometimes observed.

4. Discussion
On average, most aerosol particles generated by forest fires are larger than 5 micrometers (Wallace and Hobbs, 1977). These are within the detection limits of a 532 nanometer Mie-scattering lidar system, which can measure parameters such as aerosol plume altitude and thickness. Signal depolarization measurements provide information about scattering particle shape, which may in some cases indicate aerosol particle composition as discussed by Murayama et al. (1996). Figure 3 shows a sample profile of range-corrected power and linear depolarization ratio,
where the laser-telescope overlap range is about 500 meters. A lower plume appears to be centered around 1000 meters and an upper plume around 2000 meters based on the backscattered power profile, but the depolarization profile displays contrasting behavior. Outside the plumes where fewer depolarizing particles are expected the high computed values approach those characteristic of crystals or multiple scattering, while within the plumes where more depolarizing particles are expected the low computed values approach those of spherical droplets. These represent an unusual set of depolarization observations for MO lidar data, and given the uncertainty in identifying them as forest fire plume measurements no explanation for the discrepancies is offered at this time. Research is currently underway to obtain the information necessary to exclude the effects of aerosol scatterers from local sources, and establish positive identification of the forest fire haze plume.

Figure 3. Comparison of range-corrected power with linear depolarization ratio
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1. Introduction

The amount of solar radiation that reaches the earth's surface depends on the amount of coverage, type of clouds, and as well as their physical and optical properties. In particular, the optical depth distribution of clouds, which is derivable from extinction coefficient, is found useful in modeling transport of radiation in the atmosphere (Pal et. al., 1992). Lidar measurements with excellent spatial and temporal resolution over extended time periods and in different geographical regions prove to provide an instantaneous picture of the optical properties and behavior of clouds. Moreover, it is well acknowledged that there is paucity of ground based lidar data at low-latitude. Hence, extensive efforts from the international scientific community are being directed toward obtaining ground-based data from tropical sites.

A Mie lidar system was built for the first time at the Manila Observatory, (14.64° N, 121.07° E), Philippines with an aim of monitoring urban pollution and characterizing cloud properties in this part of the globe (Alarcon et. al., 1996). The basic system was calculated to reach up to 20 km under clear air conditions. In this paper, initial results of extinction coefficient and depolarization ratio calculations on tropical clouds are reported.

2. Intensity Measurements

A. Experimental Details

The basic lidar system used in this study is fixed, vertically pointing and biaxial in configuration and is composed of a laser transmitter, receiving telescope and signal processing system. The Nd:YAG laser operating at 20 Hz provides a 532 nm linearly polarized pulse output that is expanded, collimated and directed vertically upward by using a high-energy laser reflector. The backscatter is collected and focused by a telescope onto a photomultiplier tube (PMT) through a collimating lens and bandpass filter. The analog voltage output of the PMT is digitized and averaged by the digitizing...
storage oscilloscope and stored to a computer.

Firing on a regular basis started in mid-August, once a week, 2h in the early morning and 2h in the early evening. This schedule coincided with the 0000 and 1200 UTC balloon soundings (0800 and 2000 local time) of the local weather bureau at a site 486 km from the lidar station.

B. Results

Lidar backscatter measurements made on a regular basis over a nine-month period, showed frequent occurrences below 2.5 km of low-lying cloud layers which had relatively high backscatter intensity, on the wet months of August to November. The transition from wet to dry season was notable with the decrease in the frequency of cloud occurrence in the month of December and with cloud layers becoming thinner toward the end of January. In February, the air started to clear and gradually warmed up leading to the hot months of March and April. To date, signals from maximum altitudes of 15 km and 12 km were obtained during nighttime and daytime respectively.

The solution for single scattering lidar equation proposed by Klett (Klett, 1981) was used to derive the particulate extinction coefficient profiles, $\alpha(r)$. The second point at the end of the highest cloud layer was chosen as the calibration range where scattering was assumed to be mostly due to air molecules. A modeled molecular signal derived from the local weather bureau radiosonde data was used to calibrate the lidar data (Young, 1995). Most extinction coefficient profiles showed values ranging from $10^{-2}$ to $10^{-1}$ m$^{-1}$. An example in Figure 1 shows a maximum extinction coefficient values of 0.3 m$^{-1}$ at an earlier time and about 0.34 m$^{-1}$ at a later time of a persistent cloud layer with base altitude at about 8,600 m and peak at about 8,800 m.
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Figure 1. Time series of extinction coefficient profiles, sampled every 2 minutes over a period of 2 hours.
3. Polarization measurements

Polarization measurements started in mid-March 1997. The backscatter from the vertically polarized 532 nm laser pulse was collected by the telescope with 0.5 mrad field-of-view, transmitted through the iris, collimating lens, bandpass filter and polarizing beamsplitter which separated the signal into parallel and perpendicular components. The data acquired were hardware averaged over an integration time of 1 minute corresponding to 1200 shots. The firing schedule was also changed to two hours a day (1 h in the morning and 1 h in the afternoon), twice a week.

From these measurements, the depolarization ratio, $\delta$, was calculated for a selected number of profiles containing cloud layers at different altitudes. The scatterplot of these values in Figure 2 reveals high values of $\delta$ (0.2 to 0.6) for cloud layers below 2.5 km. These low-lying clouds may be a mixture of liquid water droplets and irregularly shaped particles such as dust. For most clouds above 2.5 km, the values of $\delta$ obtained were $\delta < 0.1$ indicating pure water clouds (Derr, 1976). Moreover, the cloud layers at 3 to 4 km have values of $\delta > 0.1$ which may indicate smaller liquid water droplets present in the cloud (Pal, 1973). Radiosonde measurements 486 km from the lidar station report temperatures around $-15{^\circ\text{C}}$ at altitudes of 7 km, and for clouds at the same height our calculated values of $0.2 > \delta > 0.05$ may indicate the presence of supercooled water droplets. Furthermore, it is generally observed that for low altitude clouds, $\delta$ increases with penetration depth indicating a decrease in droplet size with height.

![Depolarization ratio vs Cloud peak, km](image)

Figure 2. Scatterplot of depolarization ratio, $\delta$, values at cloud peak for selected profiles from March to May, 1997.

4. Summary

For the first time, lidar returns are obtained in this part of the world. Information on cloud base location with range resolution of better than 3.5 m and the spatial extent of cloud layers is useful to our local weather bureau in verifying their independent visual
observations of clouds. Backscatter intensity measurements for nine months in our site reveal frequent occurrences of clouds from 1 km to 2.5 km. with marked differences in their optical properties with seasons. Extinction coefficient profiles showed values ranging from $10^{-2}$ to $10^{-1}$ m$^{-1}$. Moreover, depolarization ratio values ranging from 0.05 to 0.6 are obtained with generally higher values for low lying cumulus clouds than those observed for clouds at higher altitudes. A study conducted by our government showed that the bulk of ground level suspended particulates is dust (DENR, 1992). Finally, the initial results presented here cannot be taken as being widely representative of general cloud behavior. Rather, these initial results demonstrate the capability of the present lidar system in providing ground-based data on tropical clouds.

Furthermore, the Philippine lidar group is determined to continue on with atmospheric studies. Future works will include the following areas: (a) multiwavelength system for temperature and particle size distribution measurements and, to explore the wavelength dependence of the extinction coefficient; (b) mixing layer and boundary layer measurements; and (c) multiple scattering from clouds.
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Introduction

The aerosol retrieval algorithms used by the Moderate-Resolution Imaging Spectroradiometer (MODIS) and Multi-Angle Imaging SpectroRadiometer (MISR) sensors on the Earth Observing Satellite (EOS) AM-1 platform operate by comparing measured radiances with tabulated radiances that have been computed for specific aerosol models. These aerosol models are based almost entirely on surface and/or column averaged measurements and so may not accurately represent the ambient aerosol properties. Therefore, to validate these EOS algorithms and to determine the effects of aerosols on the clear-sky radiative flux, we have begun to evaluate the vertical variability of ambient aerosol properties using the aerosol backscattering and extinction profiles measured by the Cloud and Radiation Testbed (CART) and NASA Goddard Space Flight Center (GSFC) Raman Lidsars. Using the procedures developed for the GSFC Scanning Raman Lidar (SRL), we have developed and have begun to implement algorithms for the CART Raman Lidar to routinely provide profiles of aerosol extinction and backscattering during both nighttime and daytime operations.

Aerosol backscattering and extinction profiles are computed for both lidar systems using data acquired during the 1996 and 1997 Water Vapor Intensive Operating Periods (IOPs). By integrating these aerosol extinction profiles, we derive measurements of aerosol optical thickness and compare these with coincident sun photometer measurements. We also use these measurements to measure the aerosol extinction/backscatter ratio $S_a$ (i.e. "lidar ratio"). Furthermore, we use the simultaneous water vapor measurements acquired by these Raman liders to investigate the effects of water vapor on aerosol optical properties.

Instruments

The CART Raman Lidar is an operational, autonomous system designed for unattended, continuous profiling of water vapor, aerosols, and clouds at the Department of Energy Southern Great Plains (SGP) site [1]. This system uses a tripled Nd:YAG laser, operating at 30 Hz with 400 millijoule pulses, to transmit light at 355 nm. A 61-cm diameter telescope collects the light backscattered by molecules and aerosols at the laser wavelength and the Raman scattered light from water vapor (408 nm) and nitrogen (387 nm) molecules. These signals are detected by photomultiplier tubes and recorded using photon counting with a vertical resolution of 39 meters. A beam expander reduces the laser beam divergence to 0.1 mrad, thereby permitting the use of a narrow (0.3 mrad) as well as a wide (2 mrad) field of view. The narrow field of view, coupled with the use of narrowband (-0.3-0.4 nm bandpass) filters, reduces
the background skylight and, therefore, increases the maximum range of the aerosol and water vapor profiles measured during daytime operations.

The SRL operates in a similar manner but differs in that it is a mobile, trailer-based system designed for research conducted during intensive operation periods. Unlike the CART Raman lidar, which measures only vertical profiles, the SRL uses a steerable elliptical flat which provides full 180 degree scan capability within a single scan plane. This scan capability is used to increase the vertical resolution and precision of the data at lower altitudes as well as to facilitate comparisons with tower and/or surface-based instrumentation [2].

Both Raman lidar systems measure the profiles of aerosol scattering ratio, which is defined as the ratio of aerosol+ molecular scattering to molecular scattering, by using the Raman nitrogen signal and the signal detected at the laser wavelength. Aerosol volume backscattering cross section profiles are then computed using the aerosol scattering ratio and molecular scattering cross section profiles derived from atmospheric density data measured by coincident and co-located radiosonde data. Aerosol extinction cross section profiles are computed from the derivative of the Raman nitrogen signal with respect to range [3]. The aerosol backscattering and extinction profiles derived in this manner are then used to measure profiles of the aerosol extinction/backscattering ratio $S_s$. Aerosol optical thicknesses are derived by integration of the aerosol extinction profiles with altitude.

Measurements

Direct measurements of aerosol extinction using the Raman nitrogen channel are limited to ranges where the laser beam is fully within the field of view of the telescope so that the overlap function is unity. For the CART Raman lidar, which acquires only vertical profiles, this occurs for altitudes above about 800 meters. In contrast, aerosol backscattering profiles, which are computed using the ratio of the Rayleigh/Mie and Raman nitrogen return signals, are computed for altitudes above about 60 meters [2]. Therefore, as a first approximation, profiles of aerosol extinction below 800 meters are computed by multiplying the aerosol backscattering profiles by the aerosol extinction/backscattering ratio derived for altitudes between 800-1000 meters. This assumes that the aerosol extinction/backscatter ratio is constant within the lowest 1 km.

Aerosol extinction profiles computed from the CART Raman lidar are compared with aerosol extinction directly measured by the SRL. By scanning, the SRL acquires data at low elevation angles and can, therefore, directly measure profiles of aerosol extinction using the Raman nitrogen channel for altitudes as low as 100 meters. Aerosol extinction/backscattering profiles measured using scan data acquired in April 1994 at the SGP site have shown that in several cases $S_s$ is constant to within about 10-20% in the lowest kilometer [4]. Figure 1 shows an example of the aerosol backscattering and extinction profiles measured simultaneously by both lidar systems at 02:25 UT on September 23, 1996 during the 1996 Water Vapor IOP. The CART Raman lidar aerosol extinction profile was derived from the aerosol backscattering profile using $S_s=62$ sr. We are continuing to use the SRL aerosol data sets in assessing the aerosol extinction computed using the CART Raman lidar data.

During the 1997 Water Vapor IOP, the CART Raman lidar measured aerosol and water vapor profiles between September 25 through October 6. Aerosol extinction/backscattering ratios derived from these data for altitudes between 0.8-1.4 km varied...
between 45-75 sr, with an average value of 57 sr. These values are consistent with previous GSFC Raman lidar measurements [4] as well as the values reported by other investigators [5]. Preliminary investigations using the CART Raman lidar measurements have not revealed any significant relationships between $S_a$ and either aerosol extinction or relative humidity.

The aerosol extinction profiles derived from the CART Raman Lidar data were integrated between 0 to 4 km to estimate the aerosol optical thickness. Figure 2 shows these values along with the aerosol optical thicknesses measured at 340 nm by a Cimel sun photometer located at the SGP site. The sun photometer measurements are restricted to cloud-free daytime periods. The excellent agreement between the aerosol optical thickness measurements from the two instruments is also shown in figure 3. The sun photometer aerosol optical thicknesses at 355 nm were determined by interpolating between the sun photometer measurements at 340 nm and 437 nm. The results indicate that, for this period, aerosols above 4 km have a negligible contribution to the total aerosol optical thickness. Figure 2 also shows that the precipitable water vapor derived from the simultaneous CART Raman lidar water vapor measurements is highly correlated with aerosol optical thickness. This indicates: 1) aerosol and water vapor concentrations within various air masses were highly correlated over the SGP site during this experiment, and 2) these aerosols tend to be hygroscopic so that the aerosol extinction increases with relative humidity.

The relationship between aerosol extinction and relative humidity over the SGP site on October 6, 1997 is shown in figure 4. Aerosol extinction profiles measured by the CART Raman lidar and relative humidity profiles derived from the CART Raman lidar water vapor mixing ratio profiles and radiosonde temperature profiles are shown. Temporal resolution is 10 minutes while the vertical resolution is 39 meters. An increase in aerosol extinction and relative humidity below about 0.3 km, which occurred shortly after sunset at 00 UT, is followed by a decrease in aerosol extinction and relative humidity after sunrise at 12:30 UT. The increase in aerosol extinction with relative humidity between 01:00-09:00 UT is plotted in figure 5. Since the water vapor mixing ratio was approximately constant in this region during this period, this increase in relative humidity is due to the decrease in temperature associated with radiational cooling. Under these conditions, the increase in aerosol extinction is due to the change in aerosol physical characteristics (i.e. size and composition) rather than variations in the aerosol number concentration associated with varying air mass characteristics.

**Summary**

CART Raman lidar data collected during the 1997 Water Vapor IOP were used to derive profiles of aerosol backscattering and extinction during both nighttime and daytime operations. While initial comparisons of aerosol extinction profiles measured by the CART Raman lidar and GSFC Scanning Raman lidar show good agreement, additional comparisons are required to more fully evaluate the
Figure 4. Aerosol extinction (left) and relative humidity (right) derived from CART Raman lidar measurements on October 6, 1997.

Figure 5. Aerosol extinction as a function of relative humidity derived for altitudes between 60-300 meters from CART Raman lidar measurements between 01:00-09:00 UT on October 6, 1997.

ability of the CART Raman lidar to measure aerosol extinction near the surface. Aerosol optical thicknesses derived from the aerosol extinction profiles measured by the CART Raman lidar in the daytime were shown to be in excellent agreement with those measured by a ground-based sun photometer. Aerosol extinction/backscatter ratios measured by the CART Raman lidar ranged between 45-75 sr, with an average value of 57 sr. The simultaneous aerosol and water vapor measurements were used to demonstrate how lidar data can be used to investigate the relationships between relative humidity and aerosol extinction and backscattering under ambient atmospheric conditions.
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Abstract:
GLAS is a space-based lidar designed for NASA's Earth Science Enterprise's Icesat Mission. It is being designed to precisely measure the heights of the polar ice sheets, to determine the height profiles of the Earth's land topography, and to profile the vertical structure of clouds and aerosols on a global scale [1]. GLAS will fly on a small dedicated spacecraft in a polar orbit at 598 km altitude with an inclination of 94 degrees. The instrument is being developed to launch in July 2001 and to operate continuously at 40 Hz for a minimum of 3 years with a goal of 5 years.

Introduction:
Airborne and spaceborne lidar have demonstrated precise measurements of surface heights and atmospheric backscatter [2-4]. The GLAS instrument combines a 10 cm precision surface lidar with a dual wavelength cloud and aerosol lidar in a design for long-term continuous use in space.

The primary mission for GLAS is to measure the seasonal and annual changes in the heights of the ice sheets which cover Greenland and Antarctica. To do this, GLAS will measure the distance to the ice sheet from orbit at nadir with 1064 nm laser pulses. Each laser pulse results in a single range determination, and the single shot radial ranging accuracy is 10 cm for ice surfaces sloped < 3 degrees. Seasonal and annual fluctuations in regional ice sheet heights will be determined by comparing successive GLAS measurement sets. These should permit assessment of changes in the polar ice sheet topography on 3-6 month time scales. The planned series of 3 Icesat missions will monitor ice sheet heights over 15 years. The information gained from the Icesats will dramatically improve our knowledge of the short and long term changes of the Earth's major ice sheets and their possible contribution to the rise in global sea levels.

GLAS will also determine the vertical distributions of clouds and aerosols below its flight path by measuring atmospheric backscatter profiles at both 1064 and 532 nm. The 1064 nm measurements will use an analog detector and profile of the height and vertical structure of thicker clouds. The measurements at 532 nm are more sensitive since they use photon counting detectors, and they will be used to measure the height distributions of very thin clouds and aerosol layers. With averaging these can be used to determine the height of the planetary boundary layer. The lidar measurements of the vertical aerosol distribution over a global scale will help improve understanding of aerosol-climate effects. The measurement performance of the altimeter and lidar have been estimated by using analysis and simulations. The mission, instrument and subsystem designs are briefly discussed in this paper.

Mission Overview:
GLAS is scheduled to be launched into a 598 km circular polar orbit in July 2001. The orbit and mission parameters are summarized in Table 1. The orbit's 94 degree inclination was selected to optimize the crossing ground track patterns over Greenland and Antarctica and to enable data comparison with other NASA Earth Science Enterprise instruments. The spacecraft has been selected as a commercial derivative. It will determine the orbit altitude, position and time from an on-board GPS receiver. The GLAS instrument utilizes the GPS receiver's orbit altitude for initial surface height estimates and the GPS 1 second time markers as a long term time standard. GLAS is being designed to operate continuously for 3 years with a goal of 5 years. NASA plans for two follow-on Icesat missions.

| Table 1. GLAS Orbit & Measurements |
|------------------|------------------|
| Orbit altitude   | 598 km           |
| Orbit inclination| 94 degrees       |
| Orbit repeat tracks | 1 km every 183 days |
| Ground track spacing | 15 km at equator 2.5 km at 80 deg latitude |
| Post-Processed pointing knowledge | < 2 arcsec (all axes) |
| Position requirements: Radial orbit height | N/A |
| Along-track < 5 cm | N/A |
| Laser measurement direction | Nadir viewing (nominal) |
| Laser firing rate | 40 pps           |
Table 2. GLAS mounted in a separate plate which is parallel to the present configuration, the instrument radiator is carrying the aft-optics and detector assemblies. In the carrying the lasers and stellar reference system and pro) optical filter at 532 nm, Si APD detectors pumped Q-switched ND:YAG lasers, a 100 cm diameter Beryllium receiver telescope, a narrow (~25 pm) optical filter at 532 nm, Si APD detectors for 1064 and 532 nm, and a subsystem to measure the pointing angles of each laser firing to the arc-second level. The instrument components are mounted on an L-shaped optical bench, with one side of the L carrying the lasers and stellar reference system and the other side serving as the telescope interface and carrying the aft-optics and detector assemblies. In the present configuration, the instrument radiator is mounted in a separate plate which is parallel to the laser bench.

Table 2. GLAS Instrument Specifications

<table>
<thead>
<tr>
<th>Measurement wavelengths:</th>
<th>1064 nm</th>
<th>532 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Surface &amp; cloud tops</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Atmospheric aerosols</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Spot diameter on surface</td>
<td>66 m (e-2 points)</td>
<td></td>
</tr>
<tr>
<td>Along-track laser spot separation</td>
<td>170 m (center to center)</td>
<td></td>
</tr>
</tbody>
</table>

Instrument Description:
The GLAS instrument specifications are summarized in Table 2. The instrument incorporates three diode-pumped Q-switched ND:YAG lasers, a 100 cm diameter Beryllium receiver telescope, a narrow (~25 pm) optical filter at 532 nm, Si APD detectors for 1064 and 532 nm, and a subsystem to measure the pointing angles of each laser firing to the arc-second level. The instrument components are mounted on an L-shaped optical bench, with one side of the L carrying the lasers and stellar reference system and the other side serving as the telescope interface and carrying the aft-optics and detector assemblies. In the present configuration, the instrument radiator is mounted in a separate plate which is parallel to the laser bench.

Table 2. GLAS Instrument Specifications

<table>
<thead>
<tr>
<th>Laser Type</th>
<th>ND:YAG slab, 3 stage Q-switched, Diode pumped</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of lasers</td>
<td>3 each, one operated at any time</td>
</tr>
<tr>
<td>Laser firing rate</td>
<td>40 pps</td>
</tr>
<tr>
<td>Laser pulse width</td>
<td>4-6 nsec</td>
</tr>
<tr>
<td>Laser Divergence angle</td>
<td>110 urad</td>
</tr>
<tr>
<td>Telescope diameter</td>
<td>100 cm</td>
</tr>
<tr>
<td>1064 nm detector</td>
<td>Si APD - analog (2 each)</td>
</tr>
<tr>
<td>532 nm detector</td>
<td>Si APD - Geiger (8 each)</td>
</tr>
<tr>
<td>Mass</td>
<td>300 kg</td>
</tr>
<tr>
<td>Power</td>
<td>300 W average</td>
</tr>
<tr>
<td>Instr. Duty cycle</td>
<td>100%</td>
</tr>
<tr>
<td>Data rate</td>
<td>~ 500 kbps (uncompressed)</td>
</tr>
<tr>
<td>Physical size</td>
<td>~ 110 x 140 x 110 cm</td>
</tr>
<tr>
<td>Thermal control</td>
<td>Radiators with variable conductance heat pipes</td>
</tr>
</tbody>
</table>

Surface Measurements:
The GLAS 1064 nm pulses will be used to measure the range to the surface, and from orbit illuminate the surface with footprints of 66 m diameter and 170 m center to center spacing. The error budget for the ice surface measurements is summarized in Table 3. Over ice surfaces with slopes < 2 deg., every laser measurement of range should have <10 cm resolution. When combined with 10 cm orbit uncertainty and up to 18 cm vertical uncertainty due to laser pointing biases over sloped surfaces, this results in measurement of the ice sheet vertical height with 20 cm accuracy. Subsequent data processing and averaging will grid crossing measurements over surface areas of 150 x 150 km to allow a determination of 1.5 cm height changes/year in these areas.

When over land GLAS will profile the heights of the topography and vegetation. The GLAS measurements will allow the Earth's land surface to be referenced, for the first time, to a common global grid with m-level accuracy. For its surface measurements, GLAS utilizes a single channel receiver with an 1064 nm detector. The detector signal is sampled by an all digital receiver which records each surface echo waveform with 1 nsec resolution and a length of either 200, 400, or 600 samples. Analysis of the echo waveforms permits discrimination between cloud and surface returns, measurements of the roughness or slopes of the surface and the vertical distributions of vegetation or trees illuminated by the laser beam.

Table 3. Ice Altimetry Error Budget

<table>
<thead>
<tr>
<th>Source</th>
<th>Error Type</th>
<th>Magnitude</th>
</tr>
</thead>
<tbody>
<tr>
<td>Instrument</td>
<td>a. Single shot accuracy (3 deg. surface features)</td>
<td>&lt;10 cm</td>
</tr>
<tr>
<td></td>
<td>b. Range bias</td>
<td>&lt;5 cm</td>
</tr>
<tr>
<td></td>
<td>c. Laser beam pointing angle uncertainty (1 arcsec, 2 deg. surface)</td>
<td>18 cm</td>
</tr>
<tr>
<td></td>
<td>d. Radial orbit uncertainty</td>
<td>1 cm</td>
</tr>
<tr>
<td></td>
<td>e. Clock synchronization (&lt;1 usec)</td>
<td>5 cm</td>
</tr>
<tr>
<td>Spacecraft</td>
<td>Distance uncertainty from S/C POD to GLAS zero ref. point</td>
<td>0.5 cm</td>
</tr>
<tr>
<td>Environment</td>
<td>Atmospheric error (10 mbar error, 0.23 cm/mbar)</td>
<td>2 cm</td>
</tr>
<tr>
<td></td>
<td>RSS error</td>
<td>&lt; 20 cm</td>
</tr>
</tbody>
</table>

Atmospheric Measurements:
GLAS will also measure atmospheric backscatter profiles at 1064 and 532 nm. These measurements share the transmitter, receiver telescope and the 1064 nm detector with the surface lidar. The 1064 nm atmospheric measurements will be used to profile the heights and vertical distribution of clouds and dense aerosols every shot, resulting in 75 m vertical and 175 m horizontal resolution.

The 532 nm atmospheric backscatter measurements are used to measure the vertical distribution of optically thin aerosols during both day and night. They utilize a frequency doubler in the laser, and a
dichroic beam splitter, narrowband filter and photon counting detectors in the receiver. The daytime background count rate is reduced by spatial and spectral filtering. The 532 nm field of view is 170 urad, and is kept aligned to the laser and accommodates the echo's lag angle by using a movable mirror assembly in the 532 nm receiver channel. A two stage optical bandpass filter is used to restrict the receiver's spectral bandpass to ~ 25 pm.

In it a thermally tunable etalon is used to track the slow variations in the laser's 532 nm wavelength. After the filter, the optical signal is split equally to the eight identical Geiger-mode Si APD's used as the 532 nm photon counting detectors. At mid altitudes, GLAS will accumulate 20-40 consecutive 532 nm lidar measurements, producing an average 532 nm lidar profile at a 1 Hz rate with 75 m vertical and 3.5-7 km along-track resolution.

**Laser Design:**

In order to meet the mission lifetime requirements, GLAS uses 3 identical laser transmitters. One laser is used at any one time, the second is needed to meet the lifetime goal, and the third is available as a spare. There is one transmitter optical path, and the second and third lasers are optically selected as needed via flip mirror assemblies. The laser specifications are summarized in Table 4. The ND,YAG lasers are passively Q-switched, diode-pumped, conductively cooled and emit ~ 5 nsec wide pulses in a TEM00 beam [5,6]. The nominal transmitted pulse energy is ~ 75 mJ at 1064 nm and 30 mJ at 532 nm and the laser pulse rate is 40 Hz. The laser design uses a ~2 mJ energy Q-switched master oscillator to establish the pulse length and spatial beam quality, followed by two double-pass zig-zag slab laser amplifiers to increase the pulse energy, and a non-linear crystal to produce the 532 nm.

<table>
<thead>
<tr>
<th>Laser Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Flight Lasers</td>
</tr>
<tr>
<td>Energy/pulse (1064 nm)</td>
</tr>
<tr>
<td>(532 nm)</td>
</tr>
<tr>
<td>Pulse Repetition rate</td>
</tr>
<tr>
<td>Pulse Shape/Width</td>
</tr>
<tr>
<td>Stability</td>
</tr>
<tr>
<td>Pulse width (FWHM)</td>
</tr>
<tr>
<td>Beam divergence</td>
</tr>
<tr>
<td>Spatial beam profile</td>
</tr>
<tr>
<td>Beam pointing stability*</td>
</tr>
<tr>
<td>Mass: (each laser)</td>
</tr>
<tr>
<td>Size: (each laser)</td>
</tr>
<tr>
<td>Power</td>
</tr>
<tr>
<td>Wall plug Efficiency</td>
</tr>
<tr>
<td>Lifetime goal (3 lasers)</td>
</tr>
<tr>
<td>Total laser shots in 5 years</td>
</tr>
</tbody>
</table>

The GLAS SRS approach uses a high precision star camera oriented toward local zenith. Its measurements are coupled with a gyroscope to measure the inertial orientation of the SRS optical bench. The far field pattern of the laser beam is measured on every laser firing with a laser reference system (LRS). It incorporates a special camera which views zenith and digitizes images with a higher resolution and a narrower field-of-view than the star camera. The LRS folds a small fraction of the outgoing laser beam into the laser reference camera with two highly stable cube corner assemblies. The first cube corner, which has a transparent entry face, folds a small fraction of the laser beam angle into the second cube corner, which directs it into the laser reference camera. The laser reference camera digitizes each laser far field pattern along with several alignment markers. These are optical signals from the alignment reference surfaces of the star camera and gyroscope, which are folded via cube corners into the laser reference camera.

Optically measuring each laser far field pattern relative to the star camera and gyroscope alignment points permits the angular offsets of each laser pulse to be determined relative to inertial space in the ground-based data processing. The laser reference camera can also view stars which pass through its field of view. When these events occur roughly once every 8 minutes, they permit the alignment biases between the star camera and laser reference camera to be determined with sub-arcsecond precision.

**Receiver Design:**

The laser backscatter from clouds, aerosols and the surface are collected by the receiver telescope. The telescope is an all Beryllium Cassegrain design, with a diameter of 100 cm and a field-of-view of 350 urad. The 1064 nm detectors are a silicon avalanche photodiodes with ~ 200 MHz bandwidth. One serves as the prime detector and the backup unit can be switched into the path via a flip mirror assembly. The
1064 nm optical receiver is a larger higher performance version of the MOLA [9] receiver.

The 1064 nm surface echo is spread in time due to the slope and roughness of the terrain surface [10]. A fast electronics timing unit is used to measure the time of flight of the laser pulse. The GLAS 1064 nm electronics receiver uses an all digital approach, which digitizes and records both the transmit and echo signals at a 1 GHz rate. This permits post detection algorithms to search the digitized window, find the surface echo signal, and calculate the transmit and echo pulse energies and centroid occurrence times. This receiver approach permits a close approximation of a maximum likelihood estimator for range, and results in better performance and more flexible operation than the threshold, pulse width and energy measurements used on MOLA [10, 11]. The 1064 nm cloud lidar electronics utilize a filter the echo waveform with 2 MHz (75 m) resolution, for the lowest 30 km in range. The atmospheric profiles at 1064 nm are reported for every laser firing.

To reject the daytime background light, the 532 nm lidar receiver uses a 170 urad field of view. A movable mirror assembly is used to keep this aligned with the laser signal. A narrow band 532 nm filter and etalon are also used to reject background light. The etalon has a bandwidth of ~ 25 pm, and its center wavelength is thermally tuned to track the average laser wavelength. The received signals which pass through the filter are distributed via beam splitters to eight photon counting detectors. These operate in the Geiger mode and have > 50% photon counting efficiency. Using eight detectors permits > 80 MHz photon counting rates from the 532 nm receiver, which allows photon counting even with sunlit clouds in the telescope’s field of view. At 532 nm, the sum of 40 individual lidar profiles measured by the photon counting detectors are reported once per second.

The measurement capabilities of the altimeter and lidar have been estimated by using analysis and simulations. Both the altimeter and lidar have > 3 dB performance margins. The details of the mission, instrument requirements, design and results of analysis and simulations will be presented.
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1 Introduction

The Geoscience Laser Altimeter System (GLAS) is a space-based lidar being developed to monitor changes in the mass balance of the Earth's polar ice sheets (Thomas et al. 1985). GLAS is part of NASA's Earth Observing System (Schutz 1995), and is being designed to launch into a 600 km circular polar orbit in the year 2001, for continuous operation over 3 to 5 years. The orbit's 94 degree inclination has been selected to allow good coverage and profile patterns over the ice sheets of Greenland and Antarctica. The GLAS mission uses a small dedicated spacecraft provided by Ball Aerospace, which is required to have a very stable nadir and zenith pointing platform which points to within ±100 urad (20 arcseconds) of Nadir.

Accurate knowledge of the laser beam's pointing angle (in the far field) is critical since pointing the laser beam away from nadir biases the altimetry measurements (Gardner 1992, Bufton et al. 1991). This error is a function of the distance of the laser centroid off nadir multiplied by the orbit altitude and the tangent of the slope angle of the terrain. Most of the ice sheet surface slopes are less than 1° resulting in pointing knowledge bias of only 7.6 cm with 7.3 urad accuracy, and overall single shot height accuracy of ~15 cm. However, over a 3° surface slope pointing knowledge to ~7.3 urad is the largest error source (23 cm) in achieving 26 cm height accuracy. The GLAS design incorporates a stellar reference system (SRS) to relate the laser beam pointing angle to the star field to an accuracy of ±7.3 urad. The stellar reference system combines an attitude determination system (ADS) operating from 4 to 10 Hz coupled to a 40 Hz laser reference system (LRS) to perform this task.

2 Stellar Reference System Description

The simplest approach for measuring the pointing of the GLAS laser beam with respect to the star field is to couple the laser directly into a star camera. Unfortunately this approach is not feasible with current star camera technology, regarding repetition rate (there are no cameras faster than 10 Hz), and angular resolution (the typical 8 x 8 degree field of view (FOV) would require centroiding to 1/60th of a pixel). Upgrades to star camera technology are being studied for a next generation (GLAS-II) SRS system. For these reasons an approach using a separate sensor to measure the pointing of the sampled laser beam at 40 Hz is baselined. The overall approach for the stellar reference system is shown in figure 1. The ADS measures the pointing of the instrument platform with respect to the star field while the LRS samples the laser beam and measures its alignment with respect to the components of the ADS.

In the SRS approach a small fraction of the GLAS laser beam is folded into the laser reference sensor's FOV with two lateral transfer retroreflectors (LTR's). LTR's have the same characteristics as retro-reflectors; they preserve the parallelism between the input and output beams as long as the alignment integrity between the three faces are maintained. The optic as a whole can move (within several degrees) and not affect the parallelism between the input and output beams. The first LTR encountered by the outgoing laser beam is constructed with a semi-transparent fused silica face and two other Zerodur faces which form the dihedral of the LTR. The fused silica output face is anti-reflective (AR) coated while the other two Zerodur faces have highly reflective coatings. The AR coatings on the output face ensures that at least 99% of the laser energy gets transmitted to Earth surface. The next LTR, constructed entirely of highly reflective coated Zerodur, relays the laser beam and other fiducial beams into the laser reference telescope where it is imaged for each laser shot fired.

The LRS consists of a (8.5 x 8.5 mrad) narrow FOV camera operating at 40 Hz frame rate. The camera includes a telescope, a charge coupled device (CCD) array, and ancillary electronics for imaging and computing the centroid locations of the GLAS laser beam and other fiducial reference images. There are 2 collimated (75 urad) reference beam sources attached to both the star tracker housing and gyro housing. The
FIGURE 1. GLAS Stellar Reference System conceptual approach. The GLAS laser beam is coupled into the LRS along with collimated reference sources from the ADS components. All optical beams are introduced concentrically through the semi-transparent diagonal mirror of the telescope. They are spatially superimposed into the telescope but are offset in angle to avoid image overlap on the array focal plane.

optical beams generated by these sources are coupled into the newtonian telescope with LTR's to observe the alignment of the star tracker and gyro housings. The alignment and stability between the reference sources and the star tracker CCD array and gyro spin axis respectively, will influence how well the pointing of the GLAS laser beam can be determined, these error components are accounted for in the LRS error budget. The LRS will also be able to occasionally image stars which will enable a boresight check between the LRS and the larger FOV (8° x 8°) star camera. An annulus of 3.8 cm thickness with ~120 cm² total area is available for collecting star light. The relative movement between the far field pattern of the GLAS laser beam, reference sources from the ADS instruments, and an occasional star will be determined. This data combined with the processed ADS data will yield the pointing of the laser beam in inertial space. GPS and satellite laser ranging data, from the ground to a retroreflector target on the instrument, are used to determine the center of gravity (CG) orbit position of the spacecraft to ~5 cm. Knowledge of the laser footprint location on the ground is then determined by combining the pointing knowledge of the outgoing laser beam with the position of the spacecraft CG.

3 Performance Error Budget Allotment

The error budget allotment of the SRS is shown in table 1. The overall system error in determining the laser pointing is estimated to be 6.7 urad, 1-sigma, (1.4 arcseconds) at 40 Hz. This value may be improved to 5 urad after post flight calibrations are performed. The ADS error component is derived by combining the performance specifications from a Litton HRG gyro and a commercial star tracker with Kalman filtering and smoothing. Unmeasured errors take into account any thermal distortions and high frequency (> 7 Hz) vibrations of the bench and components on the bench.

Details of the LRS error component are listed in table 2. This subsystem is the core instrument of SRS, it combines the laser reference camera (CCD array plus telescope) with coupling optics and collimated reference sources. The values listed for the lateral transfer retroreflectors and collimated reference sources are
based on finite element calculations assuming thermal gradients are limited to \( \pm 1^\circ C \). Recent tests on a prototype LTR show that gradients of \( \pm 5^\circ C \) can be tolerated. A description of the the laser reference camera performance is described in the following section.

**Laser Reference Camera**

To enable multiple co-alignment checks per orbit between the LRS and ADS, the laser reference camera (LRC) is required to detect stars of +8 magnitude, with centroid resolution of 2 urad while operating at 40 frames per second (the laser pulse rate). The LRC is also required to determine the ranging laser image and star camera and gyro fiducial image centroids to a resolution of at least 1 urad.

Operating the LRC at 40 Hz frame rate poses the most difficult challenge, since the integration and read-out time for detecting stars is < 25 msec. For comparison commercial star cameras typically operate at frame rates \(< 10 \) Hz. The shorter integration times of the LRC are compensated for by using a larger collecting aperture, and a more suitable CCD array architecture for this application. This array is required to produce lower noise and be read out and processed with reasonable A/D speeds. For these reasons a dual frame transfer architecture with two clocked outputs is chosen. A 512 x 512 array provides high field resolution, while maintaining data rates at reasonable levels. The selected sensor is a multi-phase pinning (MPP) array with these characteristics, mounted on a thermo-electrically cooled package.

**TABLE 1. GLAS SRS Error Budget Allotment**

<table>
<thead>
<tr>
<th>SYSTEM</th>
<th>ERROR MAGNITUDE (urad, 1 sigma)</th>
<th>FREQUENCY (Hz)</th>
<th>REFERENCE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Attitude Determination System</td>
<td>4.6</td>
<td>4</td>
<td>ADS ref. sources to star field</td>
</tr>
<tr>
<td>Laser Reference Sensor (LRS)</td>
<td>4.3</td>
<td>40</td>
<td>Laser beam to ADS ref. sources</td>
</tr>
<tr>
<td>Unmeasured Errors</td>
<td>2.2</td>
<td>7</td>
<td>Bench vibrations &amp; Instrument angular disturbances</td>
</tr>
<tr>
<td>Stellar Reference System</td>
<td>6.7</td>
<td>40</td>
<td>Laser Beam to Star Field</td>
</tr>
</tbody>
</table>

**TABLE 2. GLAS SRS laser Reference Camera (LRC) Error Budget Allotment**

<table>
<thead>
<tr>
<th>ERROR TYPE</th>
<th>ERROR (urad)</th>
<th>COMPONENT DESCRIPTION</th>
</tr>
</thead>
<tbody>
<tr>
<td>Camera Centroid Resolution:</td>
<td>0.48</td>
<td>Laser image</td>
</tr>
<tr>
<td></td>
<td>0.48</td>
<td>Star camera reference image</td>
</tr>
<tr>
<td></td>
<td>0.48</td>
<td>Gyro reference image</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>Star image (100 images averaged, worst case scenario)</td>
</tr>
<tr>
<td>Telescope Distortion:</td>
<td>1.45</td>
<td>Off-axis parabola</td>
</tr>
<tr>
<td>Coupling Optics Stability:</td>
<td>1.94</td>
<td>Star Camera LTR, Fused Silica (semi-transparent)</td>
</tr>
<tr>
<td></td>
<td>1.94</td>
<td>Gyro LTR, Fused Silica (semi-transparent)</td>
</tr>
<tr>
<td></td>
<td>1.94</td>
<td>Output Glas laser LTR, Fused Silica (semi-transparent)</td>
</tr>
<tr>
<td></td>
<td>0.19</td>
<td>LTR obscuring Telescope, Zerodur (all reflective)</td>
</tr>
<tr>
<td></td>
<td>1.45</td>
<td>Star Camera collimated reference beam stability</td>
</tr>
<tr>
<td></td>
<td>1.45</td>
<td>Gyro collimated reference beam stability</td>
</tr>
<tr>
<td>Total LRS RSS Error</td>
<td>4.3</td>
<td>(1-sigma)</td>
</tr>
</tbody>
</table>

The telescope is an F/6 Newtonian with 15 cm aperture and 7.5 cm central obscuration (caused by the LTR and diagonal mirror of Newtonian). The smearing produced by the orbital motion corresponds to 2.3 pixels along track. Under these conditions, the noise equivalent angle (NEA) in the along-track direction for a star of magnitude +7.5 in the sensor becomes 1.2 urad. Readout noise, dark current, and photon noise are
included in this value. When accounting for estimated centroiding errors, optical error, and defocusing, a total RSS value of 1.9 urad per frame per star is obtained. Given the small FOV, statistics indicate that for most frames only one star will be visible in the field, therefore it will not be possible to average over multiple stars as is typically done by star trackers. However, an average star track in our camera FOV should produce approximately 100 images, which would yield a factor of 10 reduction in the overall error if averaged over the whole track. Sweep time for the 8.5 mrad FOV is approximately 4 sec. Averaging star images over the track over these periods will be valid for boresight verification assuming that variations of boresight between the star tracker and its corresponding collimated reference source a longer period. The validity of this assumption will be checked during engineering model testing late in 1998.

The laser ranging spot, as shown in figure 1, is imaged on a region of interest of 7 x 7 pixels wide. The incident power is limited by the well depth per pixel at the center of the beam. The NEA in this case is determined essentially by photon noise. The largest contribution to centroiding error is pixel response non-uniformity. The errors accrued in determining the location of the centroid of the ranging laser image and ADS fiducial images are much lower since the optical intensity of these sources are greater than dim stars. Preliminary calculations show that, accounting for all contributions, the required resolution (2 urad or 0.4 arcsec) per shot can be met.

4 Summary
The GLAS stellar reference system takes laser altimetry to a more accurate level (15-26 cm per measurement) which is a function of the slope angle of the terrain. We have developed an approach for relating the laser pointing angle to the inertial reference frame given the limits of current technology. The estimated pre-launch SRS performance of 6.7 urad is slightly better than the mission requirement. It is likely with the planned post-launch calibrations that the SRS will reach 5 urad accuracy while operating on-orbit.
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Introduction

Presently, the work in Airborne Laser Mapping distinguishes two clearly separate areas of study: terrestrial topography and underwater topography, or bathymetry.

Airborne Laser Topography (ALT) is a technique that collects from a number of sensors an all digital data stream aimed at producing accurate digital terrain models (DTMs) of overflown targets. Some areas of interest are, 1) topography for engineering, hydrology and slope studies, 2) corridor mapping for road and pipeline routing, 3) forestry applications for tree heights and contour generation beneath the canopy, and 4) coastal mapping for erosion, inundation and wetland studies. There are presently a number of ALT systems operating worldwide, from a number of manufacturers. To demonstrate the value of the ALT, this paper will summarize our experience with the development, capabilities and achievements of Optech's Airborne Laser Terrain Mapping (ALTM) system.

Airborne Laser Bathymetry (ALB) is a technique primarily aimed at augmenting nautical chart production and bathymetric mapping capability in relatively shallow coastal waters. The potential of water-penetrating airborne laser radar to provide cost effective characterization of underwater topography to depths as great as 50 meters, depending on water clarity, has triggered a number of research and development efforts worldwide over the past three decades. Early experimental prototypes in the 1970's were able to demonstrate the potential of the technique, and development soon progressed to the operational prototype stage by the early 1990's. Currently, there are several fully operational ALB tools in the world. This paper will summarize the development, capabilities and achievements of Optech's SHOALS system.

The motivation for operational usage of ALB is two-fold: the speeding up of surveying tasks currently mandated by various hydrographic agencies, and the realization of anticipated, significant cost savings for ALB as compared to conventional methods. Millions of square kilometers of uncharted waters exist worldwide, with depths less than 50 meters, which represent a backlog of hundreds of operational ship-years for traditional acoustic surveying. In addition, ALB offers the tangible benefits of rapid deployment, easy access to remote and hazardous areas, and flexibility of plan, which in concert act to increase the utility of ALB.

Airborne Laser Bathymetry Technique

Airborne laser topographers utilize a pulsed laser which is fired at a scanning mirror operating perpendicular to the line of flight, thereby creating a swath width which is typically user-definable. The laser pulse is then reflected back along the same path once contact occurs with the ground or any other object in the propagation direction. A precise time interval meter is used to measure the total elapsed time which is converted to a range. At the same time the laser pulse is fired, the position and attitude of the aircraft are precisely measured using a Differential Global Positioning System (DGPS) and an Inertial Reference System (IRS). All events are time referenced for post processing to create the final X,Y, Z ASCII output data.

Airborne laser bathymeters utilize the well-proven lidar technique to infer water depth from the time-of-flight difference of optical pulses scattered from the sea surface and sea bottom. Laser pulses of suitable wavelengths are transmitted from the aircraft to the water surface. A co-located optical receiver detects the two scattering events, and determines water depth from their relative timing after accounting for operating geometry, propagation-induced biases, instantaneous waveheight and tidal effects.
In the typical operating scenario a scanner system is used to sweep successive laser pulses across the track of the aircraft, thereby producing a wide swath of laser soundings with near-uniform spatial distribution. A positioning sub-system, combining both DGPS and an IRS, ensures accurate identification of each sounding’s horizontal position. Data acquired with the airborne system is processed both in realtime (for data quality verification) and off-line using a dedicated post processing facility (for final, accurate depth determination).

**Systems Development and Capabilities**

The ALTM system was first developed in the early 1990’s and has since undergone major improvements due to technological advances in pulsed lasers, GPS systems and Pentium computer processing capabilities. The first ALTM operated with a laser pulse rate of 2 kHz, a 40° scan angle and a maximum altitude of 1,000 m. The current systems operate at 10 kHz, a 40° scan angle and an altitude of 1,500 m. Testing is now underway for systems to operate at 15 kHz, 75° scan angle and an altitude of 6,000 m.

Compared to its predecessors the current generation of fully operational, Optech-developed ALB systems, represented by SHOALS, has incorporated certain key improvements which improve the accuracy, reliability and operational range of use of the system. A two-axis stabilized scanner, specially developed for use in ALB systems, compensates for pitch and roll of the aircraft platform, and assists in the generation of straight swaths of soundings which results in greatly increased data collection efficiency.

SHOALS utilizes multiple optical channels to locate the instantaneous water surface for each laser sounding, each exploiting a different scattering mechanism for signal generation. Since the depth measurement accuracy ultimately depends on the system’s ability to accurately locate surface, this increases the accuracy and reliability of the depth soundings. For similar reasons, the system employs both deep- and shallow-optimized optical channels for detection of the water bottom, along with a sophisticated electronics pre-processing package. These features allow for compression and handling of the huge signal dynamic range exhibited by the backscatter waveforms, thereby extending the performance and utility of the system over a wide range of operational conditions.

An extensive development effort over many years has resulted in a flexible, robust post processing tool which combines the advantages of automation for efficiency, and manual processing for data editing and flexibility. A sophisticated wave corrector algorithm is employed in the automated post processor system to remove the effects of waves and long period swell from the measured depths.

Recently SHOALS has incorporated the capability for kinematic GPS (KGPS) with on-the-fly (OTF) ambiguity resolution. The primary purpose for operating in this mode is to obviate the need for collecting tidal data concurrent with the laser soundings.

The combination of a rugged, fully-operational airborne system and a sophisticated post processor yields a bathymetric surveying tool which acquires data at a rate of 200 soundings/sec, at altitudes between 200 and 400 m, and at area coverage rates up to 28 km²/hr (with a nominal 4 x 4 m sounding density). SHOALS can measure in clear water to a depth of 40 m, and in more turbid coastal waters to commensurately lesser depths, with depth and positional accuracies of ± 20 cm and ± 4 m, respectively.

**Systems Results and Achievements**

The results and achievements of the current ALTM systems are assisting in the finding of many new applications. Since the initial flights in 1993, conducted in Germany, airborne laser scanning for topography has offered an exciting alternative to digital elevation data collection by other means. In 1997 Opten Limited of Moscow, Russia, twice surveyed 2,500 km of existing power wires, for a total of 5,000 km, in under 10 days. This project was conducted through remote areas of Siberia, and their aim was to locate the position and separation of existing towers for future expansion. A helicopter platform was used to assist in following the existing power wires at a low altitude, and to ensure a high rate of laser returns from the individual cables.

In 1997 the University of Florida, in cooperation with the Ministry of the Environment, surveyed 350 km of coastline in order to evaluate the extent of the damage caused by a hurricane. The ALTM was placed in a fixed wing aircraft and completed the survey in four hours. Traditional ground survey
crews had taken nine months to perform the same task. The results were subsequently compared and the differences found to be minimal.

In 1997 Fotonor AS of Norway surveyed ten separate areas for the UK Environment Agency to study the effects of ocean tides. For each of the areas tidal flats had to be surveyed during low tide, therefore the system required both daytime and nighttime operation capability. The ALTM was able to produce the required results and the UK Environment Agency has since purchased a system to continue their studies.

In 1996 the Rijkswaterstaat, a government agency in the Netherlands, conducted pilot projects to test the laser scanning technique. Their mandate was to create accurate DTMs of the dikes and surrounding countryside for flood control. Geodan Geodesie was selected to perform this test and were able to meet the very stringent demands put forth by the Rijkswaterstaat. In 1998 the Rijkswaterstaat has mandated that the whole country now be laser scanned in order to create a complete DTM of the Netherlands. Three separate companies have been awarded contracts to complete this task, Airborne Laserscanning International BV of the Netherlands, Fotonor AS of Norway, and Eurosense of Belgium.

SHOALS development was begun in the late 1980's, in order to augment the hydrographic surveying capabilities of the U.S. Army Corps of Engineers, and to provide speedier surveys at least as cost-effectively as with conventional techniques. Since its commissioning in 1994 the system has conducted numerous one-time, and some repeat, surveys in 17 states and the Yucatan Peninsula of Mexico. Approximately 220 survey projects have been completed, resulting in a total aerial coverage of more than 2,750 km².

When first envisioned, SHOALS' primary application was that of navigational channel inspections to facilitate their maintenance, with a secondary objective of nautical charting. However, the system has been successfully utilized for a variety of other applications such as beach nourishment monitoring and design, erosion monitoring, emergency response and damage assessment, sea-grass delineation, navigational hazard identification, military applications and others. Examples of certain of these applications will be discussed.

In 1993 the Town of Longboat Key, Florida, initiated a restoration project along 18 km of beach adjacent to Longboat Key utilizing over 1 million cubic meters of sand dredged from the nearby off-shore region. A large area survey of this region was the first operational mission flown by SHOALS in 1994, a project which was re-surveyed four more times over the next 32 month period. The combination of re-surveying over a large area with high density soundings, including both the near-shore and beach (above waterline) areas, allowed coastal engineers to accurately and quantitatively assess the movement of beach material during the surveyed period, thereby alleviating concerns that beach material was being continuously removed from the target area.

In 1995 Hurricane Opal devastated the Florida panhandle, causing extensive damage to both property and the environment. One of the areas affected most severely was East Pass, where overwash caused damage to dunes and jetty structures. SHOALS surveyed the area some 10 days after the storm, acquiring full data coverage in less than an hour and yielding final chart production with quantitative dredging estimates for the navigational passages within the same day as the survey mission was flown.

SHOALS' first international mission was conducted over a 2-1/2 month period in 1996, adjacent to Cancun on the Yucatan Peninsula, Mexico. The survey was performed in cooperation with the U.S. and Mexican Navies for purposes of nautical charting and hazardous object detection. The project resulted in a total area coverage of more than 800 km², consisting of 133 separate aircraft flights and more than 100 million individual laser soundings. This endeavor demonstrated SHOALS' ability to provide large area coverage: to collect, process and integrate large volumes of accurate, high resolution data seamlessly over a relatively extended time period.
One of the most stringent nautical charting requirements, as specified by the International Hydrographic Organization (IHO), concerns the capability for a charting methodology to detect hazardous objects which jut up from the surrounding sea bottom, and therefore to measure the minimum navigational depth in any given region. Optech-developed ALB systems, including both SHOALS and HawkEye variants, have undergone considerable testing on artificial sub-surface targets in order to determine the systems' ability to resolve hazardous objects in a variety of water depths and water clarities. In one particular test, HawkEye was able to discriminate a 1 meter cube positioned just above the surface of a 10 m by 10 m flat platform located in 6.5 meters of water.

Another successful application of SHOALS was in a very shallow area of Florida Bay (off the southern coast of Florida), known as "Little Rabbit Cuts". This entire area consists of shallow, turbid water less than 7 feet deep, with the central area generally less than 4 feet and consisting of a complex network of shallow channels, tidal pools and mud cuts. Previous mapping of this area had been performed manually using flat-bottomed boats and hand-held staffs to measure the water depth. SHOALS was able to quickly map the entire > 3 km² area with high resolution data in order to fully resolve, for the first time, this complicated subsurface topography which is suspected to play an important role in the exchange of water between Florida Bay and the Gulf of Mexico.

Conclusions

The examples discussed above for both the topographic and bathymetric applications of Optech's laser surveying systems indicate the considerable and varied utility of this airborne laser mapping technology. In this poster paper, details will be given of these and other examples of the performance of these systems.
AlliedSignal Technical Services Corp. (ATSC) began a partnership with the Italian Space Agency to develop a new state-of-the-art satellite laser ranging system. The system will be located in Matera Italy and will be capable of performing satellite and lunar laser ranging as well as supporting astronomical experiments. The Matera Laser Ranging Observatory (MLRO) was designed to be the best system of its type in the world for both the quantity and quality of its data and features a 1.5 meter astronomical quality telescope.

The MLRO system design required three new instruments with performance not commercially available. These were an event timer with picosecond resolution and accuracy to support time interval measurements to most SLR / LLR targets, a multi-channel range gate generator capable of providing range gate and simulation signals that can change dynamically at high (MHz) rates, and a multi-channel 1GHz bandwidth peak amplitude measurement device to allow for real-time laser diagnostics and modeling of amplitude-dependent systematic errors.

Event Timer
The event timer project was started in 1995 and completed in early 1998. The development was divided into two main phases: 1) the prototype development phase, which focused on developing a single-vernier prototype unit, and 2) the commercial instrument phase, which has resulted in a commercial-quality unit capable of supporting from one to four parallel verniers. Data from the prototype has been used extensively in the testing of the system and the new commercial version is currently being used in the system for operational testing.

The event timer can measure the epoch on events separated by at least 100 ns with sub-picosecond resolution with an RMS timing jitter of less than 5 picoseconds after instrument calibration.

Range Gate Generator
The Range Gate Generator (RGG) was developed to allow for computer-control of the detector and signal processing gates with low timing jitter and a rapid update rate. This instrument also provides precise simulation signals to the system to allow for automated diagnostics and troubleshooting of the large system.

The RGG has eight independent channels each channel can be individually updated at up to MHz rates.
and offers timing jitter on the close order of 20 ps RMS with a timing resolution of 20 ps and gate width resolution of 500 ps.

The prototype was completed in early 1997 and the commercial version completed in the fall of 1997. This unit has been tested under both laboratory conditions and under operational satellite and lunar laser ranging.

Peak Amplitude Measurement

The peak amplitude measurement instrument was designed to allow the system to measure the amplitude of eight separate pulses at high (up to MHz) rates. Each channel can measure the amplitude of a pulse with 8 bit resolution and offers a 1 GHz analog bandwidth. The prototype was completed in mid 1997 and the commercial version was completed in the spring of 1998.

Summary

Three instruments have been developed to improve the ability and accuracy of laser ranging to targets at virtually all ranges. These are an event timer, range gate generator, and amplitude measurement instrument. All three instruments have been provided with automated diagnostic and calibration devices and software to maintain the quality of the data acquired by the MLRO system.

The MLRO system has been built in Greenbelt Maryland, the United States and will be installed near Matera Italy. The system is currently operational and will either be shipped this year or after receiving a dual wavelength ranging upgrade in 1999.

Reference:
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Background:  
Since the late 1980’s, NASA has developed several small, all-solid state lasers of low repetition rates for use as transmitters in prototype LIDAR and raster scanned altimetry retrieval systems. Our early laser transmitters were developed for high resolution airborne altimetry which employed cavity dumping techniques to produce a pulse shape with a 1 ns rise time. The first such laser was the SUMR (Sub-millimeter resolution) transmitter which used a side pumped, D-shaped half-rod of Nd:YAG for the oscillator active media and produced ~3 ns pulses of 100 µJ energy at a 40 Hz repetition rate. (Coyle and Blair, 1993; Coyle et al., 1995) After several upgrades to improve rep rate and pulse energy, the final version produced 1.2 mJ pulses at 120 Hz with a 3.7 ns pulse width. The laser has become known as SPLT (Sharp Pulsed Laser Transmitter), and has flown successfully on a variety of airborne altimetry missions. (Coyle and Blair, 1995; Blair et al., 1994)

From building these systems, we have accrued valuable experience in delivering field-deployable lasers and have become aware of the advantages and disadvantages of employing new technologies. For example, even though the laser’s main operating environment is in a “cold” aircraft during flight, the laser must still operate in very warm temperatures. This is important if the mission is based in the desert or a tropical climate since ground calibration data from stationary targets must be gathered before and after each data flight. Because conductive cooling is much more convenient than closed loop water flow, achieving the highest possible laser efficiency is becoming a high priority when designing a flight laser. This is especially true for lasers with higher pulse energies and repetition rates which are needed for high altitude scanning altimeters and LIDARs.

Application:  
A pair of new laser diode array (LDA) pumped laser transmitters, shown in Figure 1a and 1b, are under development for the next generation scanning laser altimeter. This laser is to be a high efficiency, 5 ns pulse width, 2 mJ, 100-500 Hz transmitter for the Laser Vegetation Imaging System (LVIS). (Blair et al., 1996) Both of these lasers, which we will call LVIS IIIa and LVIS IIIb, are designed to be similar in performance, but they have different laser head geometries. The laser which exhibits the best efficiency, beam quality and reliability will be converted into an aircraft deployable unit. These differences will be discussed later. The LVIS platform is an airborne altimeter package consisting of a laser transmitter, a 6° FOV, 8” aperture all-refractive telescope and a waveform capture data system. (Blair and Coyle, 1996) The output mirror and an intra-telescope folding mirror are actively scanned by computer to coincide with the transmitted and imaged laser footprint on the ground. The laser footprint swath width is determined by the aircraft altitude, air speed and the laser repetition rate. In its present deployment, the LVIS system is capable of up to a 500 Hz repetition rate, but it does not have a conductively cooled laser transmitter. Instead, it is using a relatively large, water-cooled commercial system.

We have built two prior laser transmitters (LVIS I and LVIS II) for this effort over the past 2 years with mixed results. (Blair and Coyle, 1996) Neither was deployed with the LVIS aircraft instrument due to several factors involving poor Nd:YAG slab coatings, inefficient optical pump coupling, and assorted problems with heat pipe implementation. The LVIS III transmitter is a high efficiency design, employing the best aspects from each of the prior LVIS designs and optimized for low maintenance operation with conductive cooling and environment insensitive operation.

Laser Design: Diode Pumping  
New LDA pumping technology involving patented collimating techniques, polarization beam folding and multi-pass pumping optics are underway, but a simple,
inexpensive and reliable method must be chosen for an aircraft laser, while still maximizing efficiency. When pumping with LDA stacks of 5 bars or more it has proven difficult to focus, or confine, the highly divergent light in a small volume in the laser crystal. This is needed for efficient TEM$_{00}$ beam conversion. Many methods to solve this problem with various fiber coupling techniques, lens ducts, and micro-optics have been tried, (Morris et al. 1993; Beach, 1996; Bernard and Alcock, 1993) but there is yet no simple way for obtaining sub-mm pump beams from multi-bar stacks of pulsed LDAs. Similar methods are being studied at NASA but none are yet developed enough to employ in a deployable field laser. Furthermore, a stronger thermal lens is created when the pump light is confined to a smaller volume.

The simplest method to date for maximizing the inversion density in a laser slab is by mounting a cylindrical lens made of a high index material, such as undoped YAG (n = 1.82) or ZnSe (n = 2.5), in front of the multi-bar LDA facet to collect the light in a “sheet” of energy. Pump beam thicknesses can be produced as small as 0.4 mm for a 2-bar stack, which increase by about 0.2 mm for each extra bar in the LDA stack. The inter-bar spacing, or pitch, is typically 0.4 mm. We have obtained special 0.35 mm pitch LDAs, by-products from a recent SBIR for use in LVIS III. We have a smaller emitting source from our LDA package with which to focus into our laser crystal, however the maximum rated duty factor is inherently less than that of a 0.4 mm pitch LDA. The rated duty factor is determined by the packing density of the emitters per bar, (> 900/cm), and the effective heat flow from the bar to the heat sink. (SDL Inc. Catalog, 1996) Typical conduction cooled 60 W/bar LDAs are rated at 2% maximum duty factor before accelerated degradation is prominent.

Cavity Design:
A critical factor in obtaining high optical efficiencies in a laser system is accurately matching the intracavity beam diameter with the pumped volume in the active media. Several mirror configurations can be used to increase beam size, but the need for a relatively short cavity length, < 20 cm, limits the choices. The short cavity requirement comes from the round trip time T=2L/c, where L is the cavity length and c is the speed of light, which directly affects the Q-switched pulse width. The shorter the laser cavity, the shorter the Q-switched pulse and, generally, the smaller the intracavity beam.

Concave-Convex Cavity
A stable cavity can be formed by a concave-convex mirror combination which satisfies the central region of the Kogelnik stability criteria $0 < g< g_2 < 1$, and is designed to have the requisite beam waist in the active media. Chesler and Maydan (1972) have shown that highly stable cavities result when the stability parameter parabola $g_2g_3 = 0.5$. We have tried several such cavities with the previous LVIS lasers and found them to show good stability in both axes. Thus, we are employing a concave-convex cavity for the LVIS III laser. Additionally, the concave-convex cavity can be designed to have a relative large beam waist near the concave mirror, which allows good coupling of the mode volume with the pumped volume, and also differentiates against higher order modes.

Q-Switching:
For Q-switching, a KD*$P$ and LiNbO$_3$ are each being tested in the brass-board version of these LVIS III systems. The main differences between these materials is their respective optical damage thresholds and $\frac{1}{4}$ wave voltages. KD*$P$ is a hygroscopic media which, for a typical 5 mm square x 20 mm long crystal, requires several kilovolts (kV) for adequate hold-off, however the optical damage levels are on the order of 2 GW/cm$^2$, about 4 times that of LiNbO$_3$. These crystals are also coated with a proprietary sol-gel$^{TM}$ antireflective coating which removes the need for index matching fluid. (see Cleveland Crystal product notes) On the other hand, LiNbO$_3$ requires about 1 kV, or 4 times less $\frac{1}{4}$ voltage, than KD*$P$, thereby reducing the risk of HV arcing. Flight units of each are in hand and will be used and compared.

Laser Head Design:
Significant effort has been invested in the area of the laser head configuration and its pumping parameters. The geometry of the Nd:YAG slab is very important when designing for a laser’s particular output energy and repetition rate. These output specifications fundamentally determine the number of LDAs that will be needed. Therefore, the slab must be large enough to couple in all the pump energy for absorption. Simultaneously, the slab must be as thin as possible to concentrate the pump energy and create a high inversion density. However, the thinner the slab, ie. the double-pass pump length, the smaller the total absorption efficiency. The absorption efficiency is further reduced with a higher number of LDAs due to the statistical broadening of the total pump bandwidth, when summed from all the bars. For these and other thermal reasons which we will not go into in this paper, we have arrived at two Nd:YAG slab designs, shown in Figures 1a and 1b.

The first is a total internal reflection (TIR) zig-zag slab with opposing Brewster cut faces (Figure 1b). The 809 nm LDA pump energy is sent through the AR coated short face and reflected off an HR coating on the rear face for double pass pumping. Great difficulty was involved in achieving this set of coating specifications while not inducing any TIR losses at 1064 nm. Our Slabs were produced by VLOC in Tarpon Springs, FL., one of only two companies in the USA which can reliably produce these coatings.

The second slab design was inspired by the TFR (Tightly Folded Resonator) cavity (Baer et al. 1990) where the zig-zag path length is lengthened and the volume swept out by the cavity beam (Figure 1a) is increased over the Brewster-cut trapezoid scheme. The beam enters and exits through the same face as the beam pump, somewhat reducing the coating costs. The difficulty in making this slab with low passive losses lies again with having long opposing faces for pump containment and high efficient TIRs. With the TFR concept, there must be a separate high
Figure 2. Computer modeled optical assembly of LVIS IIIa diode pumped head. Each component of the design is precisely reproduced in the optical software, including the LDAs for accurate pumping calculations.

reflective dielectric for both the pump LDA’s and the Nd:YAG wavelengths. When designed correctly, the TIR angles produce an entry and exit angle equal to Brewster’s. Therefore, no coatings are needed for these areas. For this paper, we will concentrate on data taken with the standard zig-zag slab design, or the LVIS IIIb slab.

Figure 2 shows a 3-D view of the laser head produced with OptiCAD, non-sequential optical ray tracing software, from which the optical pumping models were produced. Very few, if any, commercial software packages are available to accurately simulate the absorption distribution in a diode pumped laser crystal. We have developed an algorithm, combining commercial software packages and in-house routines, to numerically and graphically model the energy deposited within a laser crystal. Such calculations have been reported (Brioshi et al. 1992; Hanson and Haddock, 1988) but this effort may be the most simple and flexible yet developed. All the relevant parameters for virtually any diode pumped solid state crystal arrangement can be incorporated in the model. Such parameters include LDA pitch, x and y divergence, their relative gaussian
distributions and the LDA bar emitter density. This optical interchangability also applies to virtually any shape or material of collimation optics and laser crystal desired. For the LVIS III designs, various cylindrical lens shapes and materials were studied. A plano-convex cylindrical lens, 11 mm wide x 1 mm thick x 4.5 mm tall with 3.3 mm radius of curvature, made of ZnSe was chosen as the most effective LDA optic. Figure 3 shows the absorption in a 2.5 mm thick (x axis) by 5.0 mm tall (y axis) Nd:YAG slab from a single diode bar collimated with a ZnSe lens. The pump beam is reflected off the opposing face of the slab for a second pass. A 5-bar LDA configuration for the LVIS III head is shown in Figure 4. The average pumped volume thickness is about 2.0 mm. Figure 4b shows a CCD image of the actual pumped LVIS IIIa slab with the 5-bar configuration.

Figure 4a, 4b, 4c. Calculated contour image (left and right) of pumped volume in 2.5 mm by 5-bar LDA, and CCD image (center) of 1064 nm spontaneous emission of the actual LVIS IIIb slab.

Results:
We have some preliminary measurements of performance for LVIS IIIb. Figure 5 gives the single pass gain vs. LDA temperature while running at 20 Hz. There are 2 distinct peaks visible which can be used to an advantage. There are two 5-bar LDAs on the LVIS III head and each peak in the plot corresponds the different 809 nm emission temperatures for each stack. Our peak efficiency may be slightly reduced but the operating temperature range is increased, which is also important for aircraft based transmitters. We have long pulse lasing performance figures as of writing this paper. Figure 6 shows the pump pulse and output pulse using a +20 cm and -10 cm radii of curvature concave-convex cavity of 20 cm geometrical length, with the +20 cm radius mirror being the output coupler with reflectivity 60%. The energy is about 10 mJ per pulse, multimode. On the basis of experience with other similar lasers, we project a TEM<sub>00</sub> Q-switched output energy of ~ 3.5 mJ. This output is at 20 Hz repetition rate and 200 ms pump pulse. When operating at 250 Hz and 2 % diode duty cycle, which limits the pump pulse to 80 ms, a 1.7 mJ TEM<sub>00</sub> Q-switched output is projected. Note: All
Figure 5. Plot of single-pass G, vs. Temp for the LVIS IIIb laser head and two 5-bar LDAs, operated at 30 W/bar. Note: this is not the facet temperature, but the package temperature. As the LDA frequency and power is increased, these peaks will move to the left due to higher facet temperatures.

Figure 6. Oscilloscope trace of LDA current pulse and a long pulse output of a concave-convex cavity. Pulse energies of 11 mJ were achieved with multi-mode operation. Single-mode energies were 5.1 mJ.

data presented in this paper represents LDA powers of about 50 % of peak, due to the LDA's center wavelength dependence on temperature.

This work is being performed under a NASA Cooperative Agreement # CA-NCC-5-269 at The Goddard Space Flight Center’s Laboratory for Terrestrial Physics. The authors wish to thank Dan Hopf and Gary Harris for their opto-mechanical expertise, without which this work could not succeed.
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1. Introduction

The Geoscience Lidar Altimeter System (GLAS) is a laser altimeter designed to measure temporal changes in the topography and mass balance of the Earth's ice sheets. GLAS is scheduled to be launched as part of the Earth Observing System (EOS) in 2001. Due to the large pulse width of GLAS and the slope (and roughness) of the ice sheets, the mean elevation of the laser's surface spot will be estimated from the centroid of the return pulse. While the accuracy of individual altimetry measurements is expected to be 15 cm, a cross-over technique that averages the elevation differences at selected points on the ice sheets will allow GLAS to detect mean ice elevation changes as small as 2 cm per year.

One factor that may degrade the proposed accuracy of the altimeter measurements is the effect of multiple scattering by thin clouds and aerosols over the ice sheets. In the return pulse, some photons from the lidar are slightly deflected by cloud particles but still return to the instrument detector. Since these photons travel a longer path than photons that pass directly to and from the surface, the mean travel time of the pulse is lengthened and the centroid of the return pulse is shifted toward a later time.

This study intends to determine the importance of this source of altimetry error in the GLAS measurements. Two methods will be used to estimate path delays in the GLAS lidar for a range of cloud conditions. An analytic expression of a doubly scattered return signal (Eloranta, 1972) will be compared to Monte Carlo simulations that estimate path delays by cloud, aerosol and molecular scattering. The results from both methods will be discussed in relationship to current knowledge of Arctic cloud climatology, and the impact of multiple scattering on GLAS altimeter measurements will be evaluated.

2. Analytic Model

Eloranta (1972) developed a lidar transfer equation to simulate the doubly scattered return of a lidar pulse. Figure 1 shows a schematic of the analytic model. Photons are assumed to be scattered only once in the atmosphere before returning to the lidar receiver. For a doubly scattered return, the additional path length ($\zeta$) caused by the cloud scattering can be approximated as

$$\zeta = \frac{z\Theta^2}{2}$$

(1)

where $z$ is the height of the scatterer and $\Theta$ is the scattering angle. By using diffraction theory to compute the mean scattering angle of the cloud particles and integrating the path delay over the field of view (FOV) of the lidar receiver, the mean path delay ($\bar{\zeta}$) of the doubly scattered return can be estimated as

$$\bar{\zeta} = \frac{z(\Theta^2)}{2} \exp \left[ \frac{-\tan^{-1}(\frac{z}{2})^2}{(\Theta^2)} \right] \times \left( \frac{z(\tan^{-1}(\frac{z}{2})^2}{2} + \frac{z(\Theta^2)}{2} \right)$$

(2)

where $\Theta$ is the mean scattering angle (a function of particle size), $z$ is the mean cloud height, and $c$ is the distance at the surface from the lidar axis to the edge of the detector FOV ($c = 0.5 \times FOV \times$ (height of lidar)).

Figure 2 shows a plot of the mean path delay as a function of particle radius and mean cloud altitude for GLAS with a detector FOV of 350 $\mu$rad (the
nominal FOV of GLAS). The results show the greatest delays for low-level clouds composed of particles less than 50 microns in radius. Since such clouds are common in the Arctic, it is anticipated that significant path delays would also be common in the GLAS measurements.

3. Monte Carlo Model

Estimates of mean path delays were also computed from Monte Carlo simulations of the GLAS lidar. The model used in the calculations was from Spinhirne (1982). The lidar was located 600 km above the surface in the model. The simulated lidar pulse was assumed to have a normal distribution of intensity with a pulse width ($2\sigma$) of 10 nanoseconds and a Gaussian-shaped beam divergence ($2\sigma$) of 100 μrad. The Monte Carlo model included Rayleigh scattering, aerosol properties derived from measurements by Spinhirne et al. (1980), and ice cloud optical properties. The cloud properties were computed from Lorenz/Mie scattering theory for gamma distributions of ice spheres with effective radii from 2 to 200 μm. A series of simulations were run assuming homogeneous clouds with a physical depth of 750 m and cloud tops at heights ranging from 0.750 to 8 km above the surface. The visible optical depths of all clouds was 0.5. The surface albedo was Lambertian and set to 0.30. For clouds with large particle sizes, the Monte Carlo calculations required several million photons because of the extremely sharp and narrow diffraction peak associated with the ice particles.

A typical simulated return pulse is shown in Figure 3. The most obvious effects of multiple scattering are evident in the tail of the distribution, but for clouds with small particles, even the peak of the return pulse lags slightly.
the analytic model more closely, although the Monte Carlo model still includes the effects of Rayleigh scattering.

Mean pulse delay (cm), FOV = 350 μm

Figure 4: Mean GLAS lidar path delay derived from Monte Carlo simulations as a function of mean cloud height and cloud particle size.

4. Discussion

The results from the analytic model show a broad qualitative agreement with those from the Monte Carlo simulations, although the path delays in the Monte Carlo simulations are smaller due to the truncation of the simulated pulse returns. The agreement between the shapes of the path delay curves in Figures 2 and 4 is consistent with the expectation that the truncation of the pulses in the Monte Carlo simulations would eliminate most of the triple and higher-order scattered photons.

Since the path delays will depend on the height and the microphysical properties of the clouds, past surveys of Arctic cloudiness suggest that the path delay effects will vary both seasonally and spatially in response to changes in Arctic cloud cover. Curry et al. (1996) have reviewed several climatologies of cloud fraction over the Arctic. They note that cloud surveys based on surface observations show a seasonal cycle in cloudiness, with a maximum cloud cover as high as 90% during the summer and a minimum of 40 to 68% in the winter. In addition, during wintertime low-level ice crystal precipitation (diamond dust) is present 20 to 50 percent of the time during otherwise clear-sky conditions. Satellite climatologies of Arctic cloud fraction generally detect a smaller cloud fraction than surface observations, but they also show a similar seasonal cycle.

Curry et al. (1996) also report that summertime Arctic stratus have mean radii on the order of 2 to 7 microns, while the most comprehensive measurements of wintertime ice crystal distributions show modal radii between 10 to 80 μm, and an average effective radius of 40 microns for lower-tropospheric ice crystals. Considering the small particle sizes in summertime cloudiness, the path delays would be as large as 10 to 20 cm for low (1 to 2 km in height) stratus, while in the wintertime the delays would be 5 to 10 cm. Greater errors are expected for clouds with larger optical thicknesses. Given the difference between winter and summer Arctic cloudiness, it is likely that seasonal variations in ranging errors will have to be accounted for in the GLAS altimetry retrievals.

One problem that will complicate the correction of GLAS measurements is the lack of comprehensive information on Arctic cloud climatology. Even satellite determinations of polar cloudiness are difficult due to the low surface temperatures and solar illumination. Since the results shown above represent only a small portion of possible polar cloud conditions, more cases are to be studied. In particular, Monte Carlo simulations are planned for different cloud particle shapes and for multi-layer clouds.

Acknowledgments: This work is supported by USRA contract NAS5-32484.
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SLR2000 is an autonomous and eyesafe satellite laser ranging (SLR) station with an expected single shot range precision of about one centimeter and a normal point (time-averaged) precision better than 3 mm. The system will provide continuous 24 hour tracking coverage for a constellation of over twenty artificial satellites. Replication costs are expected to be roughly an order of magnitude less than current operational systems, and the system will be about 75% less expensive to operate and maintain relative to manned systems. Computer simulations have predicted a daylight tracking capability to GPS and lower satellites with telescope apertures of 40 cm and have demonstrated the ability of our current autotracking algorithm to extract mean signal strengths below 0.001 photoelectrons per pulse from daytime background noise.

The dominant cost driver in present SLR systems is the onsite and central infrastructure manpower required to operate the system, to service and maintain the complex subsystems, and to ensure that the transmitted laser beam is not a hazard to onsite personnel or to overflying aircraft. To keep development, fabrication, and maintenance costs at a minimum, we adopted the following design philosophies: (1) use off the shelf commercial components wherever possible; this allows rapid component replacement and "outsourcing" of engineering support; (2) use smaller telescopes (<50 cm) since this constrains the cost, size, and weight of the telescope and tracking mount; and (3) for low maintenance and failsafe reliability, choose simple versus complex technical approaches and, where possible, use passive techniques and components rather than active ones. Adherence to these philosophies has led to the SLR2000 design described here.

A block diagram of the SLR2000 system is shown in Figure 1. SLR2000 consists of seven major subsystems: (1) Time and Frequency Reference Unit; (2) Optical Subsystem; (3) Tracking Mount; (4) Correlation Range Receiver; (5) Meteorological Station; (6) Environmental Shelter with Azimuth Tracking Dome; and (7) Real-Time System Controller.

The purpose of the Time and Frequency Reference is twofold: (1) to provide accurate on station epoch timing to simplify and accelerate the acquisition and tracking of the satellite targets; and (2) to provide an accurate frequency source for the pulse time-of-flight measurements. The Hewlett Packard Model HP58503A GPS Time and Frequency Reference Receiver has been selected to serve as the prototype station clock and frequency reference for SLR2000. The unit uses timing information from the Global Positioning System (GPS) constellation of satellites to automatically constrain the long term frequency drift in a crystal oscillator, which has excellent short term stability.

The Optical Subsystem consists of a 40 cm off-axis parabolic reflector telescope and associated transmit/receive optics, a passively Q-switched, frequency-doubled Nd:YAG microlaser operating at 2 KHz, a start detector, a photon-counting quadrant microchannel plate stop detector for simultaneous ranging and subarcsecond angle tracking, a CCD camera for automated star calibrations, and spectral and spatial filters to reduce the daylight background noise. The quadrant stop detector lies behind the telescope focal plane so that the incoming reflected laser energy and background noise is spread over the four quadrants, allowing estimation of the position of the satellite in the receiver field of view by the correlation range receiver. During star calibrations, collimated starlight is focused by a lens onto an Electrim Model EDC-1000M CCD array which measures the position of the star and provides pointing error information to the system computer for periodic mount modelling and pointing verification. The array is also used to periodically check and verify accurate system focus by minimizing the star spot diameter.

To achieve eyesafety at the exit pupil of the telescope, the laser pulse energy is reduced by almost three orders of magnitude relative to current systems (from 100 mJ to 133 μJ) and the transmit beam is magnified to fill the
available telescope aperture (40 cm). To compensate for this factor of 1000 reduction in signal strength, the repetition rate is increased from a nominal 5 Hz to 2 KHz (x 400) and the transmitter beam divergence is reduced from a nominal 25 arcseconds to about 10 arcseconds (x 6). The signal is extracted from the noise background using post-detection Poisson filtering. To attain the same ranging accuracy, pulsewidths comparable to modelocked lasers must be maintained. All of the laser specifications can be met by a passively Q-switched microlaser, which is an exceedingly simple, highly reliable, and extremely small device (on the order of a few mm in length) and operates in a TEM$_{00}$ mode.

Figure 1: Simplified block diagram of the SLR2000 system.

Like the microlaser transmitter, the correlation range receiver (CRR) must also operate at KHz rates. All timing outputs from the CRR (starts, stops, and noise events) within a given range gate are transferred to the SLR2000 ranging computer which assigns them to "time bins". Signal counts from the satellite are bunched in a narrow time interval whereas dark current or background noise counts are spread over the full width of the range gate. The number of pulses over which the returns are counted is determined by the "frame interval". If the frame interval is too long, more noise collects in the bins, and the signal itself may eventually spill into an adjacent bin due to imperfect orbit predictions or onsite time bias. If the frame time is too short, there may be not enough signal returns to adequately discriminate against the noise background. When the bin width and frame interval are correctly chosen, the satellite returns will all fall within a single bin, resulting in a count that is significantly larger than the other bins. Following the filtering of noise counts based on time of arrival by this postdetection Poisson filter, a subarcsecond pointing angle correction can be computed by adding or subtracting the residual counts in each quadrant since the CRR also identifies which of the four quadrants the timing signal came from.
The SLR2000 Simulator permits testing of autotracking algorithms prior to hardware development. It models the relevant errors in the timing, tracking, receiver, laser and environment. The outer shell of the program keeps track of which returns are signal and which are noise and is therefore able to correctly assess the performance of the autotracking algorithms. Output is displayed in the form of an Observed minus Calculated (O-C) plot of the range data. Figure 2 shows the Correlation Range Receiver Single Frame Algorithm performance for a daylight pass of the LAGEOS satellite. Small dots indicate noise and darker squares are signal. Due to unmodelable errors in the mount pointing as well as small orbit prediction errors, the autotracking algorithm must first search for the satellite by scanning angularly. During the first 70 seconds, the system conducts a spiral scan searching outward from the satellite's predicted position which the simulator purposely caused to be in error by about a beamwidth. It is important to note that during this period the algorithm does not mistake noise for signal. Once the algorithm finds satellite returns, it calculates the required biases to both center the range returns in the window and the laser beam on the satellite. The CRR acquires the signal quickly following initial illumination of the target about 75 seconds into the pass, recognizes and corrects for a range bias of 0.5 μsec to center the signal in the gate, and continually narrows the width of the range gate from an initial value of ±1 μsec until the background noise is nearly eliminated 140 seconds into the pass.

**Figure 2:** Simulated performance of SLR2000 acquiring the LAGEOS satellite in full daylight at an elevation angle of 20 degrees.

The telescope is mounted in the Aerotech Model AOM360-D tracking mount driven by direct-drive DC torque motors. The absence of gear trains and other drive mechanisms eliminates position error contributions due to mechanical hysteresis and backlash. The mount has a high axis positioning accuracy of one arcsecond, a bidirectional repeatability to one arcsecond, and a low axis wobble, also at the few arcsecond level. The use of Inductosyns, rather than optical encoders, for angle sensing allows the laser beam to be passed from the transceiver to the telescope through the center of the azimuth and elevation drive bases via a Coude system.
The SLR2000 controller consists of three Pentium-based processors, two UNIX-based processors in a VME backplane and the third in a PC/ISA crate. The VME bus was chosen for its higher bus speed (40MB/sec), while the ISA bus was needed to handle specialized interface cards for key components. The ISA computer functions as an Input/Output processor, passing data to and from the VME computers via shared memory. The VME processors perform all of the decision making, data analysis, and external communication. One of these processors, the "Pseudo-Operator", performs the functions of a human operator, making decisions on whether the weather permits opening the dome and tracking, which satellite should be tracked, and whether the returns in the ranging window are signal or noise. The Pseudo-Operator also acts to protect the system if it detects system health or safety problems. The second VME processor, called the Analysis CPU, processes and exchanges range and orbit prediction data with the central network archive. Human interaction with the SLR2000 system requires communicating with the Analysis CPU through the internet. A laptop PC running a special software package will allow personnel to monitor the operation of the system via graphical displays, get information from the system to analyze off-line, run diagnostic tests, and change system parameters.

The meteorological subsystem consists of four major components. A Paroscientific MET3-1477-001 Pressure, Temperature, and Relative Humidity Monitor measures pressure, temperature, and relative humidity with the requisite accuracy for supporting atmospheric models used in applying the atmospheric correction in subcentimeter laser ranging. The Belfort 200 Wind Monitor measures wind speed and direction. The Vaisala FD12P Precipitation and Visibility Sensor monitors the presence, type, and accumulation of various forms of precipitation (rain, snow, etc.), as well as local visibility out to 50 Km. Finally, an Inframetrics Thermasnap™ camera, containing an uncooled silicon thermoelectric IR detector array operating between 8 and 12 microns, is placed above a convex security mirror overcoated with gold in order to photograph the full sky cloud cover, day or night, down to 30 degrees elevation in a single frame. Each pixel senses the temperature of the sky within its field of view. Low lying cumulus cloud temperatures tend to follow the lapse rate with altitude and hence are at significantly higher temperatures (10-20°C) than the higher cirrus or clear sky backgrounds. The resulting "cloud mask", combined with the wind, visibility, and precipitation sensors, assists the software "pseudo-operator" in deciding whether or not to open the observatory dome and begin laser operations. Based on cloud distribution, the "pseudo-operator" can also decide which satellites to track and over what portions of the orbit.

The SLR2000 system is protected by an environmental shelter and azimuth tracking dome. The 2.5 meter diameter dome has a motorized open slit (shutter) and azimuth drive. Both are under computer control and the dome azimuth drive is slaved to the tracking mount azimuth. The electronics room is thermally isolated from the open dome area and maintained at nominal room temperature by an external heat pump. This stabilizes the temperature of critical elements in the optical transceiver and timing electronics and provides a comfortable workplace for visiting maintenance personnel. Outside ambient air and heated air from the electronics room are dehumidified and mixed to maintain the telescope near ambient when the dome is closed. Inexpensive security devices automatically detect and report threats to system security, via Internet and/or recorded phone messages. These include motion and intrusion sensors and surveillance cameras for detecting and reporting unauthorized personnel in the vicinity, thermal sensors for detecting heat pump failure, power/voltage monitors, etc. Key security components, such as the computer and selected sensors, are protected by UPS, and the safe default mode for key subsystems will be “Power Off” in the event of a power failure.

Clearly, many of the subsystems and software packages being developed for SLR2000 have applicability to remotely operated or autonomous lidars. High repetition rate microlasers and high sensitivity correlation receivers may also find application in the next generation of spaceborne altimeters where there is a need for greater spatial resolution and improved power efficiency and reliability.
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1 Introduction
Scheduled for launch in 2001 as part of NASA’s Earth Observing System (EOS), the Geoscience Laser Altimeter System (GLAS) will provide continuous laser sounding of the earth’s atmosphere from space for the first time. From its polar orbit about 600 km above the surface, GLAS will employ a 40 Hz solid state laser operating at 1064 nm to measure topography to an accuracy of 10 cm. Simultaneously, the atmospheric channels (1064 and 532 nm) of GLAS will provide profiles of atmospheric backscatter from 40 km to the ground with 75 meter vertical resolution (Spinhirne and Palm, 1996). These measurements will give scientists an unprecedented global data set on the vertical structure of clouds and aerosols which will greatly aid research efforts aimed at understanding their effects on climate and their role in climate change (Hartman, 1994).

To better understand and predict the performance of the GLAS atmospheric channels, a computer model was developed to simulate the type of signal that the instrument would likely produce. The model uses aircraft lidar data and provides realistic simulated GLAS data sets over large areas spanning a wide range of atmospheric conditions. These simulated GLAS datasets are invaluable for designing and testing algorithms for the retrieval of parameters such as cloud and aerosol layer height, optical depth and extinction cross section. This work is currently proceeding and in this paper we will present results of the cloud and aerosol detection algorithm with emphasis on the detection of Marine Atmospheric Boundary Layer (MABL) aerosol. In addition, we use a recently developed technique to ascertain the feasibility of estimating MABL moisture and temperature structure from spaceborne systems such as GLAS.

2 Model Description
The GLAS Atmospheric Lidar Simulator (GALS) is a C program which produces simulated lidar data from an altitude of 40 km to the ground based on a series of input parameters which define the lidar transmitter and receiver characteristics. The details of the model are too numerous to describe at length and only a brief summary is given here. The simulations are based on lidar data from the high altitude ER-2 Cloud and Aerosol Lidar System (CALS) (Spinhirne et al. 1982, 1983, 1996). The CALS data sets are ideal for this purpose since they include the whole troposphere and lower stratosphere and cover very large distances. Analized data sets of attenuated backscatter cross section ($\beta T^2$) have been computed from numerous flights of the CALS system during the Tropical Ocean Global Atmosphere Coupled Ocean Atmosphere Response Experiment (TOGA COARE) and Central Equatorial Pacific Experiment (CEPEX). The background radiation (for day simulations) is based on simultaneous measurements from the MODIS Airborne Simulator (MAS) which also flew onboard the ER-2. This assures accurate and representative background values for the daytime simulations.

Table 1 lists the major input parameters to the program and their values for the current GLAS instrument configuration. The detector specifications are currently somewhat uncertain, but existing technology will provide quantum efficiencies approaching 70 percent. The green channel will use photon counting detectors, while the 1064 channel will use a solid state Avalanche Photo Diode (APD). This means that the green channel will be much more sensitive than the IR channel and will provide the highest quality data for aerosols and optically thin clouds. The high sensitivity of the 532 channel comes with a price, however.
It will be subject to saturation especially during the day with high background values. In an effort to circumvent this, GLAS will employ eight separate photon counting detectors with each one receiving one eighth of the total incoming signal. This approach should keep most of the GLAS signals below the saturation value except for instances of optically thick clouds and high background values. When saturation does occur, the 532 signal can be computed from the 1064 channel. Thus, the occasional saturation of the 532 channel is not expected to present a problem.

The use of an efficient, very narrow band optical filter is critical to the performance of the system during daylight operation. The width of the optical filter, together with the telescope field of view determines the amount of background induced noise caused by ambient light. A sufficiently narrow optical filter will also help to keep the photon counting channel from reaching saturation during daytime operation. Based on results from GALS, it was determined that a filter width of 0.030 nm or less is required to insure adequate signal to noise for the daytime measurements. An example of a nighttime simulation produced using the specifications in Table 1 is shown in Fig 1.

The horizontal resolution of Fig 1 is 700 m (4 shot average). Plainly seen in the figure are cirrus clouds between 0 - 150 km along track, thicker mid-level clouds between 550 and 700 km, and the elevated aerosol backscatter associated with the MABL mainly between 100 and 550 km. This indicates that GLAS will successfully profile thin cirrus and typical MABL aerosol at sub-kilometer resolution.

3 Cloud and Aerosol Detection

Using the simulated GLAS data sets produced by the GALS, we have begun the development of rigorous, highly automated and reliable algorithms with which to process the GLAS data as it down-linked from the satellite. The objective is construct a set of algorithms which will produce near-real time retrievals of multiple cloud and aerosol layer heights (top and bottom), cloud and aerosol optical depth, backscatter and extinction profiles and boundary layer height. These products, together with color image cross sections of the data, will be available to researchers from a centralized data archival and distribution center most likely located at NASA Goddard. One of the most fundamental and important retrievals for any spaceborne lidar is the detection of cloud and aerosol layer heights. One promising approach to this problem utilizes an edge detection scheme which uses as input a cross sectional image of simulated GLAS data such as is shown in Fig 1. The algorithm breaks the image up into small, overlapping square boxes 12 pixels wide. Inside each box, the data is searched for edges by performing a series of statistical tests. The technique is based upon an edge detection technique originally developed for computer vision by Suk and Hong (1984). Applying the algorithm to the image in Fig 1 results in the detection of the cloud edges and MABL aerosol boundaries as shown in Fig 2. In general, this technique works very well with most clouds and MABL aerosol, but has difficulty with thin cirrus and very clean (optically thin) boundary layers.

4 MABL Characteristics

Recently, it has been shown that high resolution aircraft lidar data combined with infrared radiometer measurements of sea surface temperature can be used to derive the moisture and temperature structure of the MABL over tropical and subtropical oceans (Palm et al 1998). Such measurements would be of
There are three things which are critical to the technique: Sea Surface Temperature (SST), Lifting Condensation Level (LCL) and statistics on the height of the MABL. The later two can be derived from the lidar data, while the SST is obtained from orbiting infrared radiometers such as AVHRR (or in this case in-situ measurements). After retrieval of the MABL height from the edge detection algorithm, the LCL is determined from the MABL height data by first segregating the heights according to clear or cloudy. This is done by searching for a ground return for each MABL height. If a ground return is not found, then a MABL cloud is assumed. An example is shown in Fig 3. This represents all the MABL heights for the 700 km data segment shown in Fig 1. The LCL is defined as that height where 95 percent of the cloud top heights occur above and 5 percent occur below that level. The bulk MABL moisture is then derived from the height of the LCL (825 m) and an estimate of the near-surface air temperature. The later is assumed to be 0.8 °C less than the SST (which in this case, was measured by buoy and low-level aircraft flights as 29 °C).

Once the bulk MABL moisture is estimated, a profile of moisture and potential temperature can be constructed based on the statistics of the vertical distribution of MABL height. Details of the technique can be found in Palm et al, 1998. Figure 4 shows the retrieved profiles of mixing ratio and potential temperature (dashed) plotted with a radiosonde which was launched about 600 km southeast of the lidar flight track at 00 GMT, 1/8/93. This was the closest sounding to the ER-2 flight track which was launched from a research vessel (as opposed to an island radiosonde launch). The lidar data was acquired between 23:40 GMT, 1/7/93 and 00:20 GMT, 1/8/93. The lidar retrieved moisture and temperature agree well with observed values, except for close to the surface and between 500 and 800 m. The radiosonde indicates a shallower well-mixed layer and a large gradient of moisture in the surface layer (0-100 m). The difference in well mixed layer height could be due to the poor co-location of the radiosonde with respect to the lidar data.

5 Summary and Conclusions

We have developed and used a model to simulate the expected GLAS atmospheric lidar performance for nighttime conditions. Using the simulated GLAS data, algorithms were designed and tested to retrieve cloud boundaries and MABL height using an edge detection approach. It was demonstrated that MABL height and cloud top and bottom height can be retrieved at sub-kilometer (700 m) horizontal resolution. This includes cirrus clouds and relatively clean (optically thin) MABL aerosol. We further demonstrated the feasibility of retrieving the moisture and temperature characteristics of the MABL from simulated GLAS data. We conclude that similar measurements will be possible with actual GLAS data when it becomes available in the later half of 2001. These measurements, acquired on a global scale, will provide a significant advance in our ability to measure MABL characteristics and should be of great benefit to PBL research and numerical weather prediction models. Future work will include the generation of additional simulated GLAS data sets and the continued development and refinement of retrieval algorithms like the one presented here.
Table 1: Proposed GLAS system parameters.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>532 channel</th>
<th>1064 channel</th>
</tr>
</thead>
<tbody>
<tr>
<td>Orbit Altitude</td>
<td>590 km</td>
<td>590 km</td>
</tr>
<tr>
<td>Laser Energy</td>
<td>36 mJ</td>
<td>73 mJ</td>
</tr>
<tr>
<td>Laser Beam Divergence</td>
<td>0.50 µ rad</td>
<td>0.50 µ rad</td>
</tr>
<tr>
<td>Laser Repetition Rate</td>
<td>40 Hz</td>
<td>40 Hz</td>
</tr>
<tr>
<td>Telescope Effective Diameter</td>
<td>97 cm</td>
<td>97 cm</td>
</tr>
<tr>
<td>Telescope Field Of View</td>
<td>150 µ rad</td>
<td>150 µ rad</td>
</tr>
<tr>
<td>Detector Quantum Efficiency</td>
<td>0.60</td>
<td>0.35</td>
</tr>
<tr>
<td>Detector Dark Current</td>
<td>3.0x10^{-16}</td>
<td>50.0x10^{-12}</td>
</tr>
<tr>
<td>RMS Detector Noise</td>
<td>1.0x10^6</td>
<td>2.0x10^{-11} amps</td>
</tr>
<tr>
<td>Electrical Bandwidth</td>
<td>0.030 nm</td>
<td>0.100 nm</td>
</tr>
<tr>
<td>Optical Filter Bandwidth</td>
<td>0.33</td>
<td>0.30</td>
</tr>
</tbody>
</table>
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1. INTRODUCTION

Dust dynamic and atmosphere structure are the fundamental measurements required for the understanding of the dust storms evolution mechanism on the Mars. Daily and seasonally variation of the dust, haze and aerosol in the Mars atmosphere near the surface are frequently required in investigations of small dust storms. Dust is a crucial component of the Martian atmosphere at all times. Under the certain conditions, temperature gradients produced by the differential absorption of solar radiation can increase the wind and lead to raising of further large quantities of dust. Then, the dynamic of the aerosols and dust density in the layers over the Mars surface can serve as a detectors before dust storms. Because of its general importance to solve the Martian dust storm mechanism, the detection and measurement of the vertical structure of the atmosphere near the surface and the dynamic of the dust, haze and aerosols density were advanced as a one of the fundamental goals of any lander on the Mars surface. It is well known that during the last Mars mission - the measurement of the vertical dust profile and its size distribution by sun limb sounding were very useful for improvement of the Martian atmospheric model (Moroz et al. 1991.[1]). But this technique cannot be used in lower, down the 5000m, atmosphere because of poor resolution and high dust [2] density. Backscattered light from groundbased pulsed Lidar has the potential to provide this and other information. To solve this problem, the miniature aerosol Lidar has been included in the scientific equipment of the meteorological complex of the Lander according to Mars Surveyor Program (MSP'98). The Lidar was developed by the Space Research Institute of Russian Academy of Sciences.

2. SCIENTIFIC OBJECTIVES

According to the Project schedule the Lander will be launched at 1998 December and will be landed on the planet surface near the South Pole (78°) at the beginning of the Mars summer [3].

The measurements of the Martian atmosphere parameters near the surface in South Pole region by using both an active and a passive remote sensing techniques are the scientific aims of the compact lidar device.

The scientific goals of the lidar are related to some fields of application: evolution of aerosols and stratification of the atmosphere, meteorology and environmental study. The main objective of lidar is to provide measurements of atmosphere parameters not attainable by other techniques, such as structure of near surface boundary layer and dynamic its scattering properties. These goals we may mentioned in the next priority:

- measurement of the daily and seasonally variability and dynamic of the vertical structure of the Martian atmosphere;
- detection of the cloud and fogs appearance;
- measurement of the incoming Solar radiation and its correlation with the atmosphere turbidity;
- measurement of the depolarization factor of the sky emission;

These observations are all well suited to our lidar.

3. INSTRUMENT DESCRIPTION

The instrument itself was designed and constructed under the philosophy of simplicity and reliability based on the standards and environment by R.Zurek (1996) for Mars-98 mission [3]. The main features are the using the full solid state elements and only digital exchange circuits without any preamplifiers. The Lidar was designed in a bistatic scheme with the separate transmitter and two receiver channels. It consists of three assemblies: a sensor assembly, an electronic assembly and the interconnecting cables (fig.1).
The total mass is 940 grams and total volume is 950 cm³ in both assemblies. The power consumption provides only 4-Watt during 10 minutes measurements set. Lidar operates in the temperature range from +50°C to -100°C under lower pressure, near one mbar. The top view of scientific deck of the Lander-98 is presented on the fig. 2.

You can see here the two-lidar assemblies near the Solar panel. The Lidar is full autonomic device. It has internal processor and memory for data and program storage, connection with board processor by using of the RS-422 interface. Lidar gets the same commands from board and send it in 2046-bite telemetry frame. The Spacecraft shall be capable of storing Lidar science data up to a maximum of 25 600 byte per day for standard operation scenario. Note that the Lidar has mars sound microphone integrated into Lidar’s unit.

The laser transmitter is a GaAlAs pulse laser diode emitting one microJoule in 20 nanosecond long pulses at 890-nanometer wavelength. Laser beam has a linear polarization. Lidar operates with repetition rate about 20-25 kHz. The laser beam has a 2-milliradian divergence with the output 54x34 mm² clear aperture. The Lidar’s receiver channels consists of the objectives, interference filter and a gating; temperature compensated Single Photon Avalanche Diode (SPAD) (developed by Czech Technical University). It operates at low voltage no more then 30 V in a wide temperature range from +50° to -100°C. SPAD has 24% quantum efficiency at 890-nm and produces electrical pulse response on logical level without any preamplifier. Outside daylight background irradiance is the main source of noise inside the one mrad field-of-view of the receiver channel. The background irradiance is reduced by an optical interference filter having a bandwidth of 10 nm (FWHM) at 890 nm with 50% transmission and 15 mm clear aperture only. One of the receiver channels has polarizer. Its axes coincidence with the Lidar beam polarization.

The Lidar’s electronic circuit includes a time-of-flight counter, the programmable range gate generator, the control logic and an input/output interface to the board computer. It should be noted that the counter start pulse in this range is synchronized with the laser pulse, but the stop pulse is occasionally produced by noise or returns signal photons inside gate with 33 ns duration. The first 15 gates sequence is located along the 750m long trace with 330 pause between it. In this gate, position laser emits 65 000 pulses and detector registrate only some photocounts in different gates. Then the gate sequences are shifted toward on the one step (gate duration) and data storage returns. Then after 10 shifting the gate position covered full sounding distance 750m with 5 meters resolution along the trace. The 650 000 laser pulses is emitting for the 32 s total integrating time. It allows us to get a lot of return signal and representative statistics of photocounts [4]. The noise level and background scattered sunlight are measured the same technique without gate shifting. These data of measurement for the full cycle allow us to obtain the histograms of the distribution photon returns along the laser beam. In generally case, this histogram is proportional to the density probability function of a counter number along the beam and the backscatter coefficient profile [4]. The each spike indicate about obstacle on the laser beam, such as aerosol in inhomogeneous of the atmosphere, aerosol and other particles inside the tight layers, cloud boundary and hard target surface.

The single cycle has 10 minutes duration and consist of three active measurements by each channel simultaneously and 12 passive measurements of sky brightness. Single cycle measurements give us the next data:
a) sky brightness or incoming Solar radiation inside of the narrow field of view;

b) atmosphere backscatter coefficient profile inside the surface boundary layer.

The first parameter characterizes scattering properties of the whole atmosphere column; the second one characterizes scattering properties of the atmosphere layers near the lidar. By using and comparing the data of the both channels (with and without polarizer), we may obtain information about the non-spherical particles parameters and influence of the multiple scattering processes.

According to the main scenario, the Lidar will be operating 12 times per sol (every 2 hours). If it is necessary, we may change this scenario directly from Earth according to current situation on Mars surface. The appearance of a dust storm and near-surface ice fog are very likely for place and time of landing and the Lidar can detect it.

4. LIDAR GROUND TESTS. EXPERIMENTAL DATA.

Using the Martian atmosphere model (Moroz et al. 1991), we estimate of the maximum sounding trace for the lidar. It strong dependence on the atmosphere state and its optical depth and solar background level. It should be note what the Sun will not setting during the Polar day for the all period of this mission. Its elevation angle will be change only from 10° to 40° over the horizon.

Calculations were done according to engineering model of the Martian atmosphere Below we give the base value of backscatter coefficient. Minimal level of the backscatter coefficient was estimated according to 3σ level signal to noise ratio on the distance 20 meters as $\beta_{\text{min}} = 10^{-9}$ $1/m^2$ ster without background solar radiation and $\beta_{\text{min}} = 10^{-8}$ $1/m^2$ ster with solar radiation.

For instance, we may detect a cloud boundary with $10^{-5}$ m$^{-1}$sr$^{-1}$ backscatter coefficient up to 500 m height and with the atmosphere optical depth less then 0.1. It is clear that the background level depends on the optical depth. It distance is decreasing to 300 m with increasing of optical depth to 0.2 and increasing of scattered background light. These parameters may be improved if the photocounts number will be storage. Figure 3 shows typical example of the time evolution of the lidar returns during 25 hours in Moscow in the geometry more close to the Mars mission-98 (see Pershin et al.) [4].

Lidar was fixed at the elevation angle 45 deg. Experiment started at 13:00 and finished at 14:00 in February. All data were storage in automatic and autonomous version without the participant of investigator. The aerosols density variation and clouds detection were made by using prototype of the compact lidar with 32000 laser pulses averaging in the each experimental points.

In active mode (see fig. 3 solid line) the backscatter lidar return was measured and detected the two sharp spikes of increasing the aerosol density at 17:00 and 18:30 - before and after sunset (17:20). This spike indicates the local processes of an aerosol condensation in according to the changing of the atmosphere parameters. At the midnight the aerosol density is decreasing and then twice increasing during sunrise period (near the 8:10). This may be effected by the morning fog appearance before sunrise as a similar in Mars morning (Pollack 1982)[5].

Taking into account that the sun will not setting during the mission in summer time we are going use it situation as the unique possibility to estimate of the atmosphere turbidity. The idea is based on the passive measurement through the polarizator of the halfday modulation of the sky brightness and its amplitude changing. So, the maximum intensity of the scattered light will be achieved twice per Martian sol in a case of high transparency atmosphere with a single scattering approximation when the Sun will crossing of the polarization plane.

5. CONCLUSION

We presented here the most as we know miniature aerosol backscattering Lidar for remote sensing of the Martian near surface boundary layers during the future Mars Surveyor Lander Mission in 1998-1999. This Lidar can operate under the extremely low temperature and low atmospheric pressure without special...
container. The total Lidar mass is 940 grams and energy consumption not more than 4 Watts per measurement cycle.

5. REFERENCES


Calibration of LITE Data

Mary T. Osborn
Science Applications International Corporation, NASA Langley Research Center
Mail Stop 475, Hampton, VA 23681-2199 USA
Phone:(757)864-2692, FAX:(757)864-2671, E-mail:m.t.osborn@larc.nasa.gov

1. Introduction

The Lidar In-space Technology Experiment (LITE) is a three-wavelength backscatter lidar developed by NASA Langley Research Center to demonstrate and explore the capabilities of space lidar. LITE was flown on Space Shuttle Discovery in September 1994. The LITE instrument was designed with the capability to measure tropospheric and stratospheric aerosols, clouds, height of the planetary boundary layer, temperature and density between 25 km and 40 km, and surface returns over both land and water. Not all science targets could be measured at the same time due to the large dynamic range of the return signal between the Earth's surface and the stratosphere. The LITE instrument was commandable and was operated in a variety of configurations to maximize science information. A description of the LITE instrument and the LITE mission are contained in Winker et al. [1996].

The determination of LITE system calibration constants, which include effective receiver aperture, nonvariable system parameters, and losses in the transmitting and receiving optics, is useful for retrieving aerosol data in the form of measurements of scattering ratio, aerosol backscatter, or aerosol extinction [Russell et al., 1979; Wiegner et al., 1989]. These constants would be especially useful if they could be applied to daytime or nighttime, low-gain data for which the signal-to-noise (S/N) is insufficient to perform high-altitude normalization or calibration. LITE calibration constants were calculated for all nighttime, high-gain data at 532 nm and 355 nm. (LITE data at 1064 nm do not have sufficient S/N to calibrate in the same manner.) The method used to calculate these factors and an examination of their variability are discussed below.

2. Calculations

The LITE calibration constant, \( C \), for a given wavelength is defined as follows:

\[
S(z) = C \times el \times gain \times ff \times af \times ba(z) \times 10^{-20} \times tr(z)/\text{range}^2,
\]

where \( S(z) \) is the background-subtracted signal at altitude \( z \), \( el \) is the laser energy in Joules, \( gain \) is the PMT gain, \( ff \) is a filter function, \( af \) is an aperture function, \( ba(z) \) is the aerosol plus molecular backscatter in units of \( 1/m\cdotsr \) at altitude \( z \), \( att \) is the attenuator setting in units of dB, \( tr(z) \) is the two-way transmission between altitude \( z \) and the shuttle altitude, and \( range \) is the distance in meters between altitude \( z \) and the shuttle altitude. All system factors, such as detector quantum efficiency, that are constant over the LITE mission are included in \( C \). The calibration constants were calculated using LITE data between 30 and 34 km, assuming that the backscatter at those altitudes is due almost entirely to molecular scattering, which is proportional to density. Density was obtained from the LITE meteorological data that were interpolated to the LITE locations using a gridded National Center for Environmental Prediction (NCEP) data product. Two-way transmission above 30 km is assumed to be 1. (Two-way transmission is in fact closer to 0.99, with the major contribution at 355 due to Rayleigh extinction and the major contribution at 532 nm due to ozone absorption.) Both \( ff \) and \( af \) are 1 during normal nighttime configuration. Values for \( C \) were calculated for each 200 shots of LITE high-gain, nighttime data at 532 nm and 355 nm.

Once \( C \) has been calculated, the only two unknowns in the above equation are \( ba(z) \) and \( tr(z) \). The transmission can often be adequately modeled, especially for the stratosphere, by using zonal mean measurements of aerosol extinction and ozone absorption from the Stratospheric Aerosol and Gas Experiment (SAGE) II. The remaining unknown, backscatter at altitude \( z \), is usually the measurement being derived. Thus the calibration constant is potentially useful for deriving aerosol backscatter during daytime or low-gain periods. LITE daytime
measurements were made with an interference filter in place and a smaller aperture than used during nighttime measurements. Table 1 lists values for the reduction in signal due to the filter and smaller aperture.

<table>
<thead>
<tr>
<th></th>
<th>532 nm</th>
<th>355 nm</th>
</tr>
</thead>
<tbody>
<tr>
<td>Filter function</td>
<td>0.65</td>
<td>0.30</td>
</tr>
<tr>
<td>Aperture function</td>
<td>0.90</td>
<td>0.95</td>
</tr>
<tr>
<td>(Laser A)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Aperture function</td>
<td>0.74</td>
<td>0.83</td>
</tr>
<tr>
<td>(Laser B)</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

An example of the calibration factors calculated using data from orbit 105 are shown in Figure 1. The top line corresponds to calibration factors for 532 nm and the bottom line to calibration factors for 355 nm. Each symbol represents a factor calculated from 200 laser shots. The line running through each set of symbols is the 1000 shot running mean.

Figure 1. LITE calibration factors for orbit 105 based on 200 laser shots. The top row, values of approximately 2.5E15, corresponds to 532 nm; the bottom row, values of approximately 1.5E15, corresponds to 355 nm. A line representing the 1000 shot running mean runs through each set of symbols. Error bars representing the 1-sigma uncertainties are indicated on selected symbols.

To understand how constant the LITE calibration "constants" really are, average calibration factors were calculated for each LITE orbit with nighttime, high-gain data. Figure 2 is a plot of these average factors at 532 nm and 355 nm. The LITE instrument included two lasers, so different symbols have been used to identify orbits that used laser A (1-82 and 148-150) and orbits that used laser B (83-147).

Calibration factors would not be expected to stay constant with a change in laser.) As can be seen, there is a significant decrease with time. The calibration factors at 532 nm decreased approximately 15% and 20% for laser A and laser B, respectively. The calibration factors at 355 nm decreased approximately 20% and 28% for laser A and laser B, respectively. These decreases are assumed to be due, in large part, to decreases in optical throughput over the LITE mission, since changes due to diminishing laser energy have been compensated for.

Figure 2. Average calibration factors for each orbit with nighttime, high-gain data. Symbols on the top and bottom rows correspond to calibration factors for 532 nm and 355 nm, respectively. Different symbols were used to differentiate laser A orbits (1-82, 148-150) from laser B orbits (83-147).

The variability of the LITE calibration factors within each orbit was analyzed by computing the percent difference from the mean for each orbit. The results of this analysis for laser A are shown in Figure 3. Results for laser B are similar. The within orbit variability for the 532 nm calibration factors, shown in Figure 3a, is generally within +/- 5% of the mean. Most of the points outside this range are from orbits 148-150, which are represented by + symbols. The laser energy was significantly lower during these orbits, resulting in lower S/N and greater variability in the calibration factors. The within orbit variability for the 355 nm calibration factors, shown in Figure 3b, is generally within +/- 3% of the mean, somewhat lower than for the 532 nm calibration factors.
As a result of the variability of the LITE calibration factors discussed above, the following procedure was adopted for including calibration factors in the LITE Level 1 data. For the portion of an orbit with nighttime, high-gain data, a calibration factor based on the running mean of 1000 laser shots is used. For the daytime or low-gain portion of an orbit, the average calibration factor for that orbit is used. In the case of orbits with no nighttime, high-gain data, a calibration factor is interpolated from average factors for adjacent orbits.

3. Conclusion

Calibration “constants” provide useful information and are being included in the LITE Level 1 data that are being archived at the NASA Langley Research Center Distributed Active Archive Center (DAAC). The variability of these LITE calibration factors within and between orbits was studied. This analysis resulted in a better understanding of the LITE data and a reasonable method for calculating and reporting the calibration factors.
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1. Introduction

The Lidar In-space Technology Experiment (LITE) was a payload onboard the Space Shuttle Discovery as part of the September 1994 STS-64 mission. LITE successfully made both atmospheric and surface measurements at the 355 nm, 532 nm, and 1064 nm wavelengths [Winker et al., 1996]. At mission completion, nearly 45 Gbytes of data had been obtained. As the data were collected they were organized into three data sets. The largest of these data sets contained the single-shot full resolution digitized lidar signals for all three wavelengths. The other two data sets contained the instrument status data block (ISDB) and the quick look science data (QLSD). ISDB information was generated once per second and contained timing parameters and engineering data related to the health, status, and configuration of the instrument. The QLSD are 100-shot averages of the 355 nm and 532 nm lidar signals and were generated at ten second intervals.

As the LITE data were generated, they were output to low-rate and high-rate telemetry streams. The low-rate data contained the ISDB and QLSD. The low-rate data were transmitted to the ground by the Shuttle S-band system through the Tracking and Data Relay Satellite System (TDRSS). The high-rate data contained the full resolution digitized lidar signals for all three wavelengths, the ISDB, and QLSD. The high-rate data were transmitted in real time by the Ku-band system through TDRSS downlink to the LITE operations center at the Johnson Space Center (JSC). High-rate data were only obtained when the orbiter and TDRSS telemetry link coincided with the real-time operations of LITE. The low-rate data were backed up by a Shuttle recorder during periods when the telemetry link was unavailable, and the entire low-rate data stream was transferred to the ground over the course of the mission. A total of 53 hours of low-rate data and 45.5 hours of high-rate data were acquired. All of the LITE raw telemetry data have been archived at the NASA Langley Research Center (LaRC), and the LITE high-rate data have been processed to the level 1 data product. This paper describes the data processing steps required to convert the LITE raw, high-rate telemetry data to the LITE level 1 data product.

2. Initial Data Processing

The LITE raw, high-rate telemetry data transferred from the orbiter to the LITE operations center at JSC were stored on optical platters in a PC format. After the mission was complete, the LITE data on the PC media were delivered to NASA LaRC for archive and post-processing. A Sun computer utilizing the UNIX operating system was designated to perform the LITE data processing. The first processing step was to error check the data and correct the data when possible. The data were then transferred from the PC media to an optical disk library.

The next step was to convert the LITE raw, telemetry data from its native form to a computer-compatible level 0 format. The level 0 data product was generated in several phases. The first phase was performed to decommutate the raw telemetry data, identify the telemetry frames containing ISDB and QLSD data, and to extract the time parameter from the ISDB. In combination, the QLSD location and the ISDB time parameter provided the necessary information to correlate ISDB and lidar profiles.

In the second phase, each lidar profile was time referenced and synchronized with an ISDB record. When ISDB information was missing due to gaps in the raw telemetry data stream, previously stored ISDB information was used as a substitute. This prevented the need to eliminate any lidar profiles from the level 0 product. Lidar profiles associated with repeated ISDB information were flagged.
In the third phase of level 0 processing, ISDB times were used to extract temperature and pressure profiles from the NMC data. These data were then merged into the level 0 data product.

The final phase was to geolocate each lidar profile. This required the use of ephemeris data from the Postflight Attitude and Trajectory History (PATH) product. The profile altitudes were defined in relation to a geoid model. A geoid was formed by adding undulations to an ellipsoid representation of the Earth, and served as an approximation to mean sea level. The position of the orbiter was specified by the Greenwich true of date (GTOD) geographic coordinate system. The attitude angles of the orbiter were specified as a set of Euler-like rotations which defined the orbiter orientation as a spacecraft maneuver sequence that aligned the three principal vehicle body axes with the corresponding GTOD axes. The Euler angles were used to form the transformation matrix that converts the LITE measurement geometry in the orbiter's body axes system to the GTOD coordinate frame. Through an iterative solution, the location of the lidar footprint and orbiter nadir point were defined relative to the geoid. Finally, the off-nadir angle was determined by the dot product of the lidar return and nadir vectors.

### 3. Final Data Processing

The level 0 data are an intermediate product and were used together with the raw telemetry data to form the level 1 data product, which is the intended distribution product. The level 1 data are organized as one data record per lidar pulse. Each data record contains header information and the lidar profiles for each wavelength. The organization of a level 1 data record is displayed in Table 1.

<table>
<thead>
<tr>
<th>Method</th>
<th>Daytime</th>
<th>Nighttime</th>
</tr>
</thead>
<tbody>
<tr>
<td>Slope</td>
<td></td>
<td>High-gain 355 and 532 nm</td>
</tr>
<tr>
<td>Averaged</td>
<td>355, 532, and</td>
<td>1064 nm, Low-gain 355</td>
</tr>
<tr>
<td>Signal</td>
<td>1064 nm</td>
<td>and 532 nm</td>
</tr>
</tbody>
</table>

For the slope method, the offset value was calculated by matching the slope of the backscatter profile to the slope of a reference (density) profile over two high altitude regions. In the averaged signal method, the offset value was determined by averaging the signal over a single high altitude region. The offset value and the method of offset subtraction are reported in the processing status flags.

The final step to processing level 1 lidar profiles was to interpolate the lidar profiles to a common altitude grid, which extends from -5.0 to 40.0 km with a 15 m vertical resolution. The level 1 lidar profiles were then combined with the header information and output as level 1 data records.

### 4. Concluding Remarks
The LITE data have been processed to level 1 and are being archived at the NASA LaRC Distributed Active Archive Center (DAAC). The level 1 data product contains lidar profiles that have been processed to remove the fixed and random phase oscillations, to correct for the offset, and to conform to a geolocated, constant altitude grid. A calibration constant has been supplied for each individual profile.

Associated with the level 1 data product are a metadata product and browse images. The metadata contain parameters which describe the measurement locations and instrument settings. The browse images are color-modulated plots of the LITE level 1 data. These products will be available through the LaRC DAAC and can be used to select the LITE level 1 data of interest. The LITE level 1 user's guide will also be available through the LaRC DAAC to provide more detailed information about the LITE level 1 parameters and their use.

Acknowledgements. The authors would like to acknowledge W. H. Hunt (Wyle) for defining the methods of offset subtraction and oscillation removal, M. A. Vaughan (SAIC) for developing a technique to remove the random phase oscillations, and M.C. Pitts (SAIC) for generating the NMC data.
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Introduction

The presence of cirrus clouds in upper troposphere near the Equator has implications for ozone chemistry and radiative transfer in this region. Cirrus clouds provide a surface area for the heterogeneous reactions of otherwise inert chlorine-containing compounds (e.g., HOCI, ClONO₂, HCl) into reactive forms of chlorine (ClOₓ). The reactive forms of chlorine readily produce radicals that destroy ozone in repeated catalytic cycles analogous to ozone depletion reactions enhanced by polar stratospheric clouds in the stratosphere. By using a 2-D chemistry and dynamics model coupled with data from satellite observations, Solomon et al. (1997) show that such reactions could enhance the mixing ratio of ClO by up to 30-fold at mid-latitudes. Reactions on polar stratospheric cloud (PSC) surfaces have been used to explain the destruction of ozone observed above Antarctica each spring. Similar reactions can occur on cirrus cloud surfaces (Borrmann et al., 1996; Solomon et al., 1997).

Because these clouds are more persistent over time especially at the Equator (Wang et al., 1996), the effects on the composition and ozone chemistry at and near the tropopause could be significant. The climatological studies of Wang et al. (1996) show that subvisual cirrus clouds are generally concentrated near the tropopause with frequencies as high as 70% in tropical regions. The appearance of these clouds is generally associated with the lowest water vapor mixing ratios. Given the high frequencies with which cirrus clouds occur and the continuous (in time) nature of these clouds, if ClONO₂ and HCl are present in sufficient quantities, the ensuing conversion to active chlorine radicals could contribute to ozone destruction near the tropical tropopause. For these reasons, interest in this phenomenon has intensified in recent years. There is, therefore, a need to determine the latitudinal distribution, vertical location, and temperatures of these cirrus clouds.

The use of lidar returns to determine the distribution and characteristics of cirrus and sub-visible cirrus clouds depends on the accurate determination of both the scattering ratio and the temperature profiles. In this study we show that the scattering ratio and corresponding temperature profiles for sections of Orbits 147-150 of the Lidar In-space Technology Experiment (LITE) mission are consistent with the presence of cirrus clouds in equatorial latitudes (15°S to 5°N).

Data Analysis and Temperature Retrieval

To calculate temperature profiles in the presence of aerosols, we take advantage of the difference in the wavelength dependence of aerosol and molecular backscattering to compensate for aerosol contamination of the backscattered molecular signal. The compensated (i.e., molecular) backscatter profile at λ₁ = 355 nm is calculated by subtracting a scaled version of the total profile at λ₂ (Gu et al., 1997) such that

\[ \beta_m(\lambda_1, z) = \sigma_m(\lambda_1, z) = \left( \frac{\lambda_1}{\lambda_2} \right) \beta_2(\lambda_2, z) \left( 1 - \left( \frac{\lambda_1}{\lambda_2} \right)^{0.017 \cdot \sigma(\lambda_1, z)} \right) \]

where \( \beta_2(\lambda_2, z) \) is the total backscatter profile at λ₂ = 355 nm from the total profile at λ₁ = 532 nm.
\( \alpha(z) \) is the angstrom coefficient and \( \beta_r(\lambda), \beta_m(\lambda), \beta_a(\lambda) \) are respectively the total, molecular, and aerosol backscatter profiles at wavelength \( \lambda_k \). For large particles, the angstrom coefficient is near zero and scattering is only weakly dependent on wavelength (Hinds, 1982). The temperature profile was calculated from the density profile using the standard Rayleigh lidar technique for temperature retrieval.

Results

In this study, we assume clouds are present in the upper troposphere/lower stratosphere whenever the 532 nm-channel scattering is enhanced by more than 10%, i.e., the scattering ratio is greater than 1.1. Figure 1 shows the scattering ratios of the 532 nm and 355 nm channels for measurements of Orbit 150 at latitudes 6.2N to 3.4N corresponding to a ground track of 370 km in a North-to-South flight path of the space shuttle. Because aerosols enhance scattering to a much greater extent in the 532 nm channel than the 355 nm channel, regions in which large concentrations aerosols are present are characterized by peaks in the 532 nm channel scattering ratio profile. Two such peaks are depicted in Figure 1. The first peak is a cirrus cloud layer with a maximum scattering ratio of 2.4, a cloud thickness of 2.5 km at altitudes of 12.5-15 km. The second peak (-23 km) corresponds to the altitude of the stratospheric sulfate aerosol maximum. Another feature of these clouds is the small and variable angstrom coefficients in cloud layers. The angstrom coefficient profile varies from 1.0 at the cloud bottom to near 0.0 at the cloud top for the cloud layers in Orbit 150.

The corrected total backscatter profile was determined in the manner of Gu et al. (1997) using a fixed angstrom coefficient of \( \alpha=1.5 \) which is characteristic of stratospheric aerosols. The corrected backscatter profile was then used to compute the temperature profile and the result is plotted in Figure 2. Using a fixed angstrom coefficient throughout the atmosphere in the presence of clouds does not properly compensate the data for aerosol scattering in the cloud layers which results in the discontinuous temperature profile as shown in Figure 2. This is because the fixed angstrom coefficient assumes that 1) the clouds are vertically homogenous both in composition and size distribution and 2) the fixed angstrom coefficient is known. Obviously, none of these assumptions is correct. A single angstrom coefficient has been used to compensate for aerosol backscatter and obtain accurate temperature profiles in the past (Gu et al., 1997), but this has only been possible in the absence of clouds.

![Figure 1. Scattering ratios of the 355 nm and 532 nm channels for a 50 second segment of Orbit 150. The scattering layers in the 532 nm channel at 14 km and 23 km denote a cirrus cloud and the stratospheric sulfate aerosol layer, respectively.](image)

To properly compensate for aerosol scattering within the cloud layers, we computed the corrected backscatter profile using a variable angstrom coefficient determined analytically at each 15 m interval from cloud top to cloud bottom. The corrected backscatter profile was then used to obtain the more realistic temperature profile in Figure 2. This measured temperature profile compares favorably with the NMC-GOES7 model profile also shown in Figure 2. For altitudes between 10 km and 25 km, the root mean square (RMS) of the temperature difference \( (\Delta T_m) \) between the LITE temperature profiles derived using variable angstrom coefficients and the NMC-GOES7 model profiles for all orbital segments is 4 K. The average RMS temperature difference in the cloud layers (for all orbital segments) only increases to about 5.5 K. This suggests that compensation for aerosol scattering using variable angstrom coefficients produces good temperature measurements within the cloud layers.
Figure 2. Temperature profiles from LITE measurements (using both fixed and variable Angstrom coefficients) and the NMC-GOES7 model for the data plotted in Fig. 1. In the vicinity of cirrus clouds (13-16 km), temperature profiles can be retrieved from LITE measurements using measured variable Angstrom coefficients.

Figure 3 is a plot of the LITE measurements of temperatures and scattering ratios for Orbit 150. There is a band of temperatures between 190-195 K collocated with scattering ratios greater than 1.1 at altitudes ranging from 15-20 km. The latitudinally-averaged cloud top and bottom height showed that the clouds lie on either side of the equatorial tropopause with a mean cloud geometric thickness of 2.9 ± 0.5 km.

Rosen et al., 1997 used simulations of a H₂O-H₂SO₄-HNO₃ model to predict threshold temperatures at which PSCs form. In their study, PSCs were assumed to have formed when the scattering ratio (at 940 nm) doubles in a 1 K temperature drop. They found that the threshold temperature for the formation of PSCs near 15 km altitude when the water vapor concentration is 4-6 ppmv ranges from 192-196 K. These low water vapor concentrations are consistent with the Fall Stratospheric Aerosol and Gas Experiment (SAGE II) water vapor measurements near the tropopause over the Equator (Pan et al., 1997). LITE measurements of the temperatures in the cloud layers of Orbits 147-150 show that the temperatures near the equatorial tropopause are comparable to the threshold temperatures of Rosen et al., 1997.

A 6-year climatology of cloud occurrence frequencies from the SAGE II observations showed that a maximum in the subvisual cirrus cloud frequencies is found at 15 km near the Equator (Wang et al., 1996). Though the LITE data set we used in this study (Orbits 147-150) is of much shorter duration, we found that the mid-point of the cirrus clouds is near 15 km. This is ~ 1 km below the tropical tropopause determined from the temperature profiles retrieved from the LITE data. Though the Equator is generally wetter than the higher latitudes, we do not believe that these clouds
are composed ice crystals because the tropical tropopause is likely to be relatively dry during the Fall months. SAGE II observations of seasonal variations of the water vapor content in the 345-355 K potential temperature surface (corresponding to 13-16 km range at the cloud temperatures) show that the Fall months have at least two orders of magnitude less water vapor (~20 ppmv) than the Winter months (~2000 ppmv) in this region (Pan et al., 1997). The dry period coincides with the month during which the LITE experiments were conducted (September). The upper troposphere/lower stratosphere is therefore likely to have been too dry to form ice crystals and the particles we observed are more likely to be NAT. Measurements of the Halogen Occultation Experiment (HALOE) of the Antarctic vortex showed low concentrations of water vapor (1.5 - 4 ppmv), and that the observed aerosol extinction was more likely due Liquid Ternary Aerosol (LTA) and NAT than water ice (Hervig et al., 1997). The possibility of ice clouds is excluded for temperatures above ~189K.

Conclusion

Compensation for aerosol contamination of the molecular backscatter profile using variable angstrom coefficients has been used to extend the Rayleigh lidar temperature retrieval using the LITE data to cloudy regions. Comparison of the LITE temperature measurements with NMC-GOES7 model data shows favorable agreement in both cloudy ($\Delta T_{\text{max}} = 5.5 \text{ K}$) and clear-sky ($\Delta T_{\text{max}} = 4 \text{ K}$) regions. The LITE data has been used to determine the location of cirrus clouds near the Equatorial tropopause, their geometric thickness, scattering ratios, angstrom coefficients and temperature profiles. The optical properties of the clouds (scattering ratios and angstrom coefficients) show that the clouds are similar to those of Type 1a PSCs composed of NAT particles. These clouds, characterized by low temperatures (185 K-200 K), are ubiquitous in Equatorial regions at altitudes ranging from 11 km to 19 km. The temperatures are comparable to the threshold temperatures for the formation of PSCs composed of NAT. The relatively dry upper troposphere/lower stratosphere near the Equator during the Fall months supports the assertion that the particles observed in the clouds of Orbits 147-150 are not likely to be ice crystals but rather NAT particles.
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1. Introduction

Ozone (O₃) is one of the most important trace gases in the troposphere, and it is responsible for influencing many critical chemical and radiative processes. Ozone contributes to the formation of the hydroxyl radical (OH), which is central to most chemical reactions in the lower atmosphere, and it absorbs UV, visible, and infrared radiation which affects the energy budget and atmospheric temperatures. In addition, O₃ can be used as a tracer of atmospheric pollution and stratosphere-troposphere exchange. At elevated concentrations, O₃ can also produce detrimental biological and human health effects.

The U.S. National Research Council (NRC) Board on Sustainable Development reviewed the U.S. Global Change Research Program (USGCRP) [NRC, 1995], and it identified tropospheric chemistry as one of the high priority areas for the USGCRP in the next decade. The NRC identified the following specific challenges in tropospheric chemistry.

- Although we understand the reason for the high levels of O₃ over several regions of the world, we need to better establish the distribution of O₃ in the troposphere in order to document and understand the changes in the abundance of global tropospheric O₃. This information is needed to quantify the contribution of O₃ to the Earth's radiative balance and to understand potential impacts on the health of the biosphere.

- Having recognized the importance of particles in the chemistry of the stratosphere, we must determine how aerosols and clouds affect the chemical processes in the troposphere. This understanding is essential to predict the chemical composition of the atmosphere and to assess the resulting forcing effects in the climate system.

- We must determine if the self-cleansing chemistry of the atmosphere is changing as a result of human activities. This information is required to predict the rate at which pollutants are removed from the atmosphere.

Over nearly two decades, airborne Differential Absorption Lidar (DIAL) systems have been used in over fifteen major field experiments conducted all over the world to address important atmospheric processes affecting the amount and distribution of O₃ and aerosols across the troposphere. This paper discusses some of these wide-ranging field experiments and their results and presents a direction for future global studies of O₃ and aerosols from space.

2. Airborne Ozone DIAL System

The DIAL technique has been used in airborne lidar measurements of tropospheric O₃ profiles since 1980 [Browell et al., 1983]. In 1988 the airborne DIAL system was modified to simultaneously measures O₃ and aerosol profiles above and below the aircraft for complete tropospheric coverage from near the surface to above the tropopause [Browell, 1989]. This system was recently upgraded with two new frequency-doubled Nd:YAG lasers and two new frequency-doubled dye lasers [Richter et al., 1997]. The four lasers are mounted on a structure that supports all of the laser power supplies, the laser beam transmitting optics, and the dual telescope and detector packages for simultaneous nadir and zenith measurements. In tropospheric O₃ investigations, one of the frequency-doubled dye lasers is operated at 289 nm for the DIAL on-line wavelength, and the other one is operated at 300 nm for the off-line wavelength. The DIAL wavelengths are produced in sequential laser pulses with a time separation of ~300 µs to ensure that the same atmospheric scattering volume is sampled at both wavelengths during the DIAL measurement. Half of the energy in each of the UV beams is transmitted in the zenith and nadir directions. The residual laser output at 600 and 582 nm from the frequency-doubling of the dye laser and the residual 1064-nm output from the frequency-doubled Nd:YAG laser are also transmitted for aerosol profile measurements. The output beams are transmitted out of the aircraft collinearly with the receiver telescopes through 40-cm-diameter quartz windows.

The backscattered laser energy at each laser wavelength is collected by two back-to-back 36-cm telescopes. The lidar returns in the UV, visible, and infrared are separated with dichroic optics and directed onto different detectors. The analog signals from the detectors are digitized at up to 10 MHz with 12-bit accuracy, and the average digitized signals are stored.
every 1.5 seconds (average of 45 lidar returns) on 8-mm magnetic tape. Ozone concentrations and aerosol distributions are calculated in real time, and the output is displayed on a color monitor.

3. Global Tropospheric Investigations

Many investigations of O$_3$ and aerosols have been conducted with airborne DIAL systems over the last 16 years as part of NASA's Global Tropospheric Experiments (GTE). The first international field experiment was conducted over the tropical Atlantic from Puerto Rico during 1982-1983, and the first cross section of a tropopause fold event was obtained over the southwestern U.S. during the 1984 GTE Chemical Instrumentation Test Experiment (CITE-1). Airborne lidar investigations of O$_3$ and aerosols were conducted from Barbados over the Western Atlantic in 1984 (Atlantic Boundary Layer Experiment, ABLE-1) and in Brazil over the Amazon rain forest in the dry season of 1985 (Amazon Boundary Layer Experiment, ABLE-2A) and the wet season of 1987 (ABLE-2B). Airborne lidar measurements of O$_3$ and aerosols were also made over the tundra and ocean regions of the Arctic in 1988 (Arctic Boundary Layer Experiment, ABLE-3A) and the boreal forests and lowland regions of northern Canada in 1990 (ABLE-3B). Global tropospheric investigations over the western Pacific were conducted in the summer of 1991 (Pacific Exploratory Mission - West, PEM-West A) and the winter of 1994 (PEM-West B). The tropical Atlantic was investigated from Brazil and Africa in 1992 (Transport and Atmospheric Chemistry near the Equator - Atlantic, TRACE-A), and the tropical Pacific, primarily in the Southern Hemisphere, was studied in 1996 (PEM-Tropics A). This paper discusses the results from several of the most recent field experiments including TRACE-A, PEM-West B, and PEM-Tropics A.

3.1 TRACE-A

The TRACE-A field experiment was conducted during September-October 1992 to determine the source of high O$_3$ that occurs in the troposphere over the tropical Atlantic between Africa and Brazil during the late summer and early fall.

During TRACE-A, the airflow over the tropical Atlantic in the Southern Hemisphere was found to be predominantly from the east (Africa) in the lower troposphere (below 8 km) and from the west (Brazil) in the upper troposphere. Convective storms in Brazil transported the gases contained in extensive fire plumes from near the surface to the upper troposphere where O$_3$ was photochemically produced and advected eastward over the Atlantic. In central Africa, the fires were widespread, and in the absence of convective storms, the fire plumes were advected to the west over the Atlantic at altitudes below 6 km. Airborne DIAL measurements showed considerable variability in O$_3$ and aerosol distributions with strong dependence on transport of air masses from regions associated with biomass burning. Ozone and aerosols were positively correlated in plumes that were directly advected from the fire regions with O$_3$ frequently exceeding 75 ppbv (parts per billion by volume). In addition, O$_3$ often exceeded 100 ppbv in the upper troposphere from photochemical O$_3$ production in air from plumes that had been convectively lifted by storms over Brazil and Africa. The airborne DIAL data were used to help determine the relative contribution of the various processes on the buildup of high O$_3$ over the tropical southern Atlantic during TRACE-A.

3.2 PEM-West B

The airborne DIAL system was flown during PEM-West B to obtain distributions of O$_3$ and aerosols in the troposphere over the western Pacific during February-March 1994. This investigation was conducted as part of an investigation to determine the impact of continental sources of gases and aerosols on the air over the western Pacific during the late winter when the transport from Asia is at a maximum. The first field experiment over the Pacific was conducted in 1991 (PEM-West A) to examine the summertime period when the continental influence on the western Pacific is at a minimum [Browell et al., 1996a].

During PEM-West B, the airflow off Asia was found to be predominantly behind cold fronts and below 4 km. The continental air contained very high levels of aerosols and photochemically produced O$_3$ that sometimes exceeded 100 ppbv. The air in front of the cold fronts was usually clean with low levels of aerosols and low O$_3$ (<30 ppbv). At mid latitudes (north of ~30°N), O$_3$ was also enhanced in the middle and upper troposphere as a result of frequent stratospheric intrusions. The airborne DIAL data were used during PEM-West B to help determine the relative contribution of the various transport and chemical processes on determining the composition and chemistry of the air over the western Pacific during the wintertime [Fenn et al., 1996]. The average latitudinal O$_3$ distribution observed with the airborne DIAL system over the western Pacific during PEM-West B is shown in Figure 1. Many large-scale atmospheric features can be seen in this figure resulting from processes associated with convection in the tropics; advection between tropics and mid-latitudes; O$_3$ production and destruction; and stratosphere-troposphere exchange. This is an example of the complex combination of processes that contribute to the tropospheric O$_3$ budget.
Figure 1. Average latitudinal O3 cross section obtained in western Pacific during PEM-West B.

3.3 PEM-Tropics A

During PEM-Tropics A, a large number of plumes with high O3 levels (>60 ppbv) were unexpectedly observed over the South Pacific. These plumes were often found in the 3-8 km region, and the chemical composition of these plumes and their backtrajectories indicated that many of them were due to biomass burning in Africa or Brazil. Biomass burning and urban/industrial plumes from closer sources, such as Indonesia, were also observed. Figure 2 shows a typical plume observed in the data from the airborne DIAL on the DC-8 during PEM-Tropics A. These data are from a latitudinal survey flight west of Tahiti. The enhanced O3 in the figure is due to photochemical O3 production in the biomass burning plume. The aerosol loading in the plume is low due to the loss of aerosols during convection and subsequent advection over at least 15,000 km. These plumes are thought to be over two weeks old based on the hydrocarbon concentrations found in the air. Airborne lidar measurements over the tropical Pacific were made from bases in Tahiti, Easter Island, New Zealand, and Fiji. The widespread impact of pollution from biomass burning in Africa and Brazil to this remote region was unexpected, but this just further emphasizes the interdependence of one region with another on this small planet. Additional details about this investigation are given by Fenn et al. [1998].

4. Global Ozone and Aerosol Investigations from Space

Science missions to investigate the global distribution of O3 and aerosols with future space-based lidar systems are an important part of a comprehensive and integrated program to study the Earth’s coupled land, ocean, and atmosphere system and the impact of human activities on our planet. The development of lidar systems for high vertical resolution measurements of these parameters would represent a revolutionary step toward the next generation of space-based remote sensors.

Figure 2. Aerosol (top) and O3 (bottom) distributions observed on Sept. 6, 1996, during PEM-Tropics A.
NASA and the CSA (Canadian Space Agency) are jointly studying the development of a space-based lidar system for global measurements of O₃ and aerosol distributions in the troposphere and lower stratosphere. This lidar system called ORACLE (Ozone Research with Advanced Cooperative Lidar Experiments) will be capable of measurements of O₃ profiles and columns across the lower atmosphere with simultaneous measurements of aerosol and cloud profiles [Browell et al., 1997].

Airborne DIAL investigations of tropospheric O₃ and aerosols have shown that high-vertical-resolution simultaneous measurements of O₃ and aerosols are necessary to interpret the nature of remotely observed air masses. These air masses can be associated with boundary layer processes, elevated aerosol and cloud layers, natural and anthropogenic sources, long-range advection of air masses, vertical transport associated with clouds, and stratosphere-troposphere exchange. Ozone measurements are needed from space with vertical and horizontal resolutions of \( \leq 3 \) km and \( \leq 200 \) km, respectively, and with an accuracy of better than 10%, and aerosol and cloud measurements are needed with resolutions of 100 m and 1 km, respectively.

The NASA Earth Sciences Enterprise Strategic Plan for the next decade has a major science priority to provide global observations for the detection and scientific understanding of causes and consequences of changes in tropospheric O₃. It is recognized that there is a general lack of data on the global distribution of tropospheric O₃ and aerosols, and space-based active remote sensing measurements are an essential component of the measurement strategy. The combined use of active and passive measurements of O₃ and aerosols would provide important global data for addressing the key atmospheric science questions discussed in the Introduction.

5. Acknowledgments

The author thanks his colleagues in the Lidar Applications Group of the Atmospheric Sciences Division at the NASA Langley Research Center (LaRC) for their assistance in developing the airborne DIAL systems, in conducting the field experiments, and in processing the DIAL data presented in this paper. He also acknowledges the contributions made by the ORACLE study team at NASA LaRC and the CSA and with other associated Canadian and U.S. groups. The GTE investigations discussed in this paper were funded by the NASA Tropospheric Chemistry Program.

6. References


8. Additional Information

For detailed information on airborne DIAL data sets from these and other field experiments and for complete reference list please see our home page on the Internet at http://asd-www.larc.nasa.gov/lidar/.
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Introduction

The Southern Great Plains 1997 (SGP97) field experiment [1] was conducted in Oklahoma during June-July 1997 to validate the models used for computing remote soil moisture using measurements by microwave radiometers. One of the objectives of SGP97 was to examine the effect of soil moisture on the evolution of the Atmospheric Boundary Layer (ABL) and clouds over the Southern Great Plains (SGP) during the warm season. The LASE (Lidar Atmospheric Sensing Experiment) airborne DIAL (Differential Absorption Lidar) system, which was flown autonomously on the NASA ER-2 aircraft during previous missions, was reconfigured to fly on the NASA P-3 research aircraft. During SGP97 LASE was used to study the morning evolution of the ABL, particularly as manifested in the development of the convective boundary layer, and to study the influence of soil moisture variations on the development of ABL. The ABL development is strongly influenced by the surface energy budget, which is in turn influenced by soil moisture, mesoscale meteorology, clouds, and solar insolation. LASE data acquired during this mission are being used to study the ABL water vapor budget, the development of the ABL, spatial and temporal variabilities in the ABL, and the meteorological factors that influence the ABL development. This field experiment also permitted comparisons of LASE water vapor measurements with water vapor profiles acquired by radiosondes launched at the DOE (Department of Energy) Atmospheric Radiation Measurement (ARM) Southern Great Plain (SGP) site and at NASA/Wallops Flight Facility, as well as with measurements from other SGP97 aircraft.

LASE Instrumentation

LASE is the first fully engineered, autonomous airborne DIAL system to measure water vapor, aerosols, and clouds throughout the troposphere [2,3]. This system uses a double-pulsed Ti:sapphire laser, which is pumped by a frequency-doubled flashlamp-pumped Nd:YAG laser, to transmit light in the 815-nm absorption band of water vapor. The Ti:sapphire laser wavelength is controlled by injection seeding with a diode laser that is frequency locked to a water vapor line using an absorption cell. LASE operates by locking to a strong water vapor line and electronically tuning to any spectral position on the absorption line to choose the suitable absorption cross-section for optimum measurements over a range of water vapor concentrations in the atmosphere. When flown on the ER-2 during the previous LASE Validation [2] and TARFOX [4] missions, LASE operated by alternating between strong (line center) and weak (side of strong line) water vapor cross sections for the on-line DIAL wavelength in order to measure water vapor throughout the troposphere. When flown on the P-3 during SGP97, the lower operational altitude (7-8 km) of the P-3 provided stronger near-field signal than from the ER-2 in the 4-8 km altitude region. This permitted the use of a single optimum absorption cross-section over the 0-8 km altitude region. This mode of operation not only facilitated data handling but also increased the horizontal resolution by a factor of two because twice as many shots are averaged in the low- and mid-tropospheric regions without the need to alternate between strong and weak cross-section between the DIAL pulse pairs. Typical horizontal and vertical resolutions for water vapor profiles extending between 0.2-7 km are 5 km and 200 m, respectively, with a predicted accuracy of better than 10% (random plus <5% systematic).

The LASE detector signal processor system was re-optimized to protect against the strong near-field signals when flown on the P-3. The laser beam was transmitted colinearly with the 15-inch diameter telescope. A 6-inch diameter mask was used around the laser beam axis to prevent the detection of strong near field signals and
to permit a more gradual lidar signal overlap region. The use of this mask reduced the effective area of the telescope by 18%.

The Spectra Diode Laboratory single mode laser that was used to seed the Ti:sapphire laser in earlier LASE missions was prone to mode hopping and necessitated a complex approach to achieve the desired water vapor line locking. It was changed to a David Sarnoff Labs distributed feedback diode (DFB) for the SGP97 Mission. The DFB has a strong side-mode suppression and operated without mode hopping over the operating temperature range resulting in fast tuning capability and nearly 100% reliability of reaching the desired absorption line [5]. The water vapor line at 816.1427 nm [6] was used, and the laser was operated in the sideline mode with an on-line cross section of 12.5E-24 cm².

**Measurements and Analyses**

During SGP97, LASE collected a total of 18 flight hours of data over 7 flights between July 11 and July 17, 1997. The flight plan that was most often used by the P-3 during SGP97 permitted measurements of water vapor and aerosol distributions covering a 50 x 260 km region over Oklahoma. The flights were conducted to capture the morning development of the ABL. These measurements were made in conjunction with the remote soil measurements made by the Electronically Scanned Thinned Array Radiometer (ESTAR) which was also on-board the NASA P-3 aircraft. The P-3 flights were coordinated with flights by other SGP97 aircraft including the Canadian NRC (National Research Council) Twin Otter and the NOAA (National Oceanic and Atmospheric Administration) Long-EZ. A detailed description of the SGP97 experiment is given in reference [1].

LASE profiles of water vapor mixing ratio were compared with those measured by Vaisala radiosondes launched at the DOE ARM SGP sites near Lamont, Oklahoma (C1); Hillsboro, Kansas (B1); and Purcell, Oklahoma (B6). Figure 1 shows an example of the water vapor mixing ratio profiles measured by LASE and the C1 radiosonde at 17:27 UT on July 12. These profiles show excellent agreement. Figure 2 shows a summary of the comparisons between water vapor mixing ratios measured by LASE and all the close-coincidence SGP radiosondes. Water vapor profiles measured by the two sensors within 45 minutes and 30 km of each other are included in this figure. LASE and radiosonde water vapor measurements agreed to within about 5% on average, which is within the uncertainty for each instrument.

In addition to measuring water vapor mixing ratio profiles, LASE simultaneously measures aerosol backscattering profiles at the off-line wavelength near 815 nm. Assuming a region with very low aerosol loading can be identified, profiles of the total scattering ratio, defined as the ratio of total (aerosol plus molecular) scattering to molecular scattering, are determined by normalizing the total atmospheric scattering in the region containing enhanced aerosol scattering to the expected scattering by the modeled molecular atmosphere at that altitude. The

---

**Figure 1.** LASE and SGP CF radiosonde water vapor mixing ratio profiles acquired at 17:27 UT on July 12, 1997.

**Figure 2.** Comparison of LASE and ARM SGP radiosonde water vapor mixing ratios measured during SGP97.
Figure 3. LASE measurements of water vapor mixing ratio (left) and total scattering ratio (right) during a north to south flight track on July 12, 1997. Note the variation in PBL characteristics during the flight.

Aerosol backscatter coefficient is then computed from the total scattering ratio and the molecular backscattering cross section, which is derived from radiosonde and/or model pressure and temperature profiles. These aerosol profiles, which span the altitude range between 0.03-8 km, typically have horizontal and vertical resolutions of 200 m and 30 m, respectively.

LASE water vapor and aerosol profiles acquired on July 12, 1997 displayed heterogeneous development of the ABL. Figure 3 shows these profiles acquired during a north to south flight leg of the P-3 aircraft. High resolution aerosol and water vapor data indicate a high degree of correlation between aerosol and water vapor fields in the ABL. Individual convective cell features with vertical size variations of 100-200 m near the ABL top and <1 km in horizontal size are clearly resolved by LASE aerosol measurements, which also show the very early stages of cloud development on top of a few of the individual cells (Figure 3b). The ABL in the southern end of the experiment region was substantially deeper (~2.5 km AGL (above ground level)) and drier (<10 g/kg) than the ABL in the northern region (1.2 km AGL and >14 g/kg). The cause of these variations is currently under investigation.

Figure 4. LASE water vapor mixing ratio (left) and total scattering ratio (right) measurements acquired during a south to north flight leg of the P-3 aircraft on July 14, 1997. These images show the passage of a cold front over the SGP97 region.
investigation. The segment of data from 18:15 to 18:31 UT, which covered about 180 km, showed a well developed homogeneous ABL that was used to estimate ABL characteristics using the statistical methods described in [7]. The boundary layer height $z_\text{BL}$ was estimated using the gradient function $\frac{d}{dR} \ln (P'R^2)$ where $P$ is the lidar signal and $R$ the range. The lowest aerosol layer was used to obtain an average $z_\text{BL}$ value of 1.2 km for this flight segment. Water vapor variance from the atmosphere was estimated using autocovariance functions to remove variance due to system noise. Using the water vapor variances measured by LASE in the upper third of the ABL, as discussed by [7], an average entrainment flux was calculated to be 0.20 g/kg m/s. This value of the entrainment flux is high but within range of entrainment fluxes measured previously under similar conditions. As part of the ABL water vapor budget study, we plan to compare LASE water vapor variance profiles and entrainment fluxes to those derived from in situ data from the flux measuring aircraft that participated in the SGP97.

LASE measurements made on July 14, 1997 show dramatically the passage of a cold front through the SGP97 region. Figure 4 shows the LASE water vapor and aerosol profiles acquired during a south to north flight leg. Here it can be clearly seen that a synoptic scale weather system (i.e., cold front) dominates the ABL heterogeneity. Within the synoptic regimes on either side of the front, the ABL appears homogeneous. LASE data also revealed other examples of heterogeneous ABL development and the impacts of synoptic scale meteorological features on the development of the daytime convective mixed layer. Progress in understanding the spatial and temporal development of the ABL and its relationship to the environmental factors will be discussed during this presentation.

Summary

NASA's Lidar Atmospheric Sensing Experiment (LASE) system was operated from the NASA P-3 aircraft during the Southern Great Plains 1997 (SGP97) Experiment to investigate the development of the ABL. LASE obtained high resolution measurements of atmospheric aerosol backscattering and water vapor profiles that are being used to study ABL development during seven flights between July 11-17, 1997. Segments of data show examples of homogeneous development over long ranges (>180 km). These data were used to estimate average boundary layer height, water vapor mixing ratio variances, and entrainment fluxes. LASE data also showed examples of heterogeneous ABL development and dramatic impacts of a cold front passage on the development of the ABL in the SGP97 region. LASE water vapor and radiosonde water vapor measurements were found to agree within about 5%. LASE data, along with measurements from the Canadian NRC Twin Otter and NOAA Long-EZ aircraft, will be used to derive the spatial variability of heat, moisture, and carbon dioxide fluxes.
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1. Introduction

The water vapor distribution over the Atlantic Ocean as been observed with the French airborne DIAL system LEANDRE II (Quaglia et al., 1996) flown onboard the F27/ARAT during the ACE-2 experiment. Detailed analysis of the vertical and horizontal water content fluctuations during a flight between Faro (Portugal) and Porto-Santo (Figure 1) on 7 July 1997 is presented. Remote sensing of the water vapor field in the troposphere is highly desirable for establishing the Earth's energy budget at the mesoscale and at the global scale. Given their spatial resolution (both horizontal and vertical), such airborne lidar systems can be used to improve latent heat flux parameterizations in mesoscale models and general circulation models (GCM). The objective is to study the impact of North-South water vapor and aerosol gradients observed over the Atlantic on the Earth's longwave budget at the mesoscale using the radiation scheme utilized in the European Center for Medium-range Weather Forcast (ECMWF). We have used the one-dimensional ECMWF radiation scheme (Morcrette et al., 1986) to calculate the up-going IR flux from temperature and water content profiles at each end of the flight track (during the ascent in Faro and the descent in Porto-Santo, see Figure 1). We have focused on up-going IR fluxes since they could directly be compared to measurements made an EPSLEY PSP Pyranometer (between 4 μm and 45 μm) located underneath the aircraft.

2. The airborne water vapor lidar LEANDRE II

LEANDRE II uses a single flash-pumped alexandrite laser developed at the Service d'Aéronomie (Bruneau et al., 1991). During ACE 2, DIAL measurements were performed using the 13717.175 cm⁻¹ absorption line with a strength of 7.25 10⁻²⁴ cm mol⁻¹. In-situ water-vapor measurements were made with a dew-point hygrometer during aircraft ascent and descent. In the following, water vapor mixing ratio profiles are averaged by the hundred which, given the lidar repetition rate and aircraft true air speed, is representative of a horizontal resolution of about 1 km.

3. Water vapor and aerosol distribution in Faro and Porto-Santo on 7 July 1997

On Figure 2, we show the reflectivity profiles measured by LEANDRE II off-shore from Faro and Porto-Santo. The corresponding water vapor mixing ratios inferred from LEANDRE II and those measured in-situ are shown of Figure 3. As the aircraft was progressing away from Faro, the elevated aerosol layer observed between 1.5 and 2.3 km and advected from the continent gradually disperses. In Porto-Santo, the lower troposphere aerosol content is much less than near Faro except in the lower 500 m. The water vapor content is also seen to vary significantly. Lidar-inferred profiles shown on Figure 3 are located approximately 75 km away from the land in both cases, which may explain the large variability at a given end of the flight track.

4. Water vapor and aerosol impact on upward longwave fluxes

In the radiation scheme, longwave flux in clear-sky conditions are calculated using a broadband flux emissivity method with 6 intervals covering the spectrum between 0 and 2620 cm⁻¹. The temperature and pressure dependence of the absorption in longwave radiation follows Morcrette et al. (1986). The absorption coefficients are fitted from AGFL (1982). Water vapor, carbon dioxide as well as ozone absorption are accounted for. Absorption effects related to aerosols are accounted using an emissivity formulation. To carry the computation, an uniform sea-surface temperature (SST) of 17°C is assumed between Faro and Porto-Santo. Results are shown in Faro and Porto-Santo on Figures 4 and 5. Below 1 km, measured and modeled IR
fluxes cannot be compared because the surface temperature of the warm land controls the IR fluxes. In the relatively aerosol-free region of Porto-Santo, agreement between measured and modeled fluxes is within 10 W m$^{-2}$. More importantly, the slope with which the flux decreases are identical. The difference observed (which is constant with height) may be caused by an overestimated SST. We note that for an SST 5°C cooler measured and modeled fluxes would match exactly. In Faro, however, the slopes are significantly different and this difference is most likely related to the presence of aerosols not properly taken into account in the model. Below 3 km, the fluxes modeled using in-situ and lidar-derived water vapor mixing ratio are in good agreement. Above, the lidar derived water vapor content oscillates around an average value of zero, causing the IR flux to increase artificially.

5. Conclusion

To the first order, the up-going IR flux is controlled by the temperature profile as well as the aerosol vertical distribution and their optical properties. The later are coarsly parametrized in the ECMWF radiation scheme and could induce important errors in longwave radiation budget at the mesoscale. A marine aerosol model, suited to a forward lidar data inversion scheme in the lower atmosphere, has been tested with the data acquired over the Azores during the SOFIA and SEMAPHORE experiments (Flamant et al., 1998). The vertical distribution of aerosol optical properties can be calculated using the forward integration scheme of Klett (1985) and the knowledge of a reference backscatter coefficient obtained from in situ extinction measurements around 0.5 $\mu$m by a nephelometer onboard the aircraft. They will be implemented in the radiation scheme in order to test the improvement on upward IR flux modeling at the mesoscale and at the synoptic scale.
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Figure 1: ARAT trajectory on 6 July 1997 between Faro (Portugal) and Porto-Santo.

Figure 2: Atmospheric reflectivity at 0.73\mu m measured over the Atlantic by LEANDRE II close in Faro (solid line) and close to Porto Santo (dashed line).

Figure 3: Water vapor mixing ratio (g kg\(^{-1}\)) measured over the Atlantic by LEANDRE II close in Faro (solid line) and close to Porto Santo (dotted line). Also shown is the water vapor mixing ratio measured by in-situ means during the ascent in Faro (dashed line) and the descent in Porto Santo (dashed-dotted line).
Figure 4: Upward IR flux measured onboard the ARAT (dashed line) and modeled using a temperature sounding and water vapor mixing ratio vertical distribution measured in-situ during the ascent in Faro (dotted line) and inferred from LEANDRE measurements (solid line).

Figure 5: Upward IR flux measured onboard the ARAT (dashed line) and modeled using a temperature sounding and water vapor mixing ratio vertical distribution measured in-situ during the descent in Porto-Santo (dotted line) and inferred from LEANDRE II measurements (solid line).
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Abstract: Airborne lidar measurements of aerosol and ozone distributions from the surface to above the tropopause over the South Pacific Ocean are presented. The measurements illustrate large-scale features of the region, and are used to quantify the relative contributions of different ozone sources to the tropospheric ozone budget in this remote region.

1 Introduction

NASA Langley Research Center's Airborne Multiwavelength Lidar System made measurements of ozone (O₃) and aerosol distributions from the surface to above the tropopause over the South Pacific Ocean as part of a Global Tropospheric Experiment (GTE) Pacific Exploratory Mission, PEM Tropics A (PTA). PTA penetrated and explored one of the largest uncharted areas of the troposphere during August through October of 1996. A detailed survey of over 75 trace chemical species. The primary objectives of the PEM Tropics field experiment were to investigate the atmospheric chemistry of O₃ and its precursors in this photochemically and radiatively important region. The measurements obtained on this campaign provide a baseline against which future measurements can be compared in an area expected to show increased human influence in the next few decades.

2 Field Experiment

2.1 Airborne Instrumentation

The lidar flew on board the NASA DC-8 aircraft, transmitting 4 beams at 30 Hz both above and below the aircraft. The represented wavelengths included two in the ultraviolet at 288 and 300 nm for the Differential Absorption Lidar (DIAL) measurement of O₃, as well as one in the visible at 600 nm and one in the infrared at 1064 nm. The latter two beams were used for the measurement of aerosol scattering ratio profiles. O₃ measurements were made with a vertical resolution of 300 m and a horizontal resolution of about 70 km. Measurement accuracy is 10% or 2 ppbv (parts per billion by volume), whichever is larger, with a precision of 5% or 1 ppbv [1,2]. Aerosol scattering ratio measurements were analyzed at a vertical resolution of 60 m and a horizontal resolution of 470 m. The accuracy and precision of the aerosol measurements are 10% [2].

Additional instruments on board the DC-8 and P3-B made in-situ measurements of O₃, various O₃ precursors, and meteorological parameters. A fast response nitric oxide-chemiluminescence instrument measured in situ O₃ at aircraft altitude on board the DC-8.

2.2 Experiment Environment

During PTA, the lidar collected over 120 flight hours of data between the latitudes 72° S and 45° N and longitudes 152° E and 110° W, the vast majority of which was south of the equator. The DC-8 flew at several altitudes, often over the same ground track allowing the in-situ instruments to sample air which had been previously measured remotely by the lidar. After the first overflight of a ground track, lidar data served as a guide to the choice of subsequent flight altitudes for further sampling by in-situ instruments.
The meteorological conditions were considered typical during the campaign [3]. Prominent features that effect the Pacific circulation in the lower troposphere (below 3 km) are subtropical anticyclones, the Intertropical Convergence Zone (ITCZ) and the South Pacific Convergence Zone (SPCZ). The ITCZ crossed the entire Pacific Basin at an average latitude of 10° N. It defines a region of convection as the northeasterly winds of the northern tropics converge with the southeasterly winds of the southern tropics. Another zone of easterly confluent flow, the SPCZ, stretches southeastward from about 15° N near China to near Tahiti. In the mid-troposphere (above 3 km) there is no evidence of these zones in the wind fields. North of 20° N and south of 20° S, the winds are westerly with easterly flow in the intervening latitudes. Over the south Pacific, the winds poleward of 20° S remain westerly into the upper troposphere. The subtropical jet stream located at 30° S provided wind speeds in excess of 50 m s⁻¹ in the upper troposphere over Australia, diminishing to 10 m s⁻¹ over much of the south Pacific. A region of strong sinking motion occurred over Australia and the Indian Ocean.

3 Data Results

3.1 Instrument Intercomparison

The DIAL O₃ measurements were made remotely from the DC-8 aircraft which served as a platform for an in situ instrument that measured O₃ at a resolution of 10 seconds (approximately 25 m vertical resolution during ascents and descents). Measurements between the two instruments were compared at every opportunity; for a total of 34 vertical soundings. Comparisons made between the two instruments agreed to better than 5%.

3.2 Ozone Data

The O₃ cross section shown in figure 1 consists of DIAL remote measurements with in situ measurement at the aircraft altitude (10 km). The data-free zone surrounding the aircraft (1.5 km) is filled in using a third degree polynomial fit to the near field data, in each direction, plus the in situ measurement. The result is a field that completely covers the troposphere. This method of data analysis provides a much more complete picture of the state of the troposphere. On flight 8, the typical clean marine environment having O₃ values less than 50 ppbv is being intruded by stratospheric air from the south (left side of the image) providing elevated levels of O₃ down to the lower troposphere (value of more than 60 ppbv even down to 8 km). A limited region of O₃ having values above 60 ppbv can be seen at 9-10 km on the right side of the image. Meteorological back-trajectory analyses [3] indicate this pocket of high O₃ originated from South America, and represents a pollution plume. Outflow from the South American continent is responsible for the enhanced O₃ at 4 km altitude, as well.

3.3 Aerosol Data

Aerosol measurements have been used in the past to help distinguish the high O₃ from stratospheric origin from the elevated O₃ due to pollution [4,5]. In the tropical Pacific, the aerosols were largely confined to the boundary layer, making the remote differentiation of pollution plumes more difficult. The high-resolution lidar measurements have proven valuable in showing the structure of the marine boundary layer, and how shear induced transport of boundary layer material into the lower troposphere is an important process. However, aerosol loading in the free troposphere was insufficient to distinguish high O₃ air of stratospheric origin from high O₃ pollution plumes.

3.4 Airmass Classification

In an attempt to determine the origin of the high O₃ plumes observed in the remote south Pacific (0° to 40° S and 120° to 180° W), we analyzed meteorological back trajectories, potential vorticity fields, and in-situ tracers of stratospheric air when available. Results of this analysis contradict the perception that the region is pristine, with 30% of the volume of air between 1 and 9 km receiving some contribution of O₃ from pollution sources. PTA occurred during the maximum season of biomass burning in the southern hemisphere. The strong westerly winds aloft along
with the regions of subsidence could have brought pollution to this remote region from as far away as South America and Africa. O₃ of stratospheric origin dominated above 9 km altitude; 26% of the volume of air between 9 and 15 km received the majority of its O₃ from the stratosphere.

Fig. 1. Airborne lidar and in situ measurements of ozone distribution north of Easter Island, September 10, 1996.
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1 Introduction  

Lidar remote measurements of ozone in cirrus clouds have recently been made at GKSS (Reichardt et al., 1996a). The lidar variant used for these observations is “conventional” Raman DIAL (McGee et al., 1993; Reichardt et al., 1996b), with two primary wavelengths transmitted into the atmosphere and ozone calculated from the differential absorption of the corresponding inelastic molecular return signals of nitrogen. A careful error analysis shows, however, that in the Raman–DIAL approach the wavelength dependences of photon multiple scattering and of the atmospheric–particle extinction coefficient induce an uncertainty in the measured ozone molecule number density. This uncertainty can be substantial in thick water and ice clouds (Reichardt, 1997; Reichardt and Weitkamp, 1997).  

To overcome this problem a novel technique has been developed that reduces these uncertainties and eliminates the need for a second laser. The approach is based on differential absorption by ozone of the purely rotational Raman return signals from nitrogen and oxygen as the on-resonance and the vibrational–rotational Raman return from nitrogen or oxygen as the off-resonance wavelength. Because of this combination, rotational vibrational–rotational, or RVR, Raman DIAL might be an appropriate term for the new method. The main advantages of the RVR Raman DIAL over a “conventional” Raman DIAL are a drastic reduction of the wavelength-dependent effects on the measured ozone concentration and reduced complexity of the lidar system. In this contribution the methodology as well as the setup of the RVR Raman DIAL are described. In a model calculation its performance is compared with conventional Raman DIAL for ozone measurements in upper–troposphere cirrus clouds, and a first measurement is presented.  

2 Methodology  

The radiation source of the RVR Raman DIAL is a tunable narrowband XeCl excimer laser injection–locked at a wavelength of \( \lambda_e = 307.94 \) nm. For ozone measurements the anti–Stokes branch of the pure rotational Raman spectrum of oxygen and nitrogen and — in this work — the first (Stokes) vibrational–rotational Raman spectrum of nitrogen are filtered out of the atmospheric backscatter signal and registered as the on–line and off–line wavelengths \( \lambda_R \) and \( \lambda_{VR} \), respectively. Setting the emission wavelength close to the short–wavelength boundary of the broadband excitation spectrum of XeCl and using the anti–Stokes Raman branch reduces the influence of possible unseeded laser pulses or amplified spontaneous emission (ASE) considerably.  

For \( \lambda_{VR} = 332 \) nm the filter bandwidth is chosen to cover the full spectrum of the vibrational–rotational Raman transitions of nitrogen. For \( \lambda_R \) calculations were carried out to optimize the filter bandwidth and center wavelength for minimum dependency of the return signal on atmospheric temperature and maximum signal intensity. An important constraint to these considerations is the filter performance at wavelength \( \lambda_e \) because high suppression of elastically backscattered light is crucial for the ozone measurement. It turns out that filters with a center wavelength of 307.4 nm and a bandwidth between 0.3 and 0.5 nm are the best choice. Here, temperature effects are well below 1% for temperature differences of 50 K, and 60 to 80% of the intensity of the anti–Stokes branch lie within the bandpass of the filter. This is equivalent to 10 to 12 times the vibrational–rotational signal intensity of nitrogen. It is important to note that RVR Raman DIAL is a single–laser technique in contrast to conventional DIAL and Raman DIAL which both require two radiation sources.
Thus the proposed method promises a considerable reduction in system complexity.

Whereas differential absorption by ozone is roughly the same for both Raman DIAL and RVR Raman DIAL, the wavelength separation between the on-line and the off-line signals is much smaller in the case of the RVR Raman DIAL. The new technique is therefore far less sensitive to wavelength-dependent effects such as multiple scattering and particle extinction. This reasoning is substantiated in the following model calculation, for more details see Reichardt et al., 1997.

In the model atmosphere that was used for the comparison of the RVR Raman DIAL technique with conventional Raman DIAL the height of the tropopause was 11 km, and the ozone number density was assumed to be $0.8 \times 10^{12} \text{cm}^{-3}$ throughout the troposphere. Between 9 and 11 km a homogeneous cirrus cloud with a particle extinction coefficient of $0.2 \text{km}^{-1}$ was present. The theoretical vibrational–rotational Raman return signals were calibrated at 8 km height with typical data of a 2-hour measurement with the present GKSS combined aerosol–ozone Raman lidar. The ratio of the effective on– and off–line Raman backscattering cross sections of the RVR Raman DIAL was used to calculate the number of rotational Raman return photons.

Under the assumption that the wavelength dependence of the particle extinction is $\propto \lambda^\kappa$, the relation between systematic ozone uncertainty, uncertainty of $\kappa$, and cloud particle extinction has been calculated for the cloud center (Fig. 1). For simplicity, the influence of multiple scattering was neglected here. Fig. 1 shows that the performance of the RVR Raman DIAL is superior to that of conventional Raman DIAL.

In order to assess the influence of particle multiple scattering on the ozone measurements in the model cloud, we carried out calculations with a multiple-scattering model (Shipley, 1978) modified and expanded for inelastic scattering processes (Reichardt and Krumbholz, 1998, to be published). The cloud was assumed to consist of ice spheres that are distributed in projection–area equivalence to cirrus particle size spectra measured in–situ (Heymsfield and Platt, 1984). The model results are shown in Fig. 2. 'Small particles' denotes a particle size spectrum with a high fraction of particles $< 20 \mu m$, 'large particles' stands for a particle distribution with particles $> 20 \mu m$. The RVR Raman DIAL reduces the effect of multiple scattering by a factor of 4 for both small and large particles. Thus for ozone measurements in clouds the RVR Raman DIAL promises to perform significantly better than the conventional Raman DIAL, and may well develop into a powerful technique for studies of particle–ozone interactions in the troposphere and lower stratosphere.

3 Experiment

A first experimental setup of the RVR Raman DIAL was installed in the trailer of the Sandia watervapor Raman lidar (Bisson et al., 1998, submitted to *Appl. Opt.*). A Lambda Physik LPX 150T MSC XeCl excimer laser serves as the light source, optionally a Lambda Physik LPX 220i XeCl excimer laser can amplify the output power of typically 12 W.
Figure 3: RVR Raman DIAL receiver: D, diaphragm; L, lens; DBS, dichroic beamsplitter; BS, beamsplitter; ND, neutral density filter; channel R, channel EL, channel VR, light-proof assemblies of photomultiplier tube, flexible shield S, lens L, and interference filter IF for the detection of atmospheric rotational Raman, elastic, and nitrogen vibrational-rotational Raman backscattering signals. The center wavelength of the channel–R interference filter can be tuned by rotating the filter around its vertical axis.

to over 40 W. After beam expansion by a factor of 5 the laser pulses are transmitted into the atmosphere. The spectral purity of the outgoing light is monitored on-line. Over hours of seeded laser operation neither build-up of scavanging side bands nor ASE could be observed. A schematic diagram of the receiving system is shown in Fig. 3. The atmospheric return signal is collected by a 760-mm-diameter Cassegrain telescope (f/4.5) and focused on an adjustable diaphragm serving as the field stop. Apertures of 1 to 3 mm and corresponding divergences of the collimated light inside the receiver of 6.3 to 19.0 mrad are usually chosen for the experiments. Light backscattered from nitrogen vibrational-rotational Raman scattering is separated from the return signals at shorter wavelengths by a dichroic beamsplitter and, after passing an interference filter (center wavelength (CWL) 332 nm, full width at half maximum (FWHM) 2 nm), is detected in channel VR. The atmospheric signal around 307.94 nm is divided by a beamsplitter (92% transmission) for the detection of elastic (channel EL; interference filter: 308 nm CWL, 2 nm FWHM) and rotational–Raman backscatter light (channel R; interference filter: 307.75 nm CWL at normal incidence, 0.4 nm FWHM). The channel–R interference filter is mounted on a precision rotary stage to allow fine tuning of the center wavelength by tilting. Both channel R and channel EL can be protected from the intense short-distance return signals by optional neutral density filters. The photomultipliers are operated in single-photon mode, the data acquisition electronics is triggered by straylight of the transmitted pulses. The range bins of the multichannel scalers are set to 75 m, 1000 range bins are stored on hard disc every 120 s of measurement time.

Fig. 4 displays a nighttime measurement of a cirrus cloud on 17 Sep 1997. Obviously, tuning the interference–filter center wavelength of channel R off the laser wavelength, i.e., increasing the tilt angle, reduces the contribution of the elastically backscattered light to the signal of channel R drastically. By use of the simultaneously measured backscatter ratios of the rotational Raman and the elastic signal, one can calculate the suppression of the elastic light in channel R. For filter tilt angles of 3°, 5°, and 7° a suppression of 5.8, 74, and 208 is found, respectively. Although these experimental values are smaller than theoretical estimates derived from the filter transmission curve, the measurement clearly demonstrates that interference filters can be used to separate rotational Raman from elastically backscattered light in the ultraviolet. Current work is aimed at further improving the receiver performance.
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Figure 4: Backscatter–ratio time series of the rotational Raman (solid) and the elastic (dotted) signals measured during a cirrus event on 17 Sep 1997. From left to right, the tilt angle of the channel–R interference filter was 3°, 5°, and 7°, respectively. Temporal resolution of the profiles is 480 s, the lidar signals are smoothed with a sliding average window length of 600 m. Error bars indicate statistical noise.
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1 Introduction

Ozone DIAL is a technique which is capable of giving ozone density fields in the boundary layer and the lower free troposphere. The development of the ozone distribution in the boundary layer can be investigated during time episodes of several days with high resolution and accuracy. However, it remained difficult for all types of UV-DIAL-systems to get precise information about the ozone density in regions of strong gradients in the aerosol distribution [1]. The reason for this is that aerosol backscatter and extinction profiles can only be calculated with sufficient accuracy under cloud free conditions and with several assumptions (e.g. the lidar ratio) [2].

Additional Raman channels allow the independent measurement of the aerosol particle extinction, also at daytime if the Raman-backscattered light is in the solar blind region below 300 nm. With two Raman channels it is possible to calculate ozone density profiles which are independent of aerosol particle backscatter errors [3].

2 Calculation of ozone density and aerosol particle extinction and backscatter profiles

The aerosol particle extinction in the UV can be calculated modifying the equation given by Ansmann [4] and assuming that the ozone density is known:

\[ \alpha_{aer}(\lambda_n) = \frac{1}{(1 + \frac{\lambda_n}{\lambda_{on}})^a} \left( \frac{d}{dz} \left( \frac{N(z)}{P_R(z)} \right)^2 \right) \]
\[ \alpha_{ray}(\lambda_n, \lambda_R, z) = \alpha_{O_3}(\lambda_n, \lambda_R, z) \] (1)

Using two equations of this type, the aerosol particle extinction can be eliminated and the resulting equation can be solved for the ozone number density:

\[ N_{O_3}(z) = \frac{1}{\Delta \sigma_{O_3}} \times \left( K_2 \frac{d}{dz} \ln(P_{R_2}(z)) - K_1 \frac{d}{dz} \ln(P_{R_1}(z)) + B + R \right) \] (2)

This is the full Raman DIAL equation in which the corrections B for differential Raman backscatter and R for differential Rayleigh extinction have to be taken into account. The terms \( K_1 \) and \( K_2 \) contain the wavelength dependence of the aerosol particle extinction. The corrections are small and can be calculated with high accuracy if the air density is known from radiosondes or calculated out of ground data with standard atmosphere conditions. With this method, ozone profiles and aerosol particle extinction can be determined out of only two measured Raman signals and the assumption about the wavelength dependence of the aerosol particle extinction.

With the extinction information, it is possible to calculate aerosol particle backscatter profiles without assumptions about the lidar ratio. One gets the lidar ratio out of the measurements.

For calculating the aerosol particle backscatter, some assumptions about the total backscatter in a distinct height have always to be made. This is easy under cloud free conditions since in the free troposphere \( \beta_{aer} \ll \beta_{mol} \) and \( \beta(z_0) = \beta_{aer}(z_0) + \beta_{mol}(z_0) \approx \beta_{mol}(z_0) \) in the calibration height \( z_0 \). Rearranging two lidar equations in the UV (at \( z \) and \( z_0 \)) leads to:

\[ \beta_{aer}(z) = -\beta_{mol}(z) + \left( \beta(z_0) \frac{P(z)}{P(z_0)z_0^2} \right) \times \left( e^{-\int_{z_0}^{z} \left( \alpha_{aer}(\xi) + \alpha_{ray}(\xi) + \alpha_{O_3}(\xi) \right) d\xi} \right) \] (3)

This formula is equivalent to that given by Ansmann, but easier to calculate since the Raman signals do not appear in this equation.
This method of retrieving the aerosol particle backscatter doesn't work below clouds, where it's very difficult to make a correct calibration under high aerosol loads in the PBL. In presence of single Cumulus clouds, one can make use of the information out of the calibration in the cloud gaps. The calibration equation contains information about the system constants and the transmission of the lowest part of the atmosphere.

\[
P(z_0) = \frac{2}{\beta(z_0)} \int_{z_0}^{z_h} \left( o_{\text{aer}}(z) + o_{\text{mol}}(z) + o_{\text{o}_2}(z) \right) dz
\]

\[
K e^{-2 \int_{0}^{z_h} \left( o_{\text{aer}}(z) + o_{\text{mol}}(z) + o_{\text{o}_2}(z) \right) dz} = KT_{z_h}
\]

where \( z_h \) is the lowest height in which information about the aerosol particle extinction is available and \( K \) stands for the system constants. Assuming that the transmission of the lowest part of the atmosphere doesn't change too much during the appearance of the cloud, one can calculate the aerosol particle backscatter below the cloud as follows:

\[
\beta_{\text{aer}}(z) = -\beta_{\text{mol}}(z) + \frac{P(z)z^2}{K T_{z_h}} \times \int_{z_h}^{z} \left( o_{\text{aer}}(z) + o_{\text{mol}}(z) + o_{\text{o}_2}(z) \right) dz
\]

This gives more reliable results than a calibration somewhere below the cloud, where no information about the aerosol characteristics is available.

3 Systematical and statistical errors using the Raman technique

The main error doing measurements of the atmospheric Raman-backscattering is the statistical error due to the low signal intensities. For Raman-DIAL measurements with the MPI laser system, which emits laser light at 248 nm, 268 nm 292 nm and 320 nm, one has different possibilities to choose the detected Raman wavelengths. The \( \text{O}_2 \) and \( \text{N}_2 \) atmospheric backscattering of the 248 nm and the 268 nm offer four wavelengths in the solar blind region at 258 nm, 263 nm, 280 nm and 286 nm. The wavelength pair with the lowest statistical error is the 263/286 nm. These wavelengths have higher differential absorption than the 280/286 and higher backscattered intensities than the 258 nm and 280 nm because they use nitrogen Raman backscatter which is ca. 3 times higher than the oxygen Raman backscatter in the atmosphere (Figure 1).

Although maximum counting rates of ca. 20 MHz in 200 m were assumed for these calculations, the statistical error gets big in higher altitudes. This indicates, that high counting rates and repetition rates have to be achieved, to avoid too high averaging in time and space. There additionally exist two main systematic errors using Raman backscattered signals which have to be avoided for correct results. These are

1. The dead time of the counting system is not considered.
2. Precise information about the starting of the laser pulse is not available.

The measured deadtime of the two photon counting channels of the MPI-UV-DIAL-system are 11.3 ns and 8.7 ns, respectively. The measurements where made with a method proposed by Johnson 1966 [5] and have an accuracy of better than 0.5 ns. Figure 2 shows the signal errors with and without dead time correction in dependence of the real counting rate. If no dead time correction is applied, the error due to dead time effects gets bigger than 1 % at counting rates of more than 1 MHz. With dead time correction of accuracy better than 0.5 ns, the 1% limit is reached at 20 MHz. High counting rates cannot be achieved without dead time correction. Attention has also be paid to the precise determination of the starting point of the laser. Photon counting data acquisition systems often have time resolutions...
Dead time error and dead time correction error

![Graph showing dead time error and correction error]

Figure 2: Dead time error with and without deadtime correction

of 200 ns or bigger. This can lead to errors in the determination of the distance $z$ of the backscattered signal of 15 m or worse. Figure 3 shows the aerosol particle extinction errors due to this effect for 351 nm. In the lowest altitudes up to ca. 400 m, the error is ca. 100 % of typical aerosol particle extinction values ($1 \cdot 10^{-4}$ 1/m) even for a range error of only 15 m (= 100 ns). However, the effect on Raman DIAL measurements is very small since $K_1 \approx K_2$ so that the range $z^2$ almost disappears in the Raman DIAL equation (2).

4 Raman DIAL measurements

The UV-Lidar-system of the Max-Planck-Institut für Meteorologie is a combined Elastic DIAL / Raman DIAL. It is based on a KrF-Excimer-Laser ($\lambda = 248$ nm) with subsequent Raman shifting on D$_2$ ($\lambda = 248$ nm, 268 nm, 292 nm and 320 nm). The backscattered light is detected in 5 analog and 2 Raman channels, two telescopes cover a height range from 300 m to 3500 m.

Straylight of the elastic lidar returns in the Raman channels is suppressed by a factor of $10^{-8}$ by a spectrometer and small bandwidth interference filters (FWHM 1.5 nm). The N$_2$-Raman-Backscatter returns at 263.8 nm and at 286.4 nm are detected by photon counting PMTs (EMI 9893 QB 350) with subsequent 300 MHz discriminators and a two channel 700 MHz photon counter.

The elastic lidar returns at 268 nm, 292 nm (both telescopes) and 320 nm (far range telescope) are detected by a PMT with an DC-20 MHz amplifier and a 10 MHz ADC. They are than stored by a SUN workstation.

Ozone profiles have been measured with DIAL and Raman DIAL. They were calculated with the DIAL formula including aerosol correction, which uses a lidar inversion algorithm given by Fernald [6], and with the Raman DIAL formula (2) (Figure 4). The Raman signals were averaged over 240 m and 36000 shots to get the statistical errors below ca. 12 $\mu$g/m$^3$. The height resolution for the elastic signals was 120 m in the same time period. Substantial differences, bigger than the statistical uncertainties, appear at the top of the boundary layer (ca. 1100 m), the gradient in the ozone density is here sharper for the elastic signals.

This can also be seen in the backscatter profile calculated with the lidar inversion algorithm, assuming a height constant lidar ratio of 35 sr (Figure 5). The aerosol particle extinction has been calculated for 286 nm following (1), the plotted statistical error includes the ozone error given in Figure 4 and the statistical error of the Raman signal. The aerosol particle backscatter was calculated following (3) with a calibration value of $\beta_{\text{aer}}/\beta_{\text{Ray}} = 0.1$ in 1600 m.

The lidar ratio can be calculated out of the Raman data. In this case it suffers from high statistical errors and low aerosol particle extinction values above 1 km. In 860 m the lidar ratio is $20 \pm 10sr$.

In conclusion, one can say that the Raman DIAL technique gives promising results which are not influenced
by aerosol interference. It can be used to measure ozone density profiles under difficult conditions with high aerosol gradients or below clouds. The aerosol particle extinction and therefore the lidar ratio can also be calculated at daytime, which gives the possibility of a better understanding of the daytime aerosol processes.

Up to now, the method suffers from high statistical errors, but higher repetition rates of the laser system and a better detection efficiency can improve these first measurements substantially.
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INTRODUCTION

Water vapor is the most important greenhouse gas in the atmosphere, as it is the most active infrared absorber and emitter of radiation, and it also plays an important role in energy transport and cloud formation. Accurate, high resolution measurements (both temporally and spatially) of this variable are critical in order to improve our understanding of these processes and thus our ability to model them.

Raman lidars have been shown to provide these high resolution measurements in several experiments, but these measurements were primarily restricted to nighttime only, as Raman scattering is a weak process and the high solar radiation during the day tends to mask these signals. As part of an instrument development program for the Department of Energy’s Atmospheric Radiation Measurement (ARM) program, a collaboration between Sandia National Laboratories and NASA Goddard Space Flight Center was funded to investigate recent improvements in lidar technology to address the ARM program’s requirement for high resolution, 24-hour, automated water vapor measurements. The success of this project led to the decision to build this Raman lidar system, which was delivered to the ARM Cloud and Radiation Testbed (CART) site near Lamont, Oklahoma during the summer of 1996.

Because of the importance of water vapor, the ARM program initiated a series of three intensive operating periods (IOPs) at its CART site. The goal of these IOPs is to improve and validate the state-of-the-art capabilities in measuring water vapor. To date, two of the planned three IOPs have occurred: the first was in September of 1996, with an emphasis on the lowest kilometer, while the second was conducted from September - October 1997 with a focus on both the upper troposphere and lowest kilometer. These IOPs provided an excellent opportunity to compare measurements from other systems with those made by the CART Raman lidar. This paper addresses primarily the daytime water vapor measurements made by the lidar system during the second of these IOPs.

The ARM CART site is the home of several different water vapor measurement systems. These systems include the Raman lidar, a microwave radiometer, a radiosonde launch site, and an instrumented tower. During these IOPs, additional instrumentation was brought to the site to augment the normal measurements in the attempt to characterize the CART instruments and to address the need to improve water vapor measurement capabilities. Some of the instruments brought to the CART site include a scanning Raman lidar system from NASA/GSFC (which operated primarily at night), additional microwave radiometers from NOAA/ETL, a chilled mirror that was flown on a tethersonde and kite system, and dew-point hygrometer instruments flown on various aircraft.

LIDAR SYSTEM DESCRIPTION AND CALIBRATION

The CART Raman lidar (CARL) is an autonomous system that is permanently deployed at the site. It uses a tripled Nd:YAG laser (355 nm), with an average power of approximately 12 W and a repetition rate of 30 Hz. A 61 cm telescope directs the collected light into the detection optics, where the beam is split into two channels which have different fields-of-view. The wide field-of-view (WFOV) channel has an aperture of 2 mrad while the narrow field-of-view (NFOV) is 0.3 mrad. The WFOV channels are better suited to profile in the near field (up to approximately 1.5 km at night, lower during the day) as they admit more light than the NFOV channels at these low altitudes. After the field stops, the light is separated into three wavelengths (elastic backscatter and the two inelastic wavelengths associated with water vapor and nitrogen Raman backscatter) by dichroic mirrors. Narrow bandpass (0.3 nm) interference filters select only the desired wavelength, and the signal are detected using photon counting in approximately 0.25 microsecond bins, resulting in 39 m resolution. The narrow field of view coupled with narrow interference filters give the CARL system excellent nighttime and daytime abilities. System specifications are given in Table 1, and further details are given in [1].
Table 1. Lidar Specifications

<table>
<thead>
<tr>
<th>Transmitter</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser</td>
<td>Nd:YAG third harmonic (355 nm)</td>
</tr>
<tr>
<td>Energy/pulse, rep. rate</td>
<td>400 mJ, 30 Hz</td>
</tr>
<tr>
<td>Beam Diameter, divergence</td>
<td>13 cm, ~0.1 mr</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Receiver</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Telescope</td>
<td>61 cm diameter Dall-Kirkham</td>
</tr>
<tr>
<td>Channel bandpass</td>
<td>0.4 nm</td>
</tr>
<tr>
<td>Filter transmission</td>
<td>30-40%</td>
</tr>
<tr>
<td>Field of view</td>
<td>Dual, adjustable</td>
</tr>
<tr>
<td></td>
<td>(typically 0.3 mr, 2 mr)</td>
</tr>
<tr>
<td>Channels</td>
<td>Rayleigh/aerosol (355 nm)</td>
</tr>
<tr>
<td></td>
<td>Aerosol depolarization (355 nm)</td>
</tr>
<tr>
<td></td>
<td>Water vapor (408 nm)</td>
</tr>
<tr>
<td></td>
<td>Nitrogen (387 nm)</td>
</tr>
<tr>
<td>Electronics</td>
<td>Photon Counting, 39 m range resolution</td>
</tr>
</tbody>
</table>

Corrects for pulse pile-up (system dead-time), detector overlap, and differential attenuation at the different wavelengths are accounted for in the lidar system by techniques outlined in [1-2]. If these corrections are adequately specified, the resultant ratio of the water vapor and nitrogen signals are proportional to the water vapor mixing ratio. To calibrate these profiles, a height independent scale factor is derived to force the integrated precipitable water vapor measured by the Raman lidar to agree with that measured by the CART microwave radiometer. A single calibration scale factor was used the entire IOP lidar dataset.

COMPARISONS

One of the primary design goals was to build a Raman lidar system that was capable of making excellent daytime water vapor measurements without sacrificing its nighttime performance of the lidar. Figure 1 displays comparisons of 10 minute averaged nighttime and daytime CARL profiles to coincident radiosonde profiles, illustrating that the design goals of the lidar have been met. Melfi, et al. [3] further show that the nighttime abilities of the lidar in the upper troposphere are not hampered by this design by comparing profiles taken with the lidar to both radiosondes and dewpoint hygrometer measurements on an aircraft.

Since Raman scattering is a weak process, the high background radiance will affect the detected profiles most drastically during solar noon (approximately 1300 local, which is 1800 UTC). During the 1997 IOP, the Pacific Northwest National Laboratory (PNNL) Gulfstream aircraft was at the CART site, and collected several profiles of water vapor near solar noon. Three of these profiles are shown in Fig. 2. During these flights, the aircraft flew stairstep ascents and then spiral descents. As the descents were always within approximately 5 km of the lidar, only the descents are shown. All three examples shown in Fig. 2 show remarkable agreement between the aircraft hygrometer and CARL measurements.

SUMMARY

The CARL system was designed to provide excellent daytime water vapor measurements without sacrificing its nighttime capabilities. Data collected during the 1997 water vapor IOP demonstrate that this design goal has been achieved using a dual field-of-view, narrowband approach. Together with the other design features of the CARL system [1], extended measurements spanning several days to weeks can be made with little or no operator interaction. An example of this is given in Fig. 3, where the evolution and passage of a cold front on 28 September 1997 was captured in fine detail. These measurements will better enable scientists to study the role of water vapor in the atmosphere and advance our understanding of its impact.
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Figure 2. Comparison of daytime 10 minute profiles from CARL (black with error bars) with in-situ hygrometer measurements from the PNNL Gulfstream (gray) from the 1997 IOP. From left to right, the observation times are 27 September at 1700 UTC, 28 September at 1830 UTC, and 29 September at 20 UTC. The error bars on the lidar profiles were calculated using Poisson statistics for the observed photon counts.

Figure 3. A false color image of water vapor mixing ratio measured by the CARL system on September 27-29, 1997, which shows the evolution of the water vapor field as a cold front passed over the ARM CART site. The front passed over the site on the 28th at approximately 10 UTC. The lidar profiles have 10 minute, 78 m resolution. The "whited-out" areas above 3.5 km occur during the daylight periods and denote regions where the signal-to-noise is approaching unity.
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Introduction

Latent heat transfer through evaporation and condensation of water vapor is the most important energy transport mechanism in the atmosphere. In addition, water vapor is the most active greenhouse gas. Any global warming scenario must take accurate account of the spatial and temporal variation of water vapor in order to account for both of these effects.

Due to the great importance of water vapor in atmospheric radiation studies, specific intensive operations periods (IOPs) have been hosted by the Department of Energy's Atmospheric Radiation Measurements (ARM) program. One of the goals of these IOPs has been to determine the quality of and explain any discrepancies among a wide variety of water vapor measuring instruments. Raman lidar systems developed by NASA/Goddard Space Flight Center and DOE/Sandia National Laboratories have participated in the two Water Vapor IOPs (WVIOPs) held at the Southern Great Plains (SGP) Cloud and Radiation Testbed Site (CART) site during 1996 (WVIOP1) and 1997 (WVIOP2). Detailed comparisons of these two systems is ongoing but this effort has already resulted in numerous improvements in design and data analysis for both lidar systems.

Lidar system descriptions

The NASA/GSFC Scanning Raman lidar (SRL) [1] is a mobile system which uses two laser transmitters: a XeF excimer laser (24 Watts - 351 nm) for nighttime measurements and a tripled Nd:YAG (9 Watts - 355 nm) for daytime measurements. Using a .76 m telescope, Rayleigh and Mie scattering from molecules and aerosols as well as Raman shifted signals from oxygen (1555 cm⁻¹), nitrogen (2329 cm⁻¹) and water vapor (3654 cm⁻¹) are measured. Interference filters and photomultiplier tubes (PMTs) are used to select and detect the desired wavelengths. Two PMTs are used for each signal; one for low altitude returns and the other for high altitude. A large scan mirror allows profiles to be acquired at any angle in a single scan plane and also allows improved measurements at low altitudes for comparison with tower or surface-based instruments.

The CART Raman lidar (CARL) [2] is an autonomous, operational lidar system permanently deployed at the SGP site. It has advanced the state of the art in Raman lidar system automation with its demonstrated ability to make unattended measurements for days at a time. It uses a tripled Nd:YAG laser (12 Watts - 355 nm), a .61 meter telescope and interference filters and PMTs. In addition to the Rayleigh/Mie, Raman water vapor and nitrogen signals, CARL also has the capability to measure depolarization in the Rayleigh/Mie channel. As in the SRL, CARL uses high and low channels for each signal.

Water Vapor Mixing Ratio Bias Versus Height

The ARM WVIOP held during September, 1996 provided the first opportunity for the Raman lidar systems from NASA and DOE to be carefully intercompared. Water vapor measurements were compared as a function of height using all times when both lidar systems were operated together and when radiosonde launches occurred. This allows the radiosondes to be used to determine the source of any systematic differences which might be found between the lidar systems. The first comparison of the lidars was performed shortly after WVIOP1 in 1996 and showed significant bias changes with height [3]. Work done since then has identified the sources of most of these differences. The most recently processed data from WVIOP1 implements a new lidar system overlap [2] correction for the CARL analysis which has removed most of the bias variation with height. The lidar systems now are in
Figure 1. Synopsis of water vapor mixing ratio measurements versus height for both lidar systems and the Vaisala radiosondes averaged over both WVIOPs. In the left panels, the average radiosonde profile is represented by a solid curve, average SRL by a dashed curve, and the average CARL by a dotted curve. The overall agreement is excellent. In the center panel the ratio of these SRL and CARL averages to the average radiosonde profile is shown. The SRL ratio is represented by a dotted line, the CARL ratio by a solid line. The right panels are a comparison of average SRL to CARL percentage difference. The lower three panels present the most recently processed results from WVIOP1 (1996) while the results from WVIOP2 (1997) are presented on top. As explained in the text, the current analysis of SRL to CARL bias versus height for both WVIOPs shows that the lidars agree to within +/- 5% up to about 7 km for both experiments. The comparison with the average radiosonde profiles which is shown in the center panels indicates that there were small biases for both lidar systems during both WVIOPs; a sloping height dependent bias during 1996 and a constant offset bias during 1997.

The left panels of figure 1 present the average profiles of the SRL, CARL and Vaisala radiosondes for 12 cases during WVIOP1 and 14 cases during WVIOP2. These are the profiles used in the comparisons shown in the other panels of the figure. The results from WVIOP1 shown in the lower panels will be discussed first.

The lower right hand panel gives the water vapor mixing ratio bias versus height for WVIOP1 using the new overlap correction in the CARL analysis which has removed most of the height bias seen in earlier results [3]. There still remains up to a 5% bias between the two lidar systems between 0-4 km. The panel in the lower center of
the figure presents the ratio of the average lidar profile (both CARL and SRL) to the average radiosonde profile. This comparison shows that the lidars disagree with the radiosonde in the lowest part of the profile. Both the CARL and SRL curves slope toward the average radiosonde profile from the surface up to about 1.5 km in the case of the SRL and about 3.0 km in the case of the CARL. These differences require further study but are perhaps due to an equilibration time for the radiosondes or an incorrect lidar system overlap [2] in both lidar systems.

The results from WVIOP2 are presented in the upper panels of figure 1. In general these comparisons indicate excellent agreement between the lidars. There is, however, an indication of a consistent difference of up to 5% between the lidars at about 1 km (upper right) which may be due to errors in the merging of the high and low channels. Otherwise, the average lidar profiles show little height dependent bias. The comparison of the lidars with radiosonde (upper middle), however, displays a consistent bias which is due to the fact that the lidars are calibrated with respect to the CART microwave radiometer (MWR) which in general measures a higher value of precipitable water than the radiosondes.

Precipitable water comparisons

For the precipitable water comparisons, the final calibration of the lidar mixing ratio for both systems has been performed by forcing the lidar integrated precipitable water (PW) to agree with that measured by the CART MWR. A single calibration constant for the entire IOP has been derived for each lidar system. Figure 2 shows the comparison of PW values for the two lidar systems over seven nights of measurement. The bias and rms differences between the two systems were -0.06 cm and 0.13 cm, respectively, indicating that the lidars show good agreement with each other. The non-zero bias indicates that the calibration constants for the two systems were determined using a larger dataset than presented in these figures. On the evenings of September 26 and October 1, the SRL PW measurements were lower than the CARL measurements. On the 26th, the differences are due to substantially different mixing ratio profiles for both lidar systems. The radiosonde measurement made at this time did not agree with either lidar in the lowest 1 km as shown in figure 3. These differences in measurement have yet to be explained. On October 1, the SRL used a Nd:YAG laser for the transmitter due to an electrical problem in the excimer laser which is normally used for nighttime measurements. The differences on this night can be attributed to this substitution and the different calibration required.
Figure 4. CARL and SRL measurements of PW compared with the ETL MWR. Notice the bias which changes as a function of PW. As the lidars are calibrated against the CART MWR, this curve reveals a PW dependent bias between the CART MWR and the ETL MWR.

As mentioned above, the calibration for both lidars is determined through comparisons with the CART MWR. Comparisons of the lidars with the CART radiometer thus show very good agreement and will be presented at the meeting. Figure 4 shows PW data from both lidars compared to ETL (NOAA/Environmental Technology Laboratory) MWR. The measurements are very consistent but show a bias which changes either as a function of PW or as a function of day of measurement. As will be shown at the meeting, this same bias change is present when a comparison of CART MWR PW versus this same ETL MWR is performed. It is clear from these comparisons that the standard to which the Raman lidar water vapor measurements is tied is crucial.

Other comparisons and testing

Comparisons have also been made between water vapor mixing ratio measurements at the 60 meter height by both lidars as well as the Vaisala in-situ sensor on the 60 meter tower at the CART site. These will be presented along with the results of other work that is ongoing between the two lidar groups including 1) linearity testing of both the CARL and the SRL photomultiplier tubes and 2) influence of high count rates on derived water vapor amount and improved techniques for processing these data.

Summary

Detailed comparisons of the water vapor measurements made by two Raman lidar systems during the two WVIOPs have been made. These comparisons have resulted in improvements in both the way that data are acquired and the way that the data are processed. Discrepancies in water vapor mixing ratio measurements between the two systems have been addressed and to a large degree resolved yielding excellent agreement between the lidar instruments. The small residual discrepancies between the lidars which are on the order of 5% or less are still under investigation. In addition, several other areas still require further study including 1) PMT detector linearity and 2) the influence of high signal levels and lidar system overlap function on derived water vapor values. Examples of this work will be presented at the meeting.
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ABSTRACT
The Lidar Atmospheric Profile Sensor (LAPS) instrument is the fifth in a series of lidar instruments leading to a first operational prototype for obtaining meteorological profiles in the lower atmosphere. It was prepared and tested to determine its capability to provide automated shipboard operation for atmospheric properties under a wide range of meteorological conditions. The instrument measures the water vapor profile based on the vibrational Raman scattering and the temperature profile based on the rotational Raman scattering. Profiles of the Raman signals are obtained each minute with a vertical resolution of 75 meters from the surface to a user selected altitude. The measured 1 minute profiles are integrated for user selected intervals to simultaneously determine the real time atmospheric profiles for specific humidity, temperature, optical extinction and ozone. Daytime measurements of water vapor, extinction and ozone are made using the "solar blind" ultraviolet signals. The instrument includes a safety radar which detects aircraft as they approach and automatically shuts down the beam. The weather sealed instrument has been designed to include features such as real time data display/transfer, environment control, and performance self-tests to control many functions. Tests have proven the qualities of ruggedness, reliability and general performance of the LAPS lidar system.

RAMAN LIDAR TECHNIQUES
Raman scattering provides an important signal because it is unique to specific molecules. It is most useful because the vibrational Raman scattering provides distinct wavelength shifts for vibrational energy states of the different molecules and the rotational Raman scattering provides a signal with a wavelength dependence corresponding to atmospheric temperature. The ratio of Raman back scatter signals from the molecules of the water vapor at 660 nm and 294 nm from the 2nd (532 nm) and 4th (266 nm) harmonics of Nd:YAG laser and molecular nitrogen (607 nm and 284 nm) are at wavelengths that are widely separated from the exciting laser radiation and can be easily isolated for measurement using modern filter technology. The measurements are made using sensitive photon counting detectors. The ratios of rotational Raman signals at 528 nm and 530 nm provide a measurement that is sensitive to atmospheric temperature. Based upon accomplishments by several groups, we now have the capability for reliably profiling most of the important properties of the atmosphere with lidar [Ref 1 - 17]. In order to push the lidar measurement capability into the daylight conditions, the "solar blind" region of the spectrum between 260 and 300 nm has been used. Night time measurements are made using the 660/607 (H\textsubscript{2}O/N\textsubscript{2}) signal ratio from the doubled Nd:YAG laser radiation at 532 nm. Daylight measurements are obtained using the 294/284 (H\textsubscript{2}O/N\textsubscript{2}) ratio from the quadruple Nd:YAG laser radiation at 266 nm, where a small correction for the tropospheric ozone must be applied. That correction can be obtained from the ratio of the O\textsubscript{2}/N\textsubscript{2} signals 278/284 and the ozone profile is also obtained in the lower troposphere. The temperature measurement is obtained from the ratio of 528 to 530 nm signals as a measure of the rotational state population distribution [17,18,19].

The Raman techniques use ratios of signals to measure water vapor and temperature and thus have a major advantage in removing essentially all of uncertainties, such as any requirement for knowledge of the absolute sensitivity and non-linear factors caused by aerosol and cloud scattering.

The optical extinction profiles from the LAPS instrument are determined from the gradients in the molecular profiles of the atmosphere caused by clouds and aerosol scattering. The gradient of the neutral density profiles can be used to directly determine the optical extinction. In general, optical extinction cannot be determined from the backscatter signal at the fundamental laser wavelengths [20]. However, the extinction profiles can be determined from the Raman...
| Transmitter       | Continuum 9030 – 30 Hz 5X Beam Expander | 600 mj @ 532 nm  
|                  |                                       | 130 mj @ 266 nm |
| Receiver         | 61 cm Diameter Telescope             | Fiber optic transfer |
| Detector         | Seven PMT channels Photon Counting   | 528 and 530 nm – Temperature  
|                  |                                       | 600 and 607 nm – Water Vapor  
|                  |                                       | 294 and 284 nm – Daytime Water Vapor  
|                  |                                       | 278 and 284 nm – Raman/DIAL Ozone  
| Data System      | DSP 100 MHZ                           | 75 meter range bins |
| Safety Radar     | Marine R-70 X-Band                   | protects 6° cone angle around beam |

shifted wavelengths of primary molecular species [21,22,23,24]. Measurements of optical extinction have been obtained from the 2nd harmonic of the Nd:YAG laser using the rotational Raman signal at 530 nm and the nitrogen vibrational Raman signals at 607 and 284 nm. Raman scatter signals measured at several wavelengths provides optical extinction profiles which can be used to estimate the changes in size distribution.

**LIDAR ATMOSPHERIC PROFILE SENSOR**

The objective of the LAPS Program was to develop a lidar profiler capable of providing real time profiles of atmospheric and meteorological properties, with emphasis directly measuring the RF refractivity which is directly determined from measurements of water vapor and temperature profiles. The LAPS instrument hardware was completed in mid-1996 and it was tested onboard the USNS SUMNER in the period August to October 1996. The LAPS instrument can obtain most of the measurements which are currently provided by radiosonde balloons. LAPS was preceded by the LAMP (Lidar Atmospheric Measurements Profiler) research instrument which was developed in 1990 and has been used to test the various measurement techniques that have been employed in the LAPS. Table 1 lists the primary characteristics of the LAPS lidar.

**LAPS PERFORMANCE**

Examples of the LAPS water vapor profiles compared to individual balloon rawinsondes are shown in Figure 1. During shipboard tests, the lidar measurements were compared to 97 standard rawinsonde balloons. Several balloon instruments failed to provide results but the average value of a ratio of the lidar and balloon results for each available flight are summarized in Figure 2. The lidar data are taken from the 30 minute integration at the time of the balloon release. Error in the balloon measurement, differences in the atmosphere between the vertical lidar profile and the balloon location (up to 50 km away during ascent), or differences due to changes in the height of sharp profile gradients are factors which cause variations to be observed. The dynamics of the atmosphere causes differences between the point samples of the balloon measurements and the lidar vertically integrated 30 minute profile (note the profile in right panel of Figure 1). The differences observed between the lidar and the sonde result in an average difference of ±4.6% for the visible channels and 8.9% for the ultraviolet channels. The ultraviolet signal variations are larger because the error in the ultraviolet signals grows rapidly above 3 km and intermittent drifting of SO₂ emission from the ship’s diesel engines across the lidar beam caused noticeable absorption at 294 nm. The lessons learned from the test included the following items:

- Flash lamps can provide long operation ~10⁴ shots
- Operation can be conducted in all weather, clouds, rain, snow
- Radar can provide safe operation - no interference
- LAPS is a robust instrument - continuous measurements can be made
- Realtime data product - 1 minute update provides useful trend data
- SO₂ from ship stack causes an error in UV water vapor (294 nm)
- Gain stability requires protection of visible detectors in daylight

The LAPS instrument tests have demonstrated the measurements of the real time profiles of the properties which determine the RF-refractivity. The temperature and water vapor measurements are the critical parameters which weather balloons provide today and the lidar techniques will provide in the future.

<table>
<thead>
<tr>
<th>Table 1. LAPS Lidar Characteristics</th>
</tr>
</thead>
</table>
| Transmitter | Continuum 9030 – 30 Hz 5X Beam Expander | 600 mj @ 532 nm  
| Receiver | 61 cm Diameter Telescope | Fiber optic transfer |
| Detector | Seven PMT channels Photon Counting | 528 and 530 nm – Temperature  
|          |                                       | 600 and 607 nm – Water Vapor  
|          |                                       | 294 and 284 nm – Daytime Water Vapor  
|          |                                       | 278 and 284 nm – Raman/DIAL Ozone  
| Data System | DSP 100 MHZ | 75 meter range bins |
| Safety Radar | Marine R-70 X-Band | protects 6° cone angle around beam |
Figure 1. Two examples of LAP water vapor profiles are shown from measurements at State College PA on July 7 and 8 1996. The individual lidar points are shown with their $\pm 1$ $\sigma$ error, the rawinsonde profiles are shown as a line and a point measurement at the surface is indicated.

Figure 2. Summary of the comparison of ratio of the 30 minute lidar data to balloon data for each flight.

Thousands of profiles for water vapor, temperature, optical extinction and ozone have been measured and these are now being prepared in a data base to be used for investigations of atmospheric conditions.

**SUMMARY**

The LAPS instrument was operated and data were obtained on every operation attempted or planned during the period of the sea trial. Several scientific investigations have provided additional results during the past year. Investigations of the data show that the instrument was successful in demonstrating the capability to obtain the meteorological data and RF refractivity conditions during day and night conditions and in a wide range of weather conditions. The LIDAR system offers the capability to obtain high quality RF ducting prediction data with real time data products and routine update without the use of radiosonde expendables. We expect that the "operational environmental system" of the future will be based upon lidar profile data combined into a mesoscale grid model which is run to provide the spatial continuity, within constraints imposed by the
measured profiles, and provide the predictive conditions with products tailored to system, mission and scientific investigation requirements.
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1 Introduction

With the rapid development in the areas of lasers, detectors, optical components, and computer algorithms, remote detection of airborne chemicals through the use of lidar has reached a state of maturity. Of the physical phenomena exploited with these open-path sensors, DIAL has routinely achieved detection sensitivities on the order of low ppm to high ppb levels, depending on the absorption cross-section, albedo variation, atmospheric make-up (i.e., aerosol burden), laser pulse-to-pulse energy stability, and turbulence.

In a typical application of DIAL, two probing laser lines are directed to the area of interest and their elastic return signals are monitored: \( \lambda_1 \) located at a highly-absorbing wavelength for the chemical species of interest and \( \lambda_2 \) in a non-absorbing spectral region, as shown in Figure 1.

![Figure 1: Schematic of the DIAL Technique](image)

Elastic return of each outgoing laser line (\( \lambda_1 \) and \( \lambda_2 \)) is provided through either a combination of Rayleigh scattering off air molecules and Mie scattering from the aerosols/particulates or, if range-resolved mapping is not important, hard-body return from a retroreflector [e.g., corner cube or a sand-blasted aluminum back-drop]. Despite the great sensitivity that the range-resolved lidar platforms offer, they suffer from data reduction and error analysis complications due to real world complexities. This difficulty is inherent to classical DIAL because the technique derives the molecular absorption information from the elastic-return channel mentioned above. Consequently, the ability to distinguish variations in the return signal amplitude due to the presence or absence of the chemical species-of-interest from the unknown aerosol burden (which varies spatially and temporally) or from laser power fluctuations can be severely compromised. Although a variety of hardware and software techniques have been developed and implemented to confront these problems, the end result is typically an increase in the complexity of the DIAL platform.

In contrast to these approaches, the authors present a blueprint for a lidar platform that combines the strengths of two existing lidar techniques to produce a system that can potentially achieve DIAL sensitivities without the complex data and error analysis typical of this stand-off chemical detection platform. This Raman-DIAL technique utilizes the inelastic Raman scattering returns from both atmospheric nitrogen and oxygen as the two in situ probing wavelengths for the DIAL-like measurement (\( \lambda_1 \) and \( \lambda_2 \) from the DIAL discussion), where one of the Raman returns is tuned to the peak of the molecular absorption and the other to a non-absorbing region. In this way, the traditional concerns of atmospheric turbulence, aerosol burden, and laser shot-to-shot energy variation in DIAL measurements completely disappear since the differential absorption measurement through this approach takes place at exactly the same time, in the same volume of space, and relies on return signals that propagate through the same turbulence structure. Consequently, this technique potentially offers a superior range-resolved chemical sensing scheme when accuracy is critical and in situations where the aerosol burdens are unknown.

In the 1980s, Renaut, Capitini and co-workers, while pursuing the development of the solar-blind Raman lidar (SBRL) for measuring the boundary-layer water vapor profiles, treated the strong Raman nitrogen and oxygen return signals as two pseudo-point sources to correct the Raman water vapor return signals for tropospheric ozone attenuation. In their study, a fourth-harmonic Nd:YAG laser (266 nm) was used, and the Raman nitrogen and oxygen returns at 277.5 nm and 283.4 nm, respectively, were exploited as the pseudo-DIAL wavelengths for subsequent measurement of the ozone. The fundamental assumption of Renaut and Capitini was that tropospheric nitrogen and oxygen are well-mixed gases and, hence, the ratio of \( N_2 \) molecules to \( O_2 \) molecules is constant. Therefore, if during the analysis of the nitrogen and oxygen Raman return signals any deviation from the known \( N_2/O_2 \) ratio of 3.7279 is
observed, the concentration of ozone can be determined through a DIAL-like measurement. Initial ranges were approximately up to 1500 meters. In 1996, Philbrick and co-workers\textsuperscript{10} reported vertical water vapor profiles over 3.0 kms using higher-efficiency detectors and a higher power 266 nm laser system. In this work we have extend this idea beyond the measurement of atmospheric ozone and have successfully applied it to any chemical species possessing an absorption.

The strengths of this Raman-DIAL technique rest on a number of facts:

(i) This technique for chemical detection is based on the ratio of the atmospheric nitrogen and oxygen Raman (inelastically scattered) returns, one of which is set at the absorption peak of the chemical-of-interest while the other is nearly or completely off the peak. Both the N\textsubscript{2} and O\textsubscript{2}-Raman lines are created by the same probing laser beam, at the same time and at the same location. Therefore any laser energy pulse-to-pulse fluctuation will cancel out when the ratio of the two signals is taken. As a result, the lidar data collection and reduction is simpler than with traditional DIAL.

(ii) Classical DIAL utilizes two wavelengths that are typically sent out in sequence. Therefore, any atmospheric parameters which have dynamic behavior, such as turbulence and aerosol burden, can result in signal fluctuations in the elastic channels. These fluctuations can cause severe problems in the data reduction. In contrast, the Raman-DIAL technique generates the two required wavelengths for the DIAL-like measurement simultaneously through the inelastic Raman scattering process of atmosphere nitrogen and oxygen. Furthermore, these two distinct beams are generated in the same spatial volume. Therefore, the dynamic effect of atmospheric turbulence on beam distortions, which are often encountered in horizontal interrogation of chemical plumes using ground-based lidar systems, can be greatly reduced.

(iii) The atmospheric nitrogen and oxygen Raman returns are strong because of their high concentrations. At sea level the air density is about 2.69 $\times$ 10\textsuperscript{9} cm\textsuperscript{-3}, 78.084\% of which is nitrogen and 20.946\% oxygen\textsuperscript{9}. This opens the potential for long-range chemical detection, as evidenced by the work of McGee\textsuperscript{5}, in which the Raman return from atmospheric nitrogen has been returned to 1.37 km before the pan was loaded with the acetone. This was done to obtain an estimate of the tropospheric ozone loading. Once the pan was filled with the acetone, the range gating was changed to 1.37 km and the evolving acetone monitored as a function of time. Immediately after the start of the experiment, the measured nitrogen-to-oxygen ratio went up to 3.1. After approximately 5 minutes the measured ratio began to decrease back to it’s expected "no-release" level of 2.6. This decrease was due to the extensive evaporative cooling that took place during this portion of the experiment. For example, at the beginning of the experiment the temperature of the acetone was ~38\degree C and, through evaporative cooling, decreased to 3.7\degree C, consequently reducing the evaporation rate and, as a result, the measured nitrogen-to-oxygen ratio. A small "puff" was observed occurring at about 12:45 p.m., which is presumably due to re-heating of the now cooled acetone. At about 1:00 p.m., external heat was applied to the system thereby increasing the evaporation rate.

(iv) Finally, the recent availability and rapid development of tunable laser sources, (i.e. OPO/OPA based system), provide a means for tuning the excitation wavelength such that one of the inelastically scattered atmospheric Raman lines falls onto the peak of the molecular absorption band, while the other is off. The availability of these lasers along with the above arguments strongly suggest the application of the Raman-DIAL technique towards scenarios characterized by aerosol burden gradients, such as would be expected during rainy, or foggy atmospheric conditions, pollutant mapping around industrial parks, and volcanic eruptions. This technique offers the desired high sensitivity while keeping the data reduction straightforward.

2 Experimental Details

We recently conducted a series of field tests at the Nevada Test Site HAZMAT Spill Test Facility to explore the potential of the Raman-DIAL Technique. The laser source for all of our field experiments is a Spectra-Physics GCR170 Nd:YAG-pumped dye laser system (Quanta Ray PDL-1) which provides the required wavelength tunability. The Raman-DIAL return signals are collected by a 16-inch Cassegrain telescope and focused onto the slits of a single-grating spectrometer (2400 grooves/mm) and then detected by Oriel’s Intaspec V intensified CCD (charge-coupled device). The collected Raman lidar return signals are curve fit to a Voigt lineshapes so that the N\textsubscript{2}/O\textsubscript{2} ratio is obtained. All timing aspects for distance ranging is based on a single-master oscillator.

3 Results

Shown in Figure 2 below is an example of some data collected from our field experiments. Acetone was poured into an open pan and allowed to evaporate. The laser operated at 266 nm thereby generating the probing Raman-DIAL wavelengths at 277.5 nm and 283.4 nm from atmospheric oxygen and nitrogen, respectively. At the beginning of the release, "baseline" data were collected at a distance of 1.05 km before the pan was loaded with the acetone. This was done to obtain an estimate of the tropospheric ozone loading. Once the pan was filled with the acetone, the range gating was changed to 1.37 km and the evolving acetone monitored as a function of time. Immediately after the start of the experiment, the measured nitrogen-to-oxygen ratio went up to 3.1. After approximately 5 minutes the measured ratio began to decrease back to it’s expected "no-release" level of 2.6. This decrease was due to the extensive evaporative cooling that took place during this portion of the experiment. For example, at the beginning of the experiment the temperature of the acetone was ~38\degree C and, through evaporative cooling, decreased to 3.7\degree C, consequently reducing the evaporation rate and, as a result, the measured nitrogen-to-oxygen ratio. A small "puff" was observed occurring at about 12:45 p.m., which is presumably due to re-heating of the now cooled acetone. At about 1:00 p.m., external heat was applied to the system thereby increasing the evaporation rate.
and causing the nitrogen-to-oxygen ratio to go high. When all the acetone was used up (approximately 1:40 p.m.) the nitrogen-to-oxygen ratio returned to a new level dictated by the 1.37 km range and the 58 ppb loading of tropospheric ozone. Finally, it should be noted that in this spectral region, acetone is a weak absorber because the absorption is due to a n→\pi* transition.

In addition this technique has also been successfully applied to the detection of SO2 at a stand-off distance of 3.4 kms, as well as to nitrobenzene and the detection of emissions from a diesel generator. In contrast to ozone, sulfur dioxide represents a chemical species with a highly structured absorption as shown below in Figure 3. The goal of the Raman-DIAL technique is to maximize the attenuation of either the nitrogen or oxygen Raman return while minimizing the attenuation of the companion Raman return signal. With a structured absorption, as is present with sulfur dioxide, the opportunity exists for observing great variation in the measured N2/O2 ratio as a function of excitation wavelength. An example of maximizing the attenuation of one of the Raman returns while minimizing the attenuation in the other is illustrated in Figure 3.

Experiments involving SO2 were also conducted at the HAZMAT Spill Facility. In contrast to the experiments with acetone, the SO2, was released from a stack. The lidar platform stand-off distance was increased to 3.4 kms. The release plume was approximately 10 meters down wind from the stack orifice with a release concentration of SO2 on the order of ~1000 ppm. For the purposes of this experiment, two laser wavelengths were used to maximize the attenuation of one of the Raman return signals relative to the companion return signal and visa versa. For the present experiments, the two laser wavelengths were 278.6 nm and 279.6 nm. A dependence of the measured N2/O2 ratio on laser excitation wavelength can be clearly observed in the data shown in Figure 4. Each point represents an integration of 6.5 minutes/point. Variation during a given excitation wavelength is attributed to fluctuations in the release plume’s tail downstream due to variations in the wind direction. Since the volume of space interrogated during the course of this experiment remained constant, the potential existed for the wind to redirect the stack exhaust away from the analyzed volume. When this occurred, the measured N2/O2 ratio returned to the expected “no-release” value. This is clearly evident during the 279.6 nm excitation segment.

Finally, it should be noted, that the number of laser excitation wavelengths required for the classical DIAL approach is two times the number of chemical species under investigation. For the Raman-DIAL, it is simply equal to the number of chemical species. For example, in the case of two chemical species, classical DIAL would require a minimum of four excitation wavelengths, since a pair of laser lines are necessary for a single DIAL measurement, whereas the Raman-DIAL would require a minimum only two excitation wavelengths.
4 Conclusions and Prognosis:

The Raman-DIAL technique exploits the Raman scattering off atmospheric nitrogen and oxygen, as a method of conducting a DIAL-like measurement. The strengths of this technique are its independence of return signal strength from aerosol loading, its insensitivity to laser pulse-to-pulse variations, and its use of two completely correlated wavelengths used for a DIAL-like absorption measurement. The basic premise of this technique is the constancy of the nitrogen-to-oxygen ratio. All of these advantages result in a simplification in the data reduction process while retaining the hallmark of DIAL: high sensitivity. This technique can be used to probe UV, VIS and near-IR absorptions through the use of tunable laser systems.
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1 Introduction

In a German–Russian co-operation between the Institute for Tropospheric Research (IfT) at Leipzig and the Institute of Atmospheric Optics (IAO) at Tomsk a temperature measurement unit has been added to the IfT Raman lidar. This lidar is mainly used to study aerosol properties in the troposphere and stratosphere. It is part of the German aerosol lidar network (Mattis et al., 1998; Bösenberg et al., 1998). The light source of the Raman lidar is a Nd:YAG laser which emits pulses at 1064, 532, and 355 nm simultaneously. The three elastically backscattered signals — at 532 nm with polarization discrimination —, the vibrational–rotational Raman signals of nitrogen at 387 and 607 nm and of water vapor at 407 nm are detected. From these, particle backscatter coefficients at three wavelengths, particle extinction coefficients at two wavelengths, the water–vapor mixing ratio and the linear depolarization ratio at 532 nm are determined (Mattis et al., 1998). For the temperature measurements Stokes and anti–Stokes lines of the pure rotational Raman spectrum of nitrogen at 532 nm are used. Whereas the elastic and the vibrational–rotational Raman signals are discriminated with dichroic beamsplitters and interference filters, the rotational Raman spectrum is analyzed with a double-grating monochromator that has been developed at the IAO. The idea is based on former applications of the technique first described by Arshinov et al., 1983.

2 Experimental setup

Figure 1 shows a schematic view of the double-grating monochromator. The specifications of its components are given in Table 1. After passing the filter polychromator (Mattis et al., 1998, Fig. 2) about 90% of the light received at 532 nm is coupled into the double-grating monochromator with a monofiber. The monochromator consists of two separate chambers, in each of them one grating is mounted. The chambers are connected by monofibers the ends of which are mounted in solid monofiber blocks that are located in the focal planes of the gratings (see Fig. 1). Fig. 2 shows a cross section of the two monofiber blocks. With the first grating four portions of the rotational Raman spectrum corresponding to the 6th (near end, \( \lambda_1 \) and \( \lambda_2 \)) and 12th lines (far end, \( \lambda_3 \) and \( \lambda_4 \)) of both the Stokes
Table 1: Specifications of the monochromator components.

<table>
<thead>
<tr>
<th>Component</th>
<th>Specification</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gratings (ruled)</td>
<td></td>
</tr>
<tr>
<td>Grooves/mm</td>
<td>600</td>
</tr>
<tr>
<td>Diffraction order</td>
<td>5</td>
</tr>
<tr>
<td>Blaze angle, degs</td>
<td>53</td>
</tr>
<tr>
<td>Efficiency at 532 nm</td>
<td>0.4</td>
</tr>
<tr>
<td>Ruled area, mm²</td>
<td>60 × 120</td>
</tr>
<tr>
<td>Lenses (quartz, aspherical)</td>
<td></td>
</tr>
<tr>
<td>Focal length, mm</td>
<td>195</td>
</tr>
<tr>
<td>Diameter, mm</td>
<td>60</td>
</tr>
<tr>
<td>Reciprocal linear dispersion</td>
<td>1.05 nm/mm</td>
</tr>
</tbody>
</table>

and the anti-Stokes branches of N₂ are focused onto four monofiber ends (see upper part of Fig. 2, shaded circles). The opposite ends of the monofibers are geometrically arranged in the focal plane of the second grating (see lower part of Fig. 2, open circles) such that after passing the grating the light of the two near-end and the two far-end lines are focussed onto one monofiber each (see lower part of Fig. 2, shaded circles). In this way, an optical summation of the Stokes and anti-Stokes parts of the spectrum with nearly the same temperature behavior is performed, so that the signal intensity is almost doubled compared to conventional setups which use one side of the spectrum only.

At the same time, the background light due to the strong Rayleigh-Mie return that remains at the wavelengths \( \lambda_i \) after passing the first grating — indicated in Fig. 2 by \( \lambda_0 \) — is further suppressed (see lower part of Fig. 2, dashed circles). The overall suppression of the double-grating monochromator has been determined to be at least \( 10^6 \). From the monochromator two monofibers conduct the selected Raman signals to the photomultipliers (see Fig. 1).

3 Measurement example and calibration

Installation and performance tests of the temperature measurement unit were done in a common effort of the two lidar groups from Tomsk and Leipzig at the IFF in November and December 1997. Fig. 3 shows a temperature measurement taken on 17 December 1997 between 2100 and 2300 UTC. To get the lidar temperature profile one has to calibrate the measured ratio of the near- (6th lines) and far-end (12th lines) rotational Raman signals \( P_6 \) and \( P_{12} \), respectively. From the temperature dependence of the rotational Raman spectrum one obtains a nonlinear calibration function of the form (Nedeljkovic et al., 1993):

\[
T = \frac{A}{\ln(P_6/P_{12}) - B}.
\]

Figure 2: Cross section of the monofiber blocks located in the focal planes of the gratings.

The calibration constants can be determined either theoretically or experimentally by the use of the temperature profile measured with a radiosonde. In the present case, we used the profile provided by a radiosonde launched at the lidar site at 1955 UTC and obtained \( A = -392.7 \) and \( B = 0.603 \). In Fig. 3 the lidar profiles without smoothing (60 m vertical resolution, thin solid line) and with smoothing (vertical resolution 240 m below and 2400 m above 1800 m height, thick solid line) are compared to the radiosonde profile (dashed line). By smoothing, the statistical mea-
4 Summary and Outlook

We presented first measurements of tropospheric temperature profiles taken with the Raman lidar of the Institute for Tropospheric Research in Leipzig and a double-grating monochromator provided by the Institute of Atmospheric Optics in Tomsk. By several improvements of the system, such as an increased laser power (the system had to be run with only 25% output energy because of problems with the beam-expanding optics) and an anti-reflection coating of the fiber ends, we expect to increase the intensity of the measured rotational Raman signals by factor of 10 in the future. That will enable us to get temperature profiles with 1-h time and adequate spatial resolution up to the stratosphere at nighttime and up to about 6 km at daytime. The measurements will be especially used to study the development of temperature inversions in relation with the observations of aerosol properties in the lower troposphere.

Acknowledgment

We wish to thank the Deutsche Akademische Austauschdienst for supporting this German–Russian project.

References


Initial Development of a Fiber-Based LIDAR System
for Atmospheric Water Vapor Measurements

Liesl M. Little, Peter D. Dragic, S. David Roh, James J. Coleman, and George C. Papen
Department of Electrical and Computer Engineering, University of Illinois at Urbana-Champaign
Third Floor North, CSRL; 1308 West Main Street; Urbana, IL 61801-2307
Phone: (217) 333-4152, FAX: (217) 333-4303, E-mail: l-little@uiuc.edu

Introduction
Most current water vapor lidar systems use solid-state, dye, or excimer lasers and amplifiers [1, 2, 3]. These systems have excellent vertical and temporal resolution, but they tend to be expensive, bulky, and challenging to operate. For applications that require a large number of small lidar systems, such as ground-based meteorological stations [4], the system costs must be decreased and system operation must be simplified. Single diode systems, employing pseudo-noise coding to provide range resolution, have been reported [5, 6] to address this issue, but are peak power limited due to lack of an internal energy storage mechanism.

Here we report on a system using a semiconductor laser master oscillator and one or more fiber amplifier stages that provides moderate energy storage that substantially increases the peak power relative to systems based solely on semiconductor devices. These systems can be significantly less expensive and more efficient operate than large research systems while still producing peak powers an order of magnitude or more greater than existing diode-based systems. In addition, semiconductor lasers and fiber amplifiers can be completely fiber coupled to eliminate cavity absorption losses and external bulk optics. Thus once these systems are spliced together, there is no realignment required making it attractive for autonomous systems.

System Description
We focus on the system transmitter. Other components of the system are similar to existing small lidars [6]. The transmitter consists of a laser diode master oscillator, an acousto-optic modulator, an isolator, and one or more stages of fiber amplification. The semiconductor diode laser used as the master oscillator has been described elsewhere [7]. This laser is a ridge-waveguide, distributed-Bragg-reflector (DBR) laser with excellent spectral characteristics. Reported linewidths for lasers of this type have been in the range of tens of kilohertz [8], and the side-mode suppression is greater than 30 dB [7].

The lasers have two separate current paths, one through the gain region to provide gain and one through the DBR region to provide tuning. This additional current path adds a degree of freedom in tuning. Coarse tuning is achieved using the DBR while fine current tuning is done with the gain section. This combination can access any wavelength within the overall tuning range of the device without changing the substrate temperature, despite the occurrence of mode hops. Once the approximate wavelength has been reached, it is possible to tune on and off an absorption line or to scan through an absorption line using only DBR tuning.

The fiber amplifier stages are based on a three-level transition in neodymium that fluoresces around 935 nm [9]. This transition overlaps a strong water vapor absorption band. Although the fiber amplifier is not quite as efficient as the semiconductor amplifiers, Nd has a long upper state lifetime in silica fiber (~400 µs), which provides energy storage and enables higher peak powers than semiconductor devices used alone.

Initial Experimental Results
The system used for initial testing consisted of a single DBR laser and a single-stage neodymium-doped fiber amplifier. The fiber amplifier was pumped using a standard Fabry-Perot diode laser operating at 808 nm. The pump light and signal light were coupled into the amplifier using a wavelength-division-multiplexer.

The wavelength tuning of the DBR laser as a function of the current on the DBR is shown in Figure 1. The wavelength variation follows roughly an I^2 dependence, implying that the DBR tuning is accomplished through thermal expansion of the DBR.
The fiber used for the amplifier had a numerical aperture of 0.19, and a core diameter of 5 μm. Other measured parameters for the fiber are listed in Table 1.

<table>
<thead>
<tr>
<th>Measured fiber parameters</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\sigma_p) (cm^2)</td>
<td>4.2 x 10^{-21}</td>
</tr>
<tr>
<td>(\sigma_s) (cm^2)</td>
<td>1.2 x 10^{-22}</td>
</tr>
<tr>
<td>(\sigma_{em}) (cm^2)</td>
<td>1.8 x 10^{-21}</td>
</tr>
<tr>
<td>Branching ratio 'I_{2S})</td>
<td>0.474</td>
</tr>
<tr>
<td>Branching ratio 'I_{1/2})</td>
<td>0.428</td>
</tr>
<tr>
<td>Lifetime (μs)</td>
<td>372</td>
</tr>
</tbody>
</table>

+ Emission cross-sections were determined by fitting rate-equation-modeled amplification to measured amplification.
* Branching ratios are listed only for the two strongest transitions.

High peak power may be achieved by adding additional stages of amplification.

The linewidth of the signal after fiber amplification was tested by scanning a water vapor absorption line. The water vapor was contained in a multipass White cell. The solid line in the figure (which shows a slight amount of noise) is the measured absorption. The dotted line (which appears smooth because of the overlap with the measured data) is a line fit to the data. The absorption linewidth calculated from the measured data was 0.0946 cm⁻¹, which was within 1% of the HITRAN value (0.0937 cm⁻¹). This implies that the amplified signal spectral content is significantly less than the water absorption linewidth at ground level, which is a key system requirement of DIAL water vapor systems.

Figure 2 Gain as a function of average input power.

The ability of the neodymium-doped silica fiber to store energy and thus produce high pulse amplification was measured by plotting the small-signal gain as a function of average input power for a continuous input and for a series of pulses with a repetition frequency of 2.5 kHz. The results are shown on Figure 2. It can be seen that the gain depends only on average power not the peak power, which implies that energy is being stored and that high gain of pulses is possible. This is the first report of pulsed amplification for this transition in a Nd-doped silica fiber. For an input signal with a peak power of 2 mW, a pulse width of 1 μs, and a repetition rate of 2.5 kHz, the measured gain is ~15 dB for a single stage. With two stages the gain can be as high as 20 dB for a 1 μs pulse input with peak power of 1 mW and repetition frequency of 2.5 kHz. The second stage adds only 5 dB of gain because at higher powers the amplifier saturates and becomes more efficient.

System Simulation
Based on our experimental results, a prototype water vapor system has been modeled to determine expected power returns and errors for water vapor density measurements in the boundary layer. The system parameters are listed in Table 2 and are based on initial results of a two stage amplifier system producing 100 mW of peak power. The expected error as a function of height is shown in Figure 4. The resulting error for a 30 minute integration was 10% at 2.7 km, assuming a photon-noise-dominated system with no background.

Table 2 Modeled water vapor system parameters

| Peak pulse power | 100 mW |

Figure 3 Measured water vapor absorption and Lorentzian linefit.
Pulse width 1 $\mu$s
Repetition frequency 20 kHz
Absorbing wavelength 936.989 nm
Non-absorbing wavelength 936.518 nm
Telescope area 0.0507 m$^2$
Range bin 150 m

<table>
<thead>
<tr>
<th>Altitude (km)</th>
<th>Error (%)</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>1</td>
<td>5</td>
</tr>
<tr>
<td>2</td>
<td>10</td>
</tr>
<tr>
<td>3</td>
<td>15</td>
</tr>
<tr>
<td>4</td>
<td>20</td>
</tr>
</tbody>
</table>

**Figure 4** Expected error for a semiconductor master oscillator/fiber amplifier water vapor system with the parameters given in Table 2.

**Conclusion**

Distributed Bragg reflector lasers coupled with neodymium-doped pure silica fiber amplifiers have many desirable characteristics for compact water vapor lidar systems. We have presented the first demonstration of pulsed amplification in the three-level transition of neodymium-doped fiber and the first water vapor absorption line scan using a semiconductor DBR laser as master oscillator and neodymium-doped fiber amplifier. The absorption scan confirms the narrow linewidth of the amplified signal, and verifies the feasibility of using this system to measure water vapor in the atmosphere. Initial modeling of a lidar system based on this MOPA predicts a measurement error of 10% at 2.7 km, with significantly lower errors achievable by adding additional amplification stages. This novel combination of scalable power, efficient operation and a fairly simple system design may provide a technology path for a variety of applications such as meteorological stations and autonomous systems.
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1 Introduction

A ground-based lidar system capable to perform simultaneous measurements of atmospheric water vapour and aerosols in the nocturnal boundary layer has been developed in Potenza, Southern Italy (40°36'N-15°44'E, 820 m a.s.l.), in the context of a co-operation between Istituto Nazionale per la Fisica della Materia, Università della Basilicata and Istituto di Metodologie Avanzate di Analisi Ambientale (National Council for Research).

An intensive measurement campaign was performed in Potenza in the period 20 January-20 February 1997 aimed at the study of aerosol and water vapour in the nocturnal boundary layer for different meteorological regimes. Water vapour measurements are performed through the simultaneous application of the Raman and DIAL techniques, while aerosol backscattering profiles are obtained from lidar elastic echoes at 355 and 723.37 nm.

2 Experimental Set-up

The Potenza lidar system (Pappalardo et al., 1997) has been developed around a Nd:YAG laser source operating on both second and third harmonics (532 and 355 nm). The 355 nm laser beam, used to stimulate Raman scattering by water vapour and nitrogen molecules ($\lambda = 407.5$ and 386.6 nm, respectively), allows to perform humidity lidar measurements through the application of the Raman technique; the 532 nm beam is used to pump a Dye laser tuneable within a spectral region of major absorption for water vapour (690-730 nm) and capable to transmit two laser beams at two different wavelengths ($\lambda_{on}$ and $\lambda_{off}$), the first one falling within a water vapour absorption line and the second one falling on the line shoulder. An intracavity rotating wedge allows the Dye laser to shift from $\lambda_{on}$ to $\lambda_{off}$ with a repetition rate up to 20 Hz. In such a way $\lambda_{on}$ and $\lambda_{off}$, together with 355 nm, are alternatively sent into the atmosphere through the same optical path. The selected absorption line ($\lambda_{on}$) is located at 723.29 nm, while the corresponding off-line ($\lambda_{off}$) is at 723.37 nm.

The receiver consists of a vertically pointing cassegrainian telescope (0.5 m diameter primary mirror, 5 m combined focal length). Spectral selection is performed by means of monochromators placed in the telescope focal plane. The selected radiation is detected by means of cooled photomultipliers, whose output signals are amplified and sampled by means of both photon counting and analog-to-digital conversion. Measurements at $\lambda_{on}$ and $\lambda_{off}$ are characterized by a vertical resolution of 3 m, corresponding to a time resolution of 20 ns, while measurements at 355, 386.6 and 407.5 nm are characterized by a vertical resolution of 300 m.

Water vapour DIAL measurements have been supported by a photoacoustic spectroscopy experiment in order to check laser tuning on the selected absorption line. The absorption line was carefully selected to minimize DIAL measurement uncertainties. In particular $\lambda_{on}$ was selected in order to minimize interferences by molecular species different from the investigated one, to minimize the temperature variability for the water vapour absorption line strength and to meet the requirements in terms of optimal optical depth for the selected line (Ambrico et al. 1997).

3 Results and Discussion

Figure 1 illustrates a lidar measurement of the water vapour vertical profile as obtained through the simultaneous application of the Raman and DIAL techniques. The measurement, expressed in terms of water vapour mass density (g/cm$^3$), was carried out on January 30, 1997 (19:00-20:30 GMT). The Raman measurement is represented by the solid circles in the figure, while the open squares
correspond to the DIAL measurement. The vertical resolution of Raman data is 300 m; DIAL measurements have been acquired with a vertical resolution of 3 m, but the data have been vertically smoothed in order to reduce signal statistical fluctuations and to fit Raman data resolution.

The figure also shows (open circles) the humidity profile corresponding to the radiosonde launch performed on January 30, 1997 simultaneously to the lidar measurements (19:35 GMT).

All three independent measurements are reported with their error bars, the DIAL technique resulting to be affected by a larger uncertainty.

The reported measurement was carried out in clear sky conditions few hours after sunset. A humidity layer extends throughout the boundary layer up to approximately 750 m a.s.l. Raman and DIAL measurements appear to be in good agreement up to 1700 m, with Raman data always falling within the error bars of corresponding DIAL data, while the accordance between radiosonde and lidar data is good above 500 m a.s.l.

Raman and DIAL humidity measurements performed in the nocturnal boundary layer (NBL) on several nights have been compared with simultaneous radiosonde data obtained from both free and captive balloons. The agreement between Raman, DIAL and radiosonde data is good (within 30 % up to approximately 2 km above station level) for all considered cases.

Aerosol data are expressed in terms of the aerosol backscattering coefficient at 723.37 and 355 nm, \( \beta_{A,723}(z) \) and \( \beta_{A,355}(z) \). Lidar measurements of \( \beta_{A,723}(z) \) have been compared with simultaneous radiosonde data expressed in terms of potential temperature and relative humidity.

Figure 1. Simultaneous Raman (solid circles) and DIAL (open squares) measurements of the water vapour vertical profile in Potenza on January 30, 1997, 19:00-20:30 GMT; also reported is the simultaneous radiosonde profile (19:35 GMT).

The reported measurement was carried out in clear sky conditions few hours after sunset. A humidity layer extends throughout the boundary layer up to approximately 750 m a.s.l. Raman and DIAL measurements appear to be in good agreement up to 1700 m, with Raman data always falling within the error bars of corresponding DIAL data, while the accordance between radiosonde and lidar data is good above 500 m a.s.l.

Figure 2 illustrates the vertical profile of \( \beta_{A,723}(z) \) for January 30, 1997 (19:00-20:30 GMT), together with the profiles of potential temperature and relative humidity as obtained from the simultaneous radiosonde launch (19:35 GMT). The vertical profile of \( \beta_{A,723}(z) \) evidences the presence of two distinct aerosol stratifications accompanied by a similar stratified structure in both the potential temperature.
and the relative humidity profiles. The transition between the lower and the upper aerosol layers around 400 m is associated with a maximum in potential temperature and a minimum in relative humidity.

Figure 3. Simultaneous measurements of $\beta_{A,723}(z)$ (open circle) and $\beta_{A,355}(z)$ (solid circle) for 30 January 1997, together with the corresponding profile of the ratio $\beta_{A,723}(z)/\beta_{A,355}(z)$ (open square).

The comparison between profiles of $\beta_{A,723}(z)$ and simultaneous radiosonde data of potential temperature and relative humidity has been extended to 9 selected nights of measurements during the campaign period, covering a variety of boundary layer conditions. For all reported cases the NBL aerosol layer top appears to be located in coincidence with an increase of the potential temperature above a region of almost constant values for this parameter (residual layer); furthermore in most cases the NBL aerosol layer top results to be associated with a minimum in the relative humidity profile.

Aerosol average size characteristics have been determined from simultaneous measurements of $\beta_{A,723}(z)$ and $\beta_{A,355}(z)$. The method is based on the comparison between experimental and theoretical values of the ratio $\beta_{A,723}/\beta_{A,355}(z)$.

Figure 3 illustrates measurements of $\beta_{A,723}(z)$ and $\beta_{A,355}(z)$ for 30 January 1997, together with the profile of the ratio $\beta_{A,723}(z)/\beta_{A,355}(z)$. Theoretical values for $\beta_{A,723}(z)/\beta_{A,355}(z)$ are obtained through the application of the Mie scattering theory, assuming a trimodal lognormal aerosol size distribution (Jaenicke, 1988) and considering a variable accumulation mode mean radius (figure 4).

Figure 4. Theoretical values of the ratio $\beta_{A,723}(z)/\beta_{A,355}(z)$ as a function of the mean radius for the accumulation mode.

Measured values of $\beta_{A,723}/\beta_{A,355}(z)$ for 30 January 1997 range from approximately 0.05, at the NBL aerosol layer top, to 0.22 at an altitude of 200 m above station level. As evidenced by figure 4, values of $\beta_{A,723}(z)/\beta_{A,355}(z)$ decreasing with height are representative of aerosol dimensions decreasing with height, with the accumulation mode ranging from about 0.6 μm to about 0.1 μm. The study of the aerosol average size characteristics has been extended to the 9 selected nights of measurements.
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Abstract

Observations of a wintertime land-breeze along the shoreline of Lake Michigan are presented. Sequences of RHI, PPI, and three-dimensional scans with the University of Wisconsin Volume Imaging Lidar provide a detailed description of the flow of cold dense air out over the water in the face of an on-shore synoptic flow. Animations of the lidar data showing the surface outflow, the elevated return flow, gravity waves on the return flow boundary, the fluctuating frontal boundary and the eventual collapse of the front will be presented.

Synoptic Conditions

A large high-pressure system centered northeast of Lake Huron moved slowly eastward during the observation period. The resulting pressure gradient supported a weak southeasterly (on shore) synoptic flow. Figure 1 shows the wind speed and direction measured at the Coast Guard station.

Synoptic Conditions

The University of Wisconsin Volume Imaging Lidar (VIL) is designed to provide high spatial and temporal resolution images of atmospheric structure. It employs a Nd:YAG laser operating at a repetition rate of 100 Hz, 0.5-m diameter scanning optics, and a fast data acquisition system to generate two- and three-dimensional images. In typical operation the system records data to a range of 18 km with a range resolution of 15 m. The data system records profiles without averaging. Approximately 1 G-byte of data is recorded per hour of operation.

The VIL was operated as part of the Lake Induced Convection Experiment (Lake-ICE) at a site on the western shore of Lake Michigan from December 5, 1997 to January 19, 1998. Our lidar observations were designed to provide data on convective structures which develop over the lake when cold winter air flows over the unfrozen lake. The strong surface heat flux caused by the air-water temperature difference and the uniform lake surface provide a natural 'laboratory' setting which can be used to test computer models of convection in the atmospheric boundary layer. This paper presents lidar observations of a land-breeze circulation observed between 12:43 UT and 17:12 UT on December 21, 1997. A more complete description of VIL operations during the Lake-ICE experiment is contained in a paper by Mayor et al. (these proceedings).

Background

The University of Wisconsin Volume Imaging Lidar (VIL) is designed to provide high spatial and temporal resolution images of atmospheric structure. It employs a Nd:YAG laser operating at a repetition rate of 100 Hz, 0.5-m diameter scanning optics, and a fast data acquisition system to generate two- and three-dimensional images. In typical operation the system records data to a range of 18 km with a range resolution of 15 m. The data system records profiles without averaging. Approximately 1 G-byte of data is recorded per hour of operation.

The VIL was operated as part of the Lake Induced Convection Experiment (Lake-ICE) at a site on the western shore of Lake Michigan from December 5, 1997 to January 19, 1998. Our lidar observations were designed to provide data on convective structures which develop over the lake when cold winter air flows over the unfrozen lake. The strong surface heat flux caused by the air-water temperature difference and the uniform lake surface provide a natural 'laboratory' setting which can be used to test computer models of convection in the atmospheric boundary layer. This paper presents lidar observations of a land-breeze circulation observed between 12:43 UT and 17:12 UT on December 21, 1997. A more complete description of VIL operations during the Lake-ICE experiment is contained in a paper by Mayor et al. (these proceedings).

Figure 1. Wind speed and direction measured at the Sheboygan Coast Guard station between 9:00 and 18:30 UTC. The Coast Guard station is located 3/4-km North of the lidar site. Notice that the land-breeze front breaks down at 17:00 UTC under the influence of a weakening land-water temperature differential.

Except for a short period around 15:00 UTC, the offshore flow of the land-breeze is evident from 9:00
to 17:00 UTC. After 17:00 the onshore flow overwhelms the land-breeze flow.

The morning low temperature at the Sheboygan airport (~ 10 km inland from the lidar) was −6°C and it occurred at 14:00 UTC. The airport temperature rose slowly to −1°C by 17:00 UTC. The morning low temperature at the Sheboygan Coast Guard station (3/4 km north of the lidar on the shore line) was −3.4°C at 11 UTC and the temperature rose to 1.6°C at 18 UTC. NOAA-satellite derived temperatures for the water offshore from the lidar were between 4°C and 5°C.

Lidar Observations

Between 12:43 and 13:11 UTC the lidar scanned a three-dimensional volume between azimuth angles of 85° and 135° and elevation angles between 0° and 15°. This scan showed the presence of enhanced scattering close to the lidar and prompted a change in the scan pattern to better image structures near the shore. The new scan began at 13:12 UTC and ended at 15:21 UTC. Each volume scan provided 101 separate RHI scans (0−15° elevation) in the azimuth range between 126° and 176°. The volume scan was repeated at intervals of 187 seconds. Figure 2 shows a sample image derived from one of these scans. This image includes one RHI scan along with two constant-altitude cross section created from the same volume scan. Due to the small format available in these proceedings, the horizontal cross sections are enlarged to show only a small portion of the 12-km north-south extent of the lidar images.

The 10-m constant altitude scan shows the cold aerosol laden offshore flow in the land-breeze as an aerosol laden region which is roughly parallel to the shoreline of the lake. When a sequence of the 10-m altitude cross sections are animated, motions of the aerosol structures inside the lake-breeze front show a easterly outflow velocity of approximately 2 m/sec. With careful enhancement of this cross section we can also see aerosol inhomogeneities beyond the front. Animation shows an inflow velocity of 5 to 6 m/s from 130−140° on the lake-side of the front. This is roughly consistent with winds observed at the Coast Guard station after the front collapsed at 17:00 UTC (Fig. 1).

Figure 2. The land-breeze front observed at 14:04 UTC on December 21, 1997. The top panel shows a RHI cross section extending from the surface to an altitude of 300 m and a maximum horizontal range of 3500 m. The RHI is oriented at a compass heading of 134 degrees. The bottom panels show horizontal cross sections over a 6-by-6 km square area at altitudes of 10 m (left) and 110 m (right). North is at the top of the horizontal cross sections and the shoreline runs roughly along the left edge of the images.

The RHI image shows that the front decreases in depth with distance from the shore. It also shows the thin bright land-breeze outflow layer within ~ 20 m of the surface; this is the cold layer of air sliding out over the water against the synoptic flow. Animation of the RHI cross section shows that the land-breeze outflow is confined to a thin layer near the surface. This air appears to flow along the surface to the front where it rises in a strong convergence zone and is then swept back inland in the layer above the outflow. This return flow appears to undergo strong mixing with the marine boundary layer as it is forced up over the land-breeze front. This mixing is evident in the decreased brightness of the upper part of the front near the shore. This decrease of brightness can also be seen in the 110-m cross section which is brightest at the outer edge for the front where air from the surface outflow is being lofted in the convergence zone. Animations show the presence of gravity-wave crests running parallel to the shoreline in the upper part of the front. Point-target-echos also indicate the presence of sea gulls soaring in the air lifted over the front.

Between 15:24 and 16:46 UTC the lidar was scanned back-and-forth to produce PPI scans at an elevation of 0.06° between an azimuth of 85° and 176°. These were acquired with an angular sep-
aration between profiles of 0.08° providing a scan time of 12 seconds. Animations of these scans show the position of the land breeze fluctuating in a series of surges and regressions. The outflow wind is made clearly evident by the motion of aerosol inhomogeneities. The signal strength was sufficient to provide usable images of the front out to a range of approximately 12 km south of the lidar. Visual observations during this period showed the lake to be calm without capillary waves near the shore. Offshore, at a distance which appeared consistent with the lidar imaged front, the water surface turned dark and disturbed by the onshore flow.

Between 16:51 and 17:12 UTC the lidar was programmed to repeatedly repeat an RHI scan between elevations of 0 and 15° with the azimuth held at 165°. The azimuth was selected from visual observations of the cloud motion; the lidar azimuth was set opposite to the wind direction in a newly formed stratocumulus cloud layer. This animation provides vivid images of the return flow even though the images are made more complex by the presence of extremely light snow showers which had begun to fall from an advancing stratocumulus cloud layer. This sequence documents the collapse of the land-breeze front. During the sequence, the frontal surface continuously retreats until it passes over the lidar's shoreline location. Small capillary waves began to build on the water near the shoreline as the front approached. After the frontal passage at 17:00 UTC the water became disturbed. Shortly afterward waves of approximately 30-cm height formed all along the previously calm shoreline.

This presentation will include animations of the lidar observed structure. We also hope to present lidar derived wind profiles in the frontal zone.

Acknowledgments

This research was supported under NSF Grant ATM-9707165 and Army Research Office Grant DAAH04-94-G-0195. Assistance in data acquisition and analysis was provided by P. Ponsardin, J. Hedrick and G. Tubal.
Contribution of Stratospheric and Mesospheric Lidar Measurements to Climate Issues
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1. Introduction

The actual and future climate result to some complex feedback that occur not only in the superficial atmospheric envelop but also in from its interaction with many other ecosystems such as ocean, biosphere and the upper atmosphere. Thermal effects which are primarily caused by radiative effects require that the radiation field be defined all along the atmosphere. Changes in radiation absorption induced by abundance modification of a chemical species at a given level may induced some effects which can exist far from the direct perturbation in order to maintain the global balance. On the basis of radiative transfer calculations, numerical simulations (Roble and Dickinson, 1989) reveal that the amplitude of the cooling of the middle atmosphere, induced by greenhouse gases increase, should be considerably greater than warming at the surface and in the troposphere. Some other climatic forcing such as those induced for example by the ozone depletion, the solar radiation change or the injection of volcanic aerosols occur directly in the stratosphere and may in turn influence ground climate.

2. Trend detection

Stratospheric lidar methods (Temperature, aerosols, ozone, wind) can provide absolute measurements free of any drift (Hauchecorne and Chanin, 1980; Pelon et al., 1986, Chanin et al., 1989; Keckhut et al., 1994; Souprayen et al., 1998). These methods are self-calibrated and then are not supposed to be sensible to instrumental changes such as rocket (Johnson and Gelman, 1985; Keckhut et al., 1998) balloon (Gaffen, 1994) and satellites (Gelman et al., 1986). These methods appear as well adapted for monitoring the middle atmosphere on a long-term basis. Some of the well improved lidar techniques (Rayleigh lidar, aerosol lidar, ozone DIAL lidar) have been proposed for the Network of Detection of Stratospheric Changes established in 1991 (Kurylo and Solomon, 1990). The Observatory of Haute Provence provide the longest data series of temperature and ozone and can exhibits preliminary trends results. Ozone trends (Guirlet et al., 1998) are in good agreement with other techniques in the upper stratosphere showing changes of 8-10%/decade at 35 km. While temperature trends are small (and even positive in winter) and not yet significant in the upper stratosphere, they are larger than expected from radiative models (Miller et al., 1995) in the mesosphere by a factor of 3-4 (Keckhut et al., 1995) probably due to some feedback effects induced by dynamic processes (Rind et al., 1990). In the Lower stratosphere, where large changes are reported, lidar measurements are more difficult to perform due to the presence of stratospheric aerosols. Raman techniques (Keckhut et al., 1989; McGee et al,
1993; Nedeljkovic et al., 1993) appears as very promising techniques for both ozone and temperature measurements, despite temperature measurements are not yet fully satisfactory for a long-term monitoring (Hauchecorne et al., 1992).

3. Waves studies

Lidar observations of stratospheric and mesospheric temperature has allowed to study waves activity with a height resolution not available from satellite data and with a quasi daily temporal coverage better than the one provided in rocket data base. Also, a temporal resolution, as small as several tens of minutes, not yet obtained with another technique in the same height range, can be achieved with lidars. The main features observed during the winter at mid-latitude are the anticorrelation of the mesospheric and upper stratospheric temperature perturbations and the succession at constant level of warmings and coolings reaching the largest amplitude in January (Hauchecorne and Chanin, 1982; 1983). Spectral analysis of the observed perturbations has shown the presence of specific periods. The 12 to 18 waves with a phase constant with height are attributed to the free Rossby waves. While longer periods from 25 to 40 days are associated with the succession of minor warmings. Planetary waves activity need to be better characterised because they modulate the mean temperature of the polar regions (and thus polar ozone decrease through the formation of PSC's), and to the intensity and permeability of the vortex (and thus to the horizontal transport from poles to the equatorial regions). Also planetary waves are suspected to play a main role in the generation of some climatic features such as the equatorial Quasi Biennial Oscillation that is not yet reproduced into climatic models.

The energy of the gravity waves is generally observed to propagate upward in the middle atmosphere suggesting that these waves are generated essentially in the troposphere and lower stratosphere due to orography, ageostrophy, wind shear or convection. Gravity waves amplitude grow with altitude as density is decreasing exponentially leading to instabilities in the mesosphere. The induced momentum deposition can explained the mesospheric features of the stratospheric jet and the positive temperature gradient between summer and winter hemisphere and probably the mesospheric inversion frequently observed at mid-latitude. Also, the atmosphere acts as a selective filter allowing or not vertical propagation of the different waves modes. Thus, it appears that gravity waves which are poorly parametrised in numerical climate models, can link the entire middle atmosphere through their propagation and act as a climate feedback in the mesosphere. Lidar is a well adapted technique for studying gravity waves, which has already provided numerous results through case studies (Wilson et al., 1991a) and local climatology (Wilson et al., 1991b) and which can help to develop realistic parametrisations.

Figure 2. Potential Vorticity (PV) map at 475K level deduced from meteorological field (Top) and from advection simulation.
4. A new issue

The depletion of ozone in the lower stratosphere observed at mid-latitude could be due partly to horizontal transport of poor-ozone air from polar vortex to mid-latitude. Planetary waves breaking induce some air ejection from the vortex through filaments. Polar vorticity contours deduced from meteorological field can not reproduce those very narrow structures due to the size of the grid of the measurements provided by existing networks (Figure 2). These structures are expected to have continental extension and narrow sections of few tens of kilometres. Preliminary observations have revealed that such structures are real in ozone profiles and are not explained by vertical wave advection (Gibson-Wilde et al., 1997). A preliminary prevision of such structures can be obtained in advecting a tracer from meteorological fields. However, the correspondence between simulations and observations is not perfect and suffers to uncertainties about the mixing of the air filament with the background air and about the advection itself. The irreversibility of the transport and thus the possible decrease of ozone at mid-latitude induced by transport depend of this knowledge. Lidars can offer a good opportunity to observe these structures with airborne or ground instruments and can contribute to improve contour advection codes. High resolution vertical profiles of ozone can provide the quantification of the vertical size of these structures while the horizontal sections can be deduced by the continuous observations from the ground with high temporal resolution and collocated mean wind observations. Also the mixing is highly related to gravity waves activity which can be simultaneously observed with temperature and wind lidars. Finally planetary waves and their interactions with the mean flow need to be related to the generation of filament structures to be included into numerical models. Similar transport may exist between equatorial and mid-latitudes.

5. Summary and conclusion

Lidar are not only very exciting instrumental challenges. They had already have a significative contribution into our understanding of the stratosphere and mesosphere. This should continue in the future in providing absolute measurements easily and cheap to operate on a long-term basis, gravity waves characteristics and climatology, a better understanding of the interaction between waves and the mean flow, and understood the contribution of the sub-grid dynamic and transport to the stratospheric and mesospheric changes.
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1. Introduction

Systematic stratospheric DIAL ozone measurements are performed at the Observatoire de Haute-Provence (OHP - 44°N, 6°E) since the end of 1986. In 1994, the lidar system was improved in order to detect the 1st Stokes wavelengths in the Nitrogen vibrational raman spectrum of the emitted laser radiations at 308 nm and 355 nm [1],[2]. The backscattered signals related to these wavelengths are used to reduce the volcanic aerosol inference on the measured ozone number density and to provide measurements in the very low stratosphere. The final ozone measurement corresponds to a composite profile computed from the raman and the rayleigh signals which are detected simultaneously. The measurements range from 10 km to 45 km in average with a height resolution varying from 0.5 km at 10 km to 4.5 km at 45 km and a corresponding total uncertainty ranging from 5% to 15%. The number of measurements obtained at OHP since the implementation of the new system increased from 111 in 1994 to 202 in 1997.

2. Results

This system has participated to the various campaigns organized by the European Commission in order to study the impact of the arctic polar processes on the mid-latitudes ozone trends (EASOE, SESAME). In the frame of THESEO (Third European Stratospheric Experiment on Ozone) which is scheduled for the winter 1998-1999, it is involved in the METRO project whose objective is to study the mechanisms involved in the meridional transport of air from low and high latitudes to mid-latitudes region in the lower stratosphere, in order to understand the role of this transport in the ozone budget. One of the main points of this project is the study of the filamentation processes (or laminae) at the edge of the polar using a network of ground based lidar stations and an airborne ozone lidar. The interpretation of the filamentation events is made with a set of high resolution dynamical models. Since the implementation of the new lidar system at OHP, several events of this kind were detected, as illustrated in figure 1, which shows an ozone profile obtained at OHP on the night of December 4th - 5th 1997.

The ozone-rich laminae is clearly visible around 450 K. The high resolution PV analysis at 435 K on the same night reveals the development of a large tongue of vortex air which stretches over Russia up to the southern France, Ireland and Greenland, as seen on figure 2. The dark area corresponds to high PV values characteristics of vortex air. One of the objectives of the METRO project is to compare the results of the high resolution dynamical models to the actual laminae observations provided by the lidar measurements. Besides, the analysis of the mesoscale fluctuations in the ozone and horizontal wind profiles obtained by the ozone lidar and a wind lidar located on the same site [3], allows to distinguish this type of laminae from the signature of gravity waves [4]. This presentation includes the description of the laminae occurrences as observed on the OHP ozone lidar measurements as well as the evaluation of
their potential impact on ozone trends at OHP. Besides, another type of event observed at this site is the detection of diluted vortex airmasses after the final break-up. Such events were observed in 1996 and 1997. The latter year was characterized by a very long lasting and cold vortex and the diluted airmasses were detected in May 1997 only. Such episodes are described in this presentation and the corresponding ozone loss is evaluated.
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Figure 2. High resolution potential vorticity analysis showing the presence of an ozone-rich lamina around OHP on December 5th 1997 at 0h.
Analysis of Record-Breaking Low Ozone Values During the 1997 Winter Over NDSC-Station Lauder, New Zealand.
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Abstract

During early August 1997, the ozone column density measured over Lauder was unusually low, with a minimum value of 222 Dobson Units (DU) at August 10. These observations are striking since in August, during the Austral winter, the ozone column density should be heading towards its yearly maximum; The August mean ozone column density measured over Lauder between 1987 and 1996 was 348 (±28) DU, the lowest monthly average in these ten years was 255 DU.

Regular altitude profile measurements of ozone, performed at Network for the Detection of Stratospheric Change (NDSC) station Lauder, make it possible to do a detailed, altitude-resolved, study of the low ozone observations. The measurements show ozone poor air in two altitude regions of the stratosphere: A 'high region', extending from the 600 K to the 1050 K isentrope (25 to 34 km), and a 'low region', below about 550 K (22 km).

High-resolution reverse trajectory maps of potential vorticity (PV) and ozone mixing ratio, based on the assumption of passive advection by the large-scale three-dimensional winds, show that in the 'high region' the ozone poor air was part of the polar vortex, which was centred off the pole and extended over Lauder for several days, while in the 'low region' the ozone poor air was mixed in from low latitudes. A rapid recovery of the ozone column density, determined by more than 110 DU within 24 hours, was observed when in the low region an ozone rich filament of the polar vortex moved over Lauder, while in the high region the (ozone poor) high part of the vortex moved away.

Introduction

The 1997 winter has been characterised by low ozone column densities (in comparison to the 10-year average) at mid-latitudes throughout the Southern Hemisphere and a much more irregularly shaped vortex edge than usual. The vortex was also observed to be centred off the pole several times.

Planetary wave activity can lead to peeling off of the vortex edge, redistributing the associated filaments over lower latitudes [Schoeberl et al., 1992]. Similarly, filaments can be peeled off the subtropical barrier. A previous study, for both hemispheres, links subtropical stratospheric mixing to disturbances in the polar vortices during the winter of 1990 [Waugh, 1993]. In this article, an analysis is presented that shows that both vortex and low latitude air were observed over Lauder in August 1997, at different altitudes. Likely, both were associated with the disturbed vortex and the associated increased planetary wave activity.

Over Lauder, three cases in which the ozone column density decreased suddenly and sharply, were observed in August, September and October of 1997. A study of the low ozone column densities that were observed over Lauder throughout the winter and springtime of 1997, and their relation to the ultraviolet levels, will be presented elsewhere [B. J. Connor et al., in preparation].

The amount of exchange between vortex and mid-latitude air is an important issue, because it influences the amount of chemical processing of ozone that takes place [Schoeberl, 1988]. In the literature, only very few cases of vortex filament observations at mid-latitudes have been reported for the Southern Hemisphere [Atkinson et al., 1989, Atkinson and Plumb, 1997].

Ozone Measuring Instruments at Lauder

The RIVM stratospheric lidar [Swart et al., 1994, 1995] has been operational at NDSC (Network for the Detection of Stratospheric Change) station Lauder, New Zealand (45°S, 170°E, time zone UT+12) since December 1994. Its major goal is to provide regular measurements of the stratospheric ozone profile over Lauder. In addition, measurements of the temperature in the middle-atmosphere, and of hydroxyl in the mesosphere [Brinksma et al, 1998] are also retrieved. An overview of the number of nights in which ozone
profile measurements have been performed is presented in Fig. 1. Until January 1998, 282 altitude profiles of ozone were measured. These lidar data have contributed to research comprised in several papers, including a study into the causes of record-breaking low ozone column densities measured over Lauder in the winter of 1997 [Brinksma et al., in preparation], which is presented in some detail below. Note the gaps in the data series in 1995, which were caused by laser problems. All RIVM lidar ozone measurements are available from the NDSC database.

Collocated with the lidar are the following other instruments which provide ozone profile measurements: Electrochemical concentration cell (ECC) balloon sondes, and a microwave radiometer [Parrish et al., 1988, 1992]. The ozone profiling instruments at Lauder have been intercompared during an official NDSC validation campaign in 1995 [I.S. McDermid et al., in preparation], in which collocated measurements by the NASA-GSFC mobile lidar system and two measurements by the satellite instrument SAGEII were also incorporated.

Ozone column density measurements are performed at Lauder by a Dobson spectrometer and an ultraviolet scanning spectrometer (UVM). In addition, we also present ozone column density measurements taken by the Earthprobe TOMS satellite instrument, during overpasses within 0.25° of latitude and 0.30° of longitude from Lauder.

**August '97 Observations.**

An overview of the measured ozone column density over Lauder, compared to the daily average of the ozone column density in the 1978-1996 Lauder climatology, is presented in Fig. 2. Dobson ozone column density values shown are daily averages, UVM values are measured at local noon. Note that the ozone column density registered in August 1997 was over 2 standard deviations below the 1978-1996 daily average. In the day and night following, a rapid recovery was observed, leading to ozone column densities of 268 DU observed by the lidar at 10 PM local time, and 340 DU observed by several instruments during the next day.

![Graph of ozone column density measurements over Lauder](image_url)

**Fig. 2:** Ozone column density measurements over Lauder by UVM (squares), Dobson Instrument (circles) and TOMS (triangles), compared to the average of the ozone column density values (grey line) of the 1978-1996 climatology. The lighter grey lines are at two standard deviations below and above this average. The ×-mark indicates the ozone column density derived from lidar measurement on Aug 10 in the local evening.

The lidar and sonde observations yield both ozone number density as a function of altitude (Fig. 3) and ozone mixing ratio as a function of potential temperature (Fig. 4). Since ozone column density equals the integral of ozone number density with respect to altitude, Fig. 3 illustrates more clearly the effect of changes in the ozone profile on the observed ozone column density. Since ozone mixing ratio is conserved on an isentropic surface, and mid-latitude air is well-mixed along isentropes, Fig. 4 is more suitable for unravelling the physical processes causing the decrease in ozone. The microwave measurements, which are available above 20 km (~480 K) and confirm the lidar observations, have been omitted for clarity.

Using the lidar measurements of ozone, potential temperature (θ) and air density, and assuming that ozone mixing ratios are conserved on θ-surfaces, we predicted the evolution of the ozone number density due to adiabatic processes only, and compared this to the observations. The influence of adiabatic processes on the ozone number density, and thus also on the ozone column density, was only significant between August 10 and 13, when adiabatic descent caused the increase in ozone density observed between 18 and 23 km.

Ozone poor air was observed in two regions. Most of the ozone density decrease was caused by advection of ozone poor air between potential temperatures of 350 to 550 K (~13 - 22 km, the lower boundary is determined by the start altitude of the lidar measurements.)
Fig. 3: Altitude profiles of ozone number density measured over Lauder, New Zealand, between July 31 and August 13, 1997. Thick black lines denote lidar measurements. Thick grey lines denote sonde measurements. On August 5 lidar and sonde measured simultaneously, on August 13 the lidar measurement was performed in the evening, while the sonde was launched the next morning (local time). The July 30 lidar measurement is superposed on all profiles as a reference, to guide the eye (thin line).

Another region in which ozone depletion took place is between the 600 K and 1050 K isentropes (~ 25 to 34 km). Associated with the low ozone mixing ratios in this high region were unusually low temperatures in the middle and high stratosphere, and high mesospheric temperatures.

Analysis

To add to the understanding of the dynamical processes involved, high-resolution maps of the potential vorticity (PV) and ozone mixing ratio were calculated for August 4-10. PV is conserved on timescales of about a week, and thus can be used as a 'dynamical tracer' that indicates the origin of the air. The polar vortex is associated with high absolute values of PV, while low-latitude air will have low absolute PV values. For the PV maps, a reverse trajectory procedure was used [Manney et al, 1998, 1995] run and initialised with UKMO temperature and wind data. Similar maps of the ozone mixing ratio, initialised with ozone fields derived from MLS (Microwave Limb Sounder) and based on the assumption of passive advection by the large-scale three-dimensional winds, were also created.

The high-resolution PV and ozone maps at θ=420 and 500 K (not shown) indicate that patches of higher PV and ozone mixing ratios were replaced by low PV, ozone poor air from between August 6 and 7 until August 10. The ozone poor air was associated with a tongue of air from close to the subtropical barrier moving to mid-latitudes and mixing in. On August 10, abruptly, the ozone mixing ratios and PV in the top part of the low region, between 18 and 24 km (or θ=450 to 600 K) increased. The high-resolution maps at 420 K show clearly that this is due to a filament of ozone rich vortex edge air. The lidar observations on August 10 and 13 (Fig. 3) show that on August 10 the ozone number density between 19 and 24 km has increased significantly due to the filament. Below θ=450 K (or 18 km), the low ozone density due to the subtropical air remains until August 13.

The daily UKMO PV data, which are much coarser than the high-resolution PV maps, do not show the subtropical air moving in very well, but do show an overall decrease in PV at θ=420, 465 and 520 K (Fig. 5, lower panel). Around August 10, the PV increases significantly, likely due to the approaching vortex edge (= high absolute PV) filament which was over Lauder on August 10.

In the high region, the story is more straightforward. Between Aug 5 and 6, the vortex moved over Lauder, first above about θ=660 K, but on August 10 down to θ=600 K. Since the vortex at these potential temperatures is ozone poor, this explains the ozone decrease in the high region. Time series of the daily UKMO PV data (based on interpolations of measured temperature and wind fields) confirm that between August 5 and 10 high PV air is observed over Lauder, correlated to low
ozone mixing ratios (Fig. 5, top panel). Due to the low spatial and temporal resolution of the UKMO data the PV decrease lags behind the ozone mixing ratio recovery observed by lidar (on August 10).

Simultaneous presence of low-latitude air in the low region and vortex air in the high region (above 600 K) led to the record-low ozone column observations. After August 10 the ozone poor vortex moved away, and lower down the ozone rich vortex edge filament moved over Lauder, replacing some of the ozone poor PV air. The combination of these effects caused a rapid increase of the observed ozone column density on August 10.

Conclusions

We have shown that advection of ozone-poor air in two altitude regions caused record-low ozone values over Lauder. In the lower stratosphere, ozone poor air from low-latitude regions was advected from August 7 to 10. At higher altitudes vortex edge and vortex air was observed between August 6 and 10. The rapid recovery of the ozone column density on August 10 was caused by a filament of the polar vortex edge moving over Lauder at about 18.5 km ($\theta$=460 K). Although only the August case was presented here in detail, two similar events happened over Lauder in September and October.
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1 Introduction

The depletion of stratospheric ozone observed in northern hemisphere midlatitudes during the past decade [10], [11] is discussed to be at least partly due to transport of chemically perturbed air-masses from the polar vortex to midlatitudes [14]. By breaking planetary waves narrow filaments of vortex air may be peeled off the vortex edge and subsequently transported meridionally mixing into the surrounding surf zone [4], [5], [9]. Intrusions of air into and ejections out of the polar vortex have been observed in high resolution numerical simulations with Contour Advection and Domain Filling Trajectory codes during various periods, see e.g. [8], [14] and references cited therein. However since the spatial resolution of the structures produced by these models is much finer than that of the meteorological analyses taken for their initialization the reality of the produced filaments might be questionable [6]. The reliability of occurrence and placing of the filaments will depend on their scales as well as model run parameters like run time or optional removal of very fine scale structures and may be investigated by comparison with accordingly high resolved experimental data.

Detailed insight into the fine scale structure of lower stratosphere tracer transport has been gained through measurements with an airborne Lidar system in several campaigns during the Second European Arctic and Mid-latitude Experiment (SESAME). During the winter 94/95 a number of measurements with the airborne DLR Lidar OLEX have been carried out [15]. During five campaigns from December 94 to April 95 in all 24 flights with 140 flight hours were performed on board a Transall aircraft. The investigated area extended from the east coast of Greenland (20°W) to Novaja Semlja (50°E) and from 85°N to 48°N where along flight track measurements within the vortex core outside the vortex and across the vortex boundary were possible. The ozone and aerosol distributions measured during these flights frequently show pronounced small scale horizontal and vertical inhomogeneities with blob- and tilted stripe structures occurring throughout the winter in the lower stratosphere indicating filamentation. The relatively high resolution of the Lidar measurements allows to validate the output of the Contour Advection Model treated by this article.

2 The analyzing procedure

Since the Contour Advection technique developed by Dritschel [1] has been described by various authors e.g. [7], [13], [3] only a brief description is given here. The code is run on specified levels of potential temperature from 350K to 600K on which it is initialized by fields of Ertl's potential vorticity ((E)PV) and driven by daily isentropic winds both produced by UKMO data assimilation [12]. The analyzed UKMO fields are available at a horizon-
tal resolution of 3.75°longitude by 2.5°latitude and at a vertical resolution of about 2.5km, extending from 1000 hPa to 0.32 hPa with 22 levels equally spaced in log pressure. Contour Advection traces the evolution of specified PV contours which are each represented by a number of material particles and advecting these particles by the winds interpolated to the step time and location from the gridded UKMO distribution. Optionally a “surgery” procedure may be included which disconnects and reconnects contours when the scale of features is below some prescribed value.

To investigate the reality of the fine-scale structure shown by the CA simulation case studies have been carried out for a couple of days on which the Lidar data of ozone and/or aerosol exhibit appropriate features. From the winter 94/95 campaigns the measurements from January 11, February 7, March 21, March 27 and April 4, 5, 8 were suitable for the comparison. Since the Lidar data range approximately from 350K up to 600K the Contour Advection code was run over this range for 11 levels equally spaced by 25K in height. From the calculated high resolved PV-fields the values along the flight path are extracted for the selected isentropic surfaces. The ability of the simulation to reproduce the filaments observed by Lidar is then investigated with regard to height, scale, model run time since initialization and “surgery”.

The model validation by correlating the PV simulations with the measured ozone and aerosol distributions is based on the fact that each of these quantities under certain conditions tracer vortex air-masses. Potential vorticity generally exhibits high values within the vortex surrounded by a steep isentropic gradient at its edge and low values outside. The ozone concentration within the undisturbed lower stratospheric polar vortex is markedly higher than outside due to mid-stratospheric poleward transport of equatorial ozone rich air combined with strong subsidence inside the vortex. However this does not hold above 450-500K since in high latitudes this is approximately the lower boundary of the meridionally sloping equatorial air-masses (see e.g.[2]). Analogously the particle concentration inside the vortex is far lower due to subsidence of upper stratospheric and mesospheric air. However chemical depletion may cause vortex air-masses to contain relatively few ozone inverting the correlation and in case of an unstable vortex with strong intrusions into the vortex combined with mixing inside the tracer characteristics get lost no definite relation between ozone, aerosol and PV can be expected at all.

3 Discussion

In this section the measured ozone and aerosol distributions are compared to the CA simulations for two representative days which shows that the air-mass transport indicated by the model is in a relatively good agreement with the measured tracers distributions.

Figure 1: 7 February 1995: Vertical distribution of ozone number density along the flight path above the Baltic sea marked bold white in lower panel and PV field from 7 day-Contour Advection simulation on the 400K level.

7 February 1995: On 7 Feb 95 a track outside the vortex from 55.8°N, 16.5°E to 61.2°N, 25.4°E was flown. The measured ozone distribution given in Figure 1 upper panel shows a low-ozone-layer with a tilted lower boundary extending from below 56° to nearly 61° centered around 400K near 56° to 440K at 60°. Between 56° and 57.5° at 400K almost no ozone was present which coincides precisely with a tongue of lower latitude air
on that level appearing in the Contour Advection simulation run for either 3, 5, 9 (not shown) and 7 Days (Figure 1 lower panel). On the 400K level the strong gradient of both PV and ozone near the transition zone at 57.5°N confirms that air-masses of different origin are here mirrored correspondingly by the Lidar measurement and the CA simulation. This correlation of low ozone with low PV is valid for the other height levels below 475K as well while above as quoted the meridional ozone gradient vanishes and the air-masses cannot be separated by their ozone content.

27 March 1995: The next example from 27 March 95 deals with a vertically tilted sheet of air which is peeled off the vortex and than transported meridionally as shown by the Contour Advection simulation Fig. 2 lower panel. The signature of this filament appears in either the ozone and especially pronounced in the aerosol distribution over a large horizontal and vertical range (Fig. 2 upper panels). On this day the flight path went from Kiruna (67.9°N, 21.1°E) roughly along the Norwegian coast, over southern Denmark to Munich. The along-flight-path cut through the vortex boundary Fig. 2 is visualized by potential vorticity normalized to the vortex edge value to remove the height dependence of PV. On the uppermost panel the vertical distribution of ozone inside the vortex exhibits a layer with remarkably low ozone concentration extending poleward from 62°N between 390K and 430K which was subject to chemical ozone depletion during the first weeks of March [15]. Note the narrow blob (≈1°lat) in the ozone distribution near 58°N around 420K indicating a cut through the mentioned filament that spirals out of the vortex. As confirmed by CA simulations this low ozone air-mass originates from the ozone depleted layer within the vortex being transported isentropically to lower latitudes. There it is mixed and thus contributes to the observed mid-latitude ozone loss. The aerosol backscatter ratio \( \gamma = \frac{\beta_{\text{Mix}} + \beta_{\text{Ray}}}{\beta_{\text{Ray}}} \) stays below 1.01 in a v-like zone of vortex air with low particle loading enclosing an area of mid-latitude air containing more particles which is in good qualitative agreement with the shown CA simulation. A small latitudinal offset appears between the measurements and the simulation because there is a time shift between the flight (1400-1800 UT) and the shown PV-distribution (0 UT). Further the lower boundary of the vortex as visualized by Fig. 2 depends critically on the definition of the height dependent vortex edge value which below 400K is ill defined and its placing should thus be given less significance.

April 95: In the begin of April 95 the vortex had started to break down indicated by fine scale inhomogeneous distributions of ozone and aerosol below 500K. While most of the observed filaments are reproduced in some cases their vertical tilt differs and some structures are not duplicated on all height levels by the simulated PV distribution. Whether

Figure 2: 27 March 95: Upper panels: Ozone number density and aerosol backscattering ratio at 532nm measured by the DLR Lidar OLEX. Below: Along-flight-path crosssection through the polar vortex visualized by PV normalized to the vortex edge value.
these discrepancies are due to shortcomings of the model is difficult to decide since the vortex air has already been mixed by that time.

4 Summary

For two representative days of winter 1994/95 the qualitative agreement between Contour Advection simulations with airborne Lidar measurements of ozone and aerosol has been shown. For other days as well most observed filaments are represented and positioned "accurately" by CA runs over 5 up to 9 days down to the confidence scale of about 1°lat ([6]). However some filaments have been observed that do not appear in the calculated PV field. This is attributed to the fact that ozone and aerosol do not unequivocally tracer vortex air especially after mixing across the vortex boundary occurred. This mainly limits the validation since it may cause or mask deviations as well as correspondence between model and measurement. Additionally the importance of dynamical effects for the exchange across the vortex boundary has been demonstrated and an example for meridional transport of a chemically disturbed vortex air mass to lower latitudes has been given.
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1. Introduction

Since January of 1993 lidar measurements of stratospheric ozone have been made at Eureka (80°N, 86°W) in the Canadian High Arctic. At this location the Canadian Atmospheric Environment Service has provided an observatory which is part of the International Network for the Detection of Stratospheric Change (NDSC). A UV DIAL system has been operated at this location for the last six winters. Although this lidar has been developed to measure ozone it is also used for measurements of stratospheric aerosol, temperature and gravity waves (Carswell et al., 1993). This facility has provided an unprecedented observational record of these important atmospheric properties throughout the recent Arctic winters.

In this paper, a summary of the ozone observations is presented and other results from this system are discussed elsewhere in these proceedings. During this extended period of observations the stratospheric ozone has exhibited widely varying properties in both space and time. The specific behaviour of the ozone has been observed to be strongly affected by the dynamical behaviour of the polar vortex which forms around the pole in the winter months. This high speed wind jet circulates around the poles at velocities in excess of 80 m/s and serves as a barrier to air exchange between the polar region and mid-latitudes. As the winter progresses, regions of very low temperature develop within the vortex leading to the formation of polar stratospheric clouds (PSCs) and a resultant depletion of the ozone (Manney et al., 1996).

Since the lidar measures only the ozone profile directly over the Eureka site, the concentrations measured depend strongly on the position of the vortex relative to Eureka. The location at Eureka has been found to be particularly advantageous since during a typical winter the jet can pass over the site several times permitting measurements of the stratospheric properties both inside and outside of the vortex. This movement also provides opportunities to study the detailed structural behaviour of the jet at the vortex edge as it passes over the lidar line of sight.

The excellent spatial and temporal resolution of the lidar data are providing important new information on the vortex structure.
Table 1. Summary of lidar observation days at Eureka with observations as a fraction of the number of days with Crestech personnel on site.

<table>
<thead>
<tr>
<th>winter season</th>
<th>1993</th>
<th>93-94</th>
<th>94-95</th>
<th>95-96</th>
<th>96-97</th>
<th>97-98</th>
</tr>
</thead>
<tbody>
<tr>
<td>number of observation days</td>
<td>30 days</td>
<td>83 days</td>
<td>79 days</td>
<td>76 days</td>
<td>92 days</td>
<td>110 days</td>
</tr>
<tr>
<td>obs. days/days on site</td>
<td>62%</td>
<td>63%</td>
<td>81%</td>
<td>67%</td>
<td>84%</td>
<td>88%</td>
</tr>
</tbody>
</table>

2. Observations

Ozone values over Eureka are highly variable on a year to year basis. The main variations are dominated by the location and motion of the polar vortex wind pattern (sample seen in Figure 2). The location and evolution of the vortex is revealed by the potential vorticity field which also serves as a tracer for conservative motions for frictionless adiabatic flow as air parcels will flow between potential temperature surfaces conserving PV. Furthermore, horizontal PV gradients indicate the presence of a barrier to mixing, so ozone depleted air tends to remain confined within the vortex until it breaks up in the spring.

Ozone mixing ratios measured throughout the observation season of 1996-97 along with the PV values at various levels of potential temperature are shown in Figure 2. The low PV values in early December indicate that during this period Eureka was outside the vortex. The sonde and lidar ozone data are seen to be in good agreement. The consistent decrease of ozone mixing ratio during February and March is indicative of chemical depletion within the vortex during the period. As expected, the relationship between PV and ozone mixing ratio shows positive correlation below 550 K and negative correlation above 550 K (Donovan, et al. 1996).

During the winter strong diabatic descent generally occurs within the confines of the polar vortex. As a result, in the lower stratosphere ozone mixing ratios tend to increase throughout the season as ozone rich air is transported downwards across isentropic surfaces. This increase is seen in Figure 3 for recent years but only at higher elevations (above about 550 K).

Below this level a similar increase would also be expected. However there is a consistent trend each year for a definite decrease in ozone mixing ratios at lower altitudes (below about 550 K). These decreases are consistent with chemical depletion of the ozone.
Figure 3. Average intra-vortex ozone mixing ratio profiles during the springs of 1994-95, 95-96, and 96-97. The error bars show the standard deviation of the mean profiles.

Specifically, a loss of 35% at 500 K or 1.7-1.8 % per day between mid-February and late-March 97 was observed (Donovan et al., 1997). This compares to a higher loss during 1995-96 of 50% between mid-January and mid-March described by Donovan et al., (1996), and 30 % from early January to mid March 1994-95 (Donovan et al., 1995). Similar declines within the vortex have also been reported in other studies using the UARS/MLS satellite data described by Manney et al. (1996).

The highly structured nature of the ozone profiles have also been studied in some detail. A sample of such profiles is shown in Figure 4. In this figure ozone profiles on three consecutive days are displayed (over an altitude range from about 0 to 45 km). These profiles show the existence of laminated structure. Laminated structures in ozone profiles have been associated with the dynamic excursions of the polar vortex as shown by Bird et al., (1997). They have been attributable to filaments, vortex edge structure, and low ozone pockets. Transport through the vortex edge region has been an important topic receiving much attention recently in part due to the implications for ozone reductions at midlatitudes. Laminations have been associated with intrusions of midlatitude air into the vortex edge as shown by Orsolini et al., (1995).
4. Conclusion

Measurements by lidar and ozonesondes have provided valuable data for the study of the arctic polar stratosphere and in particular, the relationship between the ozone distribution and the polar vortex. It has been shown that ozone mixing ratios below 500 K in the polar vortex have declined during the recent spring seasons. Data for the 1997-98 season is currently being analyzed and will be presented. Overall there have been indications of substantial amounts of chemical depletion of ozone during the winters of our observations at Eureka. Ozone structures or laminations have been seen in the ozone profiles and are attributed to filaments both around and within the vortex.

Polar stratospheric clouds (PSCs) that occur at very low stratospheric temperatures have also been observed on a number of occasions. In addition to ozone structures in the form of minima and maxima in the lower stratosphere, our observations at Eureka show structures in the upper stratosphere at 30-40 km.
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Abstract. Results of integrated experiment on optical monitoring of atmospheric ozone at the Siberian Lidar Station are presented. Monitoring includes lidar measurements of vertical profiles of ozone and temperature in the stratosphere as well as spectrophotometric measurements of total ozone and vertical distribution and total content of nitrogen dioxide. An analysis of the obtained results has shown that the occurrence and evolution of ozone anomalies depend on the anomaly of evolution of global circulation and synoptic processes. Anomalous vertical distribution of nitrogen dioxide was observed during positive ozone anomalies. During negative ozone anomalies ozone and nitrogen dioxide were uncorrelated. Planetary waves with wave number 3 or 4 were observed during ozone anomalies. The duration of ozone anomaly increased with the decrease of the wave number.

Introduction
Frequent occurrence of ozone anomalies in recent years has stimulated strong interest to the study of reasons for their formation and evolution. Experimental observations and their subsequent analysis [1-9] demonstrate that negative ozone anomalies in winter and spring are closely correlated with anomalous evolution of atmospheric circulation during these periods as well as with possible intensification of catalytic decomposition of the stratospheric ozone.

Investigations of stratospheric ozone at the Siberian Lidar Station (56.5°N, 85.0°E) are integrated in character. They are based on regular lidar measurements of the vertical ozone distribution (VOD) and the vertical temperature distribution (VTD) in the stratosphere and on spectrophotometric measurements of the total ozone (TO) as well as the vertical distribution (VD) and total content (TC) of nitrogen dioxide (NO2). The first results of the integrated experiment on optical monitoring of atmospheric ozone were reported in [10-12].

In the present paper, the results of analysis and interpretation of lidar and spectrophotometric observations, performed as part of the integrated experiment in 1996, are presented.

Results and their discussion
Figure 1 shows the time series of the total content of ozone and nitrogen dioxide from spectrophotometric observations in 1996. Their 6- and 20-day sliding average values that characterize the average synoptic period and the average half-period of long atmospheric waves typical of the global atmospheric circulation are also shown in Fig. 1.

Fig. 1. Time series of total content of ozone and nitrogen dioxide in Tomsk in 1996.

Two periods in February and December framed in Fig. 1 were most informative for an analysis from the viewpoint of the accumulated data volume. In these periods of 1996 we recorded the highest TO values (490, 455, and 456 Dobson unit (DU) on February 12, 22, and 23, respectively, and 464 DU on December 27) as well as unique short-
period TO decay down to 196 DU on December 5. Lidar-derived VOD and VTD for these periods are shown in Fig. 2.

Synoptic analysis of situations demonstrated that the difference between VOD and VTD is caused by different scenarios of evolution of circulation and synoptic processes in the stratosphere. The increase of the ozone content and the temperature increase in the lower stratosphere on February 12 were caused by displacement of the Arctic air mass to the south and by downward vertical flows at the warm core of the circumpolar cyclonic vortex. The simultaneous increase of the ozone content and the temperature increase in the middle stratosphere on February 22 was caused by stratospheric warming. The significant zonal distortion in the middle stratosphere led to high advection of the tropical air mass and transformation of the VOD above the climatic ozone peak. On December 27 high ozone content and very low stratospheric temperature were caused by the cold portion of the circumpolar cyclonic vortex that displaced at our latitudes. On the whole, this case is a continuation of anomalous evolution of the situation observed during the first two weeks in December when on December 5 we recorded anomalously low TO.

In [1, 2, 4, and 5] it was shown that analogous synoptic situations, VOD, and VTD in winter and spring were caused by intrusions of the tropical air masses in temperate or polar latitudes as a result of the displacement to the north and subsequent stabilization of high blocking anticyclones (or high crests) and of the corresponding displacement of the circumpolar stratospheric cyclone at lower latitudes. Under these conditions the ozone decay in the lower stratosphere was caused by advective substitution of the air mass in the high baric crest. In the upper stratosphere the ozone decay was caused by upward vertical flows in the cold core at the periphery of the circumpolar vortex.

In these three cases with positive anomalous deviations of the TO and VOD, we also observed some anomalies in the behavior of the VD of NO2. Figure 3 shows the vertical profiles of NO2 from twilight spectrophotometric measurements (using methodology according to [15]) in the morning and evening hours that illustrate transformations of the NO2 distribution during positive ozone anomalies. As can be seen, the NO2 content in the lower stratosphere sharply increased 2-4 days ahead of the occurrence of the maximum in the TO from evening measurements. This was accompanied by the formation of the maximum of NO2 content between 10-15 km typically observed between 25-30 km. In a day the VD of NO2 recovered and then its behavior became unstable. After the occurrence of the maximum TO, the VD of NO2 became completely stable.

We did not observe any significant changes in the behavior of the VD/TC of NO2 during the first two weeks of December associated with the anomalous decay of the TO on December 5.

We believe that the observed trends in the behavior of NO2, in analogy with the anomalous deviations of the total ozone, are caused by atmospheric dynamics and peculiarities of the latitudinal distribution of NO2 in winter. When the
cold Arctic air masses with low content of NO₂ but high content of compound-reservoirs (ClONO₂, N₂O₅, and so on) from the polar night zone intrude deep into the sunlit temperate latitudes, intense photolysis proceeds of the compound-reservoirs with the formation of NO₂ in the first light day after intrusion. Because in the Arctic air mass the mixing ratios for ClONO₂ and N₂O₅ are several times higher than in the temperate air mass, after intrusion the amount of NO₂ is first increased in the upper troposphere and lower stratosphere.

An analysis of synoptic information also confirmed that the positive ozone anomalies were connected with frontal zones of high slightly mobile central cyclones displaced at lower latitudes. The negative ozone anomalies were connected with frontal zones of high blocking anticyclones or high crests displaced at higher latitudes. Planetary waves with wave number 3 or 4 were observed during ozone anomalies of tropospheric circulation. The intensity and duration of ozone anomaly increased as the wave number decreased.

Statistical analysis of lidar measurements of stratospheric aerosol and ozone in summer 1995 - summer 1997 demonstrated that the variability of these atmospheric components for background state of the stratospheric aerosol layer was determined by the same processes. Figure 4 shows the first three eigenvectors S (i=1÷3) of the correlation matrices calculated from lidar measurements. The similarity of the vectors S_i that specify the interlayer correlation for the vertical distributions of ozone and aerosol is indicative of the common mechanism of their variability formed by atmospheric dynamics.

Fig. 4. Interlevel correlation for the vertical distributions of ozone and aerosol in the form of eigenvectors S_i.

Conclusions
Our investigations have demonstrated that the main reason for the formation of ozone anomalies is the advection of air masses caused by displacement of high extensive baric formations. The largest local ozone anomalies are connected with zones of intense vertical flows in contrast frontal zones of baric formations in the lower stratosphere above the tropospheric baric systems.

Our results agree well with the data of investigations reported in [1, 2, 4, and 5] which indicate that local ozone anomalies are closely correlated with the behavior of such centers of atmospheric activity as circumpolar cyclonic vortex, permanent anticyclonic centers of activity - Azores and North Pacific anticyclones, and seasonal Asian (Siberian) anticyclone, whose displacement and intensity, in their turn, are caused by climatic changes in the regime of global atmospheric circulation.
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1 Introduction

The investigation of the stratospheric aerosol layer by lidar remote sensing began with the pioneering measurements of Fiocco and Grams in 1964. Since then the lidar technique has proved to be invaluable in detecting and monitoring the occurrence, magnitude, spread and decay of numerous volcanic eruptions perturbing the stratosphere. The interest in stratospheric aerosol grew considerably in the past when heterogeneous ozone destruction mechanisms were proposed to take place on aerosol particles even under moderate stratospheric conditions in addition to the highly effective reactions on PSCs.

The program in laser remote sensing of the stratospheric sulphate aerosol layer by ground-based lidar began at the IFU at Garmisch-Partenkirchen (47.5°N, 11.1°E) in 1976. Since then an almost uninterrupted record exists at this midlatitude station.

2 Observations

Until 1990 a ruby laser had been used (694.3 nm), since 1991 a frequency doubled Nd:YAG laser transmitting at 532 nm has been in operation as the lidar emitter. Aerosol size distributions derived from balloon-borne particle counter data from Laramie, WY, are used by a conversion model to calculate height and time resolved ratios of extinction and mass to lidar backscatter and backscatter wavelength exponents. These results are then used to calculate the extinction correction in the lidar equation, to convert 532 nm backscatter measurements to backscatter at the ruby wavelength at 694.3 nm, and to infer the particle mass from lidar backscatter data. The method has been described by Jäger and Hofmann (1991) and by Jäger et al. (1995).

The perturbation of the stratosphere following the Pinatubo eruption in June 1991 was studied in detail by lidar at Garmisch-Partenkirchen, including: the build-up of the perturbation in 1991, the maximum in early 1992, the exponential decay until 1995 (Jäger et al., 1997), and finally the gradual transition to a background situation in 1996 and 1997. Figure 1 indicates that the backscatter integrals measured by lidar decayed to values below the pre-Pinatubo level in 1996.

Figure 1. Lidar measurements at Garmisch-Partenkirchen: integral particle backscatter coefficient at 532 nm between the tropopause and the top of the layer. Volcanic eruptions are indicated.
3 Discussion

To examine the present situation of low stratospheric aerosol load, comparisons with previous measurements with the ruby lidar system have been made. The following aspects of the longterm record 1976 to 1997 will be presented:

o The integral backscatter (1 km above the tropopause to the top of the aerosol layer) at 694.3 nm (Figure 2);

o the peak aerosol scattering ratio or optical mixing ratio (ratio of particle to Rayleigh backscatter) at 694.3 nm (Figure 3), which is found in the 15 to 20 km height range and typically at 18 to 20 km in background periods; and

o the column mass in the 15 to 20 km height range (Figure 4).

The aerosol model, mentioned above, was used to calculate the wavelength conversion 532 nm to 694.3 nm (data 1991 to 1993) and the conversion of lidar backscatter to aerosol mass (data 1976 to 1993). More recent Laramie size distributions (T. Deshler, personal communication) were used to treat lidar data 1994 to 1997.

Figures 2 to 4 indicate that the stratosphere at northern midlatitudes was severely perturbed during
the years 1980 to 1986 (mainly by the eruptions of St. Helens, Alaid, and El Chichón) and since mid-1991 (Pinatubo eruption). The years 1977 to 1979 were a volcanically quiet period as has been the most recent years. In the years following the eruptions of Nevado del Ruiz (1985) and Nyamuragira (1986) a decay to values comparable with the late 70's or 90's could not be observed. Hofmann (1991) and Jäger (1994) discussed the possibility of air traffic exhaust contaminating the lower stratosphere, whereas Thomason et al. (1997) pointed to the fact that the stratosphere had not recovered completely from the eruptions of Ruiz and Kelut (1990, not detected in the IFU lidar record) when Pinatubo erupted in 1991. The marginal eruptions of Redoubt (1989) and Kliuchevskoi (1994) were rather insignificant episodes.

Therefore, only observations of the late 70's should be compared with the present stratospheric situation. However, during this long period the technique of observation and data retrieval underwent changes due to technical progress (e.g. the change of laser and wavelength) and better understanding of the stratospheric aerosol layer. Most lidar profiles measured during 1976 to early 1980 had been matched with a calculated Rayleigh backscatter profile at a backscatter minimum between the tropopause and the aerosol layer near 12 to 15 km, under the assumption that no aerosol was present at this level. This aerosol minimum can be found in the Laramie balloon data (Hofmann and Rosen, 1981). All profiles after January 1980 had been normalized above the aerosol layer. This change in the treatment of lidar data does not allow a direct comparison of the background period 1977/79 with present data. To allow better inter-comparison within the time series all 1976 to 1980 profiles had been recalculated assuming a reasonable aerosol minimum concentration at the matching level (Jäger, 1994).

In each of the Figures 2 to 4 the 1979 average value is marked by a dashed line. Especially the peak aerosol mixing ratio indicates that 1979 can be regarded a reference background year. All three quantities shown here did not return to the 1979 level until end of 1997. But one has to consider that at background level considerable uncertainties in the single measurements have to be taken into account. These were during 1977/79 about 40% in the aerosol scattering ratio and about 50% in integral backscatter and mass. The respective values are about 25% and 30% at present.

4 Conclusions

Although none of the three quantities of Figures 2 to 4 has returned to the 1979 minimum values, two of them, the particle backscatter integral and the peak aerosol mixing ratio seem to indicate further decay. The aerosol mass in the 15 to 20 km height range, however, seems to have stabilized in 1997 at a value about 50% above the 1979 value.

In 1994 the comparison of the stratospheric background situations of the late 70's and the late 80's indicated a 5±2% per year increase of the aerosol mass in the 15 to 20 km height range of the lower stratosphere (Jäger, 1994). This finding was compared to the 3% per year increase in fuel consumption of commercial air traffic (Schumann, 1994) pointing to a possible major contribution of
aircraft exhaust to an increase in the aerosol content of the lower stratosphere. It is, however, not possible to conclude that aircraft have caused this dramatic effect because the stratospheric aerosol layer was volcanically loaded during the pre-Pinatubo period.

The 1997 level of aerosol mass in the 15 to 20 km height range, if it remains constant, would indicate a 2% per year increase since 1979, and following the error estimates in Jäger (1994) the uncertainty should be in the same order as the per year increase, namely 2%.

The data presented here describe the situation at a location at northern midlatitudes. It can be argued that findings at one station might be not too representative. On the other hand, the geographic location of Garmisch-Partenkirchen at 47.5°N and 11.1°E is in very close proximity to major air traffic corridors and in the lee of the West Europe and North Atlantic air traffic. This is obviously a very suitable place to investigate a stratospheric change if it should result from the still growing air traffic in the northern hemisphere.

The question regarding the existence of an anthropogenic signal in the aerosol content of the lower stratosphere will remain open for years to come. It can only be answered conclusively by further observations of the stratospheric aerosol background undisturbed by major volcanic injections.
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1. Introduction

The temperature structure of the middle atmosphere has been studied for several decades using a variety of techniques. However, temperature profiles derived from lidar measurements can provide improved vertical resolution and accuracy [Hauchecorne and Chanin, 1980]. Liders can also provide long-term data series relatively absent of instrumental drift, and integration of the measurements over several hours removes most of the gravity wave-like short-scale disturbances.

This paper describes a seasonal climatology of the middle atmosphere temperature derived from lidar measurements obtained at several mid- and low-latitude locations. Results from the following liders, which have all obtained a long-term measurement record, were used in this study: the two Rayleigh liders of the Service d'Aéronomie du CNRS, France, located at the Observatoire de Haute Provence (OHP, 44.0°N) and at the Centre d'Essais des Landes (CEL, 44.0°N), the two Rayleigh/Raman liders of the Jet Propulsion Laboratory, USA, located at Table Mountain, California (TMF, 34.4°N) and at Mauna Loa, Hawaii (MLO, 19.5°N), and the Colorado State University, USA, sodium liders located at Fort Collins, Colorado (CSU, 40.6°N). The overall data set extends from 1978 to 1997 with different periods of measurements depending on the instrument. Three of the instruments are located at primary or complementary stations (OHP, TMF, MLO) within the Network for Detection of Stratospheric Change (NDSC). Several aspects of the temperature climatology obtained by lidar in the middle atmosphere are presented, including the climatological temperature average through the year; the annual and semi-annual components, and the differences compared to the CIRA-86 climatological model.

2. The instruments, database and data processing.

The Rayleigh/Raman and sodium fluorescence lidar techniques for measuring temperature profiles are well established and have been described in detail by numerous authors. Some details of the lidar techniques used in this study can be found in Hauchecorne and Chanin [1980], Leblanc et al. [1998a], She et al. [1992], McDermid et al. [1995]. At mid-latitudes the CNRS-SA Rayleigh liders at OHP (44.0°N, 6.0°E) has obtained more than 1240 nighttime temperature profiles between 30 and 95 km from 1978 to the present with 75 to 300 m vertical resolution, and 670 profiles at CEL (44.0°N, 1.0°W) from 1986 to 1994 with 300 m vertical resolution. The temperature observed at the top of each profile is about 20-25 K. This error drops to less than 1 K at mid-range (typically 55 km) and below. The CSU (40.6°N, 105.1°W) Na liders has obtained nearly 250 temperature profiles in the Na layer between 80 and 110 km since 1989 with an initial 75 m vertical resolution smoothed over 3 km. The total estimated error is less than 4 K and 8 K at the top and bottom of the profiles respectively, dropping to 0.6 K at mid-range (typically 90 km). At lower latitudes, the JPL Rayleigh/Raman liders [McDermid et al., 1995] located at TMF (34.4°N, 117.7°W) and MLO (44.0°N, 155.6°W) have obtained more than 685 and 410 temperature profiles from 30 to 80 km since 1988, and from 15 to 90 km since 1993 respectively. Most of the routine measurements comprise a 1.5-2.0 hour integration experiment, usually at the beginning of the night. The associated temperature errors are similar to those of the French Rayleigh liders but the top of the profiles are slightly lowered.

For all instruments, each individual temperature profile was interpolated to obtain data points every one kilometer. Then, all temperature profiles were merged into a composite single year of data. A weighted running average with a triangular 33-day width filtering scheme was applied to each day of the composite year that a profile was available. No removal of tidal structures was performed. At MLO the role of the diurnal and semidiurnal tides may not be negligible above 80 km and similarly for the diurnal component at CSU above 90 km.

3. Results

a. Climatological temperatures.

The mean annual temperature climatologies obtained are presented in Figure 1(a) and (b) for OHP+CEL together (same latitude), and MLO. A distinctly defined temperature pattern is observed at both sites. For
OHP+CEL [Fig.1(a)] a familiar mid-latitude warm summer and cool winter stratosphere is observed with a maximum of 272 K in May-June and a minimum of 255 K in early November at the stratopause altitude of 47 km. A characteristic warm winter/cold summer mesosphere is also observed with a maximum of 220 K in December and January, and a minimum of 195-200 K in May-June at 75 km, which is in good agreement with previous climatologies [Hauchecorne et al., 1991]. The weak negative vertical temperature gradient observed in winter is the consequence of the seasonal average of the so-called mesospheric temperature inversions occurring during the entire winter at OHP and CEL, and more specifically in February at TMF (not shown).

Figure 1. Climatological temperatures obtained from lidar measurements at (a) OHP+CEL (44.0°N), and (b) MLO (19.5°N, 155.6°W). Contour interval is 5 K.

Figure 1(b) (MLO) clearly shows a semiannual cycle at the stratopause and an annual cycle in the lower stratosphere with a very cold minimum of 190 K at 17 km identified as the tropical tropopause. As expected at these latitudes, the amplitude of the seasonal variations is weak. At the top (80-85 km), where the effect of the mesospheric tides is the largest, the measured cold temperatures are more representative of early night temperatures than nightly (or even a 24-hour) mean temperatures.

Figure 2. Monthly mean differences from the CIRA-86 temperatures for (a) OHP+CEL and CSU, (b) TMF, and (c) MLO. Contour interval is 2 K.

b. Difference from CIRA-86

The monthly mean lidar temperatures were subtracted from the monthly mean CIRA-86 temperatures [Fleming et al., 1990]. The temperature difference between the observed lidar and the CIRA-86 climatologies is plotted in Figure 2(a) OHP+CEL and CSU, (b) TMF and (c) MLO. Since they have quasi-separated altitude ranges, OHP+CEL and CSU are
presented on the same plot, Figure 2(a), with a separating altitude of 84-85 km.

At OHP and CEL [Fig.2(a)] the observed temperatures are systematically 2-4 K colder than CIRA between 30 and 40 km, especially in summer, and 2-6 K colder between 70 and 80 km, while no systematic error is observed at stratopause altitudes. For MLO [Fig.2(c)] the entire region between 15 and 55 km is colder than the CIRA; up to 4 K in the upper stratosphere. In the stratosphere the systematic departure is about 2 K. At mesopause altitudes the systematic error is remarkably large at mid-latitudes as illustrated by the difference CSU-CIRA [Fig.2(a)] where a very large positive departure of more than 16 K is observed in the entire mesopause region (90-95 km). Clancy et al. [1994] reported similar SME/CIRA-86 departures suggesting that the CIRA is definitely too cold at these heights and latitudes.

In addition to the systematic errors, observed temperatures are up to 10 K colder than CIRA in December and January below 40 km at OHP+CEL. This can be explained by the out-of-phase occurrence, between late January and February, of stratospheric warmings at OHP and CEL and its equivalent occurring earlier in the CIRA model (December-January). Consequently the CIRA is too warm in December and January.

In the lower mesosphere OHP+CEL and TMF temperatures are warmer than CIRA. A maximum departure of 10 K near 70 km is observed in February at TMF, 4 K at 60 km in April-May for all mid-latitudes sites, and 4 K (respectively 8 K) at 60-70 km in November above OHP/CEL (respectively TMF). In the mid-mesosphere OHP/CEL temperatures are colder than CIRA with a maximum departure of 10 K in November at 75-80 km. At MLO [Fig.2(c)] the temperature departures are smaller than at mid- and subtropical-latitudes. This is not surprising since the variability is itself smaller at low-latitudes. Consequently the errors due to the annual and semiannual amplitudes, and due to the seasonal transitions, are minimized. In the entire middle atmosphere the CIRA model is warmer except at two times of the year between 60 and 70 km. At 80 km a maximum negative departure of 10 K can be observed. In the 60-70 km region CIRA is colder as already observed at mid-latitudes [Fig.2(a),(b)]. Also, a very special pattern is observed at the beginning of the year; a negative departure is propagating downward from 80 km associated with a positive departure around 65 km and another negative departure between 50 and 55 km.

c. Temperature deviations from the annual mean

The annual mean temperature profile was then subtracted from each available daily composite profile to obtain the daily deviation from the annual mean. Figure 3 represents this deviation for (a) CSU and OHP+CEL, (b) TMF, and (c) MLO. As expected for CSU, OHP+CEL, and TMF [Fig.3(a),(b)] an annual cycle is clearly dominant in both the stratosphere and mesosphere. At 67-70 km its phase is inverted compared with the solar flux leading to the classic
warm summer stratosphere and cold summer mesosphere and vice-versa in winter. A second phase inversion is clearly observed at CSU [Fig.3(a)] around 95-100 km, marking the transition between the dynamically and chemically or radiatively driven upper mesosphere. These plots, in particular Figure 3(a), also show a warm late-winter centered at 35-40 km. This is the signature of the stratospheric warmings occurring from January to March at mid- and high-latitudes. This signature is still observable in Figure 3(b) but with a weaker magnitude. Another warm spot is observed at 65-67 km in November reaching 11 K for OHP/CEL and 8 K for TMF. This feature can also be observed in Figure 1(a) as a bulge of warm temperatures in November between 60 and 70 km.

In contrast to the mid-latitudes sites MLO [Fig.3(e)] primarily exhibits a semi-annual cycle between 25 and 80 km altitude. This is not surprising since MLO is located at 19.5°N and is influenced by the equatorial dynamical pattern which in turn is affected by both northern and southern hemispheres. The semi-annual cycle observed here is almost a continuous downward propagating oscillation with an approximate vertical speed of 12 km/month and can be identified as the thermal semi-annual oscillation (SAO). The so-called mesopause and stratopause SAOs appear here as a combined single SAO propagating downward from the mesopause to 30 km with minimum amplitude at 45 km. A phase inversion is observed near 82 km similar to that observed by SME at 83 km [Garcia and Clancy, 1990]. The oscillation is strongly modulated with the first cycle being stronger than the second.

4. Summary

Long term measurements from several lidar instruments (Rayleigh/Raman and sodium) located at 44.0°N, 40.6°N, 34.4°N, and 19.5°N have been used to develop a new climatology of the middle atmosphere temperature. The climatologies for each lidar were first compared to the CIRA-86 model. Large differences between the lidar temperatures and the CIRA-86 temperatures are identified and explained. When compared to all instruments, CIRA-86 appears systematically too cold between 90 and 95 km, by 20 K or more, and possibly 6-8 K too warm around 80 km, making its use as a reference atmosphere model questionable at these altitudes. The annual and semi-annual components of the seasonal variability were investigated. An annual cycle with 6-7 K amplitude in the upper stratosphere, increasing to 15-20 K at 80 km, is observed at mid-latitudes. This cycle is in phase with the solar flux in the stratosphere and in opposite phase in the mesosphere with a very cold summer mesopause at 85 km, in good agreement with previous climatologies. At lower latitudes, a semiannual oscillation (SAO) propagates downward from 85 to 30 km and is characterized by a stronger first cycle than the second (4 K and 2 K amplitude respectively). Finally, sudden seasonal transitions, highly consistent between all instruments, have been observed (not shown here). In particular, in the early winter mid-latitudes a two-step warming of the winter mesosphere between 65 and 85 km as well as a cooling of the lower mesosphere appear to be real climatological events rather than some short-term geophysical or instrumental random variability.
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Abstract. During January and February, 1998, a measurements campaign was held at the Network for the Detection of Stratospheric Change (NDSC) Arctic site at Ny-Ålesund (78.9N). Lidar measurements of ozone, temperature and aerosol parameters were made along with balloon sonde and microwave measurements of ozone. Atmospheric temperatures were measured between 10 and 70 km. During the time of the campaign an strong warming occurred at the stratopause, elevating the measured temperature by as much as 80 K. The height of the stratopause descended at this time to below 40 km.

Introduction

During the winter of 1997-98 the Goddard Space Flight Center deployed the Stratospheric Ozone Lidar to Ny Ålesund, on Spitsbergen Island (78.9N) to participate in the Ny Ålesund Ozone Measurements Intercomparison (NAOMI). This was a Network for the Detection of Stratospheric Change (NDSC) Validation Campaign for the permanently-based ozone lidar and microwave instruments there as required by the NDSC Validation Protocols. In addition, temperature and aerosol measurements were made by several instruments at the time of the ozone campaign. This paper will discuss the temperature results from the GSFC lidar, the Mobile Aerosol Raman Lidar (MARL) deployed at the site by the Alfred Wegener Institute (AWI), and the temperature results from radiosondes launched by AWI. The data discussed was obtained during January and February, 1998.

The GSFC Stratospheric Ozone Lidar is mounted in a trailer and has been transported to several locations around the world. It is a Differential Absorption Lidar (DIAL) transmitted at 308 nm and 351nm; the wavelengths are generated by two excimer lasers, XeCl for 308 nm and XeF for 351 nm. Four backsattered wavelengths are collected, the two elastically scattered signals at 308 and 351nm, as well as the N₂-Raman scattered signals at 332 and 382 nm. In a relatively clean atmosphere temperature can be retrieved from approximately 10 km up to over seventy km using both the elastic and inelastically scattered lidar returns from the transmitted 351 nm radiation. Power for the lidar instrument was provided by a 50KW diesel-powered generator.

The MARL instrument uses a Nd-YAG laser and transmits 532 and 355 nm. It collects the elastic wavelengths as well as the N₂ Raman wavelengths at 607 and 387 nm. Depolarization data is collected for each of the transmitted wavelengths. The system operates at 30 Hz. Although these lidar instruments were positioned within 30 meters of each other, there was no evidence of
interference at the UV wavelengths, and it was therefore possible to operate the lidars simultaneously.

The AWI ozone lidar system is similar in many ways to the GSFC ozone lidar. This lidar transmits 308 nm and 353 nm radiation - the 353 nm radiation is generated by stimulated Raman scattering in a high pressure H₂ cell. Because of the proximity of the GSFC lidar to the AWI lidar, and the fact that both lidar instruments transmit and collect virtually the same wavelengths, it was not possible to operate these two lidars simultaneously. While this interference makes an intercomparison more difficult, it does provide for a more complete temporal series of temperature, since temperature is retrieved from the 353 return.

Results

The Goddard lidar began operation on January 19, 1998, but after two days encountered generator problems which were related to the cold weather. This shut the instrument down for three days. Beginning on January 26, measurements were made daily until February 9 when the campaign officially ended. This paper will report on the temperature data obtained between 1/26 and 2/9.

Figure 1 is a contour plot of the GSFC temperature data from this time period. This is made up of 35 individual temperature profiles obtained at Ny-Ålesund. Each profile is an integration of nearly two hours of data. The individual contours represent changes of 20 K. By far the most obvious feature is the rapid onset of an intense warming at the stratopause beginning on February 3 (day 34). On this day there was an increase in temperature at the stratopause of more than 40 K compared to the previous day’s measurement. During subsequent days this

![Figure 1. Contour plot of GSFC lidar temperatures obtained between Jan. 26 and Feb. 9, 1998.](image-url)
warming difference increased to over 70 K more than on Feb 2. The maximum temperature observed at the stratopause was 332 K on the morning of February 7. The last measurements on the evening of February 9, 1998 observed a stratopause temperature still over 300 K. Also apparent from the Figure is the descent of the stratopause. In late January, the observed stratopause height was near 50 km. During this warming, the height of the stratopause was seen to descend to below 40 km on several days in February.

Figure 2 shows temperature profiles obtained on February 1, 1998. Included on the plot are profiles from the GSFC lidar, the MARL instrument, the AWI Ozone lidar, a local balloon sonde and the NCEP data for that day. The lidar profiles extend down to just below 10 km and up to over 70 km. There is excellent agreement among the sonde and lidar profiles; both the sonde and the lidar pick up the inversion at 10 km. The lidar captures the amplitude of the inversion as well as the sonde does. There is a definite time dependence of the temperature at the stratopause.

References


Results of The Ny-Ålesund Ozone Measurements Intercomparison

NAOMI


1 Introduction

Worldwide, about ten Differential Absorption Lidars are used for long-term monitoring of stratospheric ozone. These systems are an important component of the Network for the Detection of Stratospheric Change. Although DIALs are self-calibrating in principle, regular intercomparisons with other ozone-lidars, microwave radiometers or ozone sondes are highly desirable to ensure high data quality at a well known level. The NDSC validation policy suggests that such intercomparisons be "blind", meaning all participants submit their data to an impartial referee, without seeing results from the other participants. Here we report on the "blind" intercomparison taking place from January 20th to February 10th 1998 at Ny-Ålesund, Spitsbergen (78.92°N, 11.95°E). Participating groups were from the Alfred Wegener Institute, Potsdam, operating the NDSC DIAL system at Ny-Ålesund [v.d. Gathen et al., 1994], from the University of Bremen operating the NDSC microwave radiometer for ozone profiling at Ny-Ålesund [Langer et al., 1998], and the NASA Goddard Space Flight Center group with the "NDSC travelling standard" STROZ-LITE [McGee et al., 1995]. The first author acted as the impartial referee. Also used for the intercomparison were data from ECC-6A/Vaisala RS80 ozone sondes routinely launched at Ny-Ålesund by the AWI group. A 1% KI solution (3 ml) and the 1986 ECC pump correction (1.092 at 5 hPa) are used. The ECC-data were available to all participants during the campaign and thus were not "blind". Table 1 summarizes the expected performance of the instruments participating in the ozone intercomparison reported in this paper. An overall description of the entire NAOMI campaign is given in the companion paper by Neuber et al.

2 Experimental details

The different measurement times are plotted in Figure 1. To avoid interference between the two lidars, they were run at interleaving times. Combined, the two lidars provided measurements for about 41% of the time for a period of 3 weeks - a remarkable achievement. Excellent is also the very even temporal coverage of the microwave instrument, which took measurements for about 12 minutes every hour (18% coverage). With coverage of 3.5% of the time the sondes only provide snapshots. However, sondes and microwave operate independent of cloud conditions, whereas the lidars require a cloud free sky. The sondes are also the only instrument providing good tropospheric ozone data.

An important consideration is the natural coordinate system in which ozone profiles are measured by the different instruments. The lidars measure ozone number density as a function of geometric altitude. The ECC sondes measure ozone partial pressure which is easily converted to number density using the temperature measured by the accompanying radiosonde. The radiosonde also provides the geopotential altitude. These conversions contribute no appreciable error to the number density profile derived from the ECC/Vaisala RS80 sondes. More problematic are the microwave data. First, only preliminary data derived using standard profiles of pressure and temperature were available for this paper.

<table>
<thead>
<tr>
<th>Altitude range</th>
<th>AWI Lidar</th>
<th>GSFC Lidar</th>
<th>UBremen µWave</th>
<th>AWI ECC</th>
</tr>
</thead>
<tbody>
<tr>
<td>20 to 30 km</td>
<td>0.6 to 2 km</td>
<td>1.2 to 2 km</td>
<td>10 km</td>
<td>300 m</td>
</tr>
<tr>
<td></td>
<td>1 to 4%</td>
<td>1 to 3%</td>
<td>3%</td>
<td>3 to 5%</td>
</tr>
<tr>
<td>30 to 40 km</td>
<td>2 km</td>
<td>1.6 to 3 km</td>
<td>14 km</td>
<td>500 m</td>
</tr>
<tr>
<td></td>
<td>4 to 30%</td>
<td>1 to 5%</td>
<td>3%</td>
<td>3 to 10%</td>
</tr>
<tr>
<td>40 to 50 km</td>
<td>2 to 6 km</td>
<td>3 to 6 km</td>
<td>20 km</td>
<td>X</td>
</tr>
<tr>
<td></td>
<td>&gt;50%</td>
<td>5 to 100%</td>
<td>3%</td>
<td>X</td>
</tr>
</tbody>
</table>

Table 1. Typical performance of the ozone instruments participating in the NAOMI campaign.
Second, the microwaves natural measurement, ozone mixing ratio vs. some vertical coordinate, was converted to number density using the same standard profiles. This procedure may have introduced errors of several percent into the microwave number density profiles. Results for the microwave instrument in this paper, therefore, have to be treated with caution.

3 Results

Figure 2 shows time series of ozone number density at selected altitude levels, as measured by the different instruments. The levels demonstrate various aspects of the intercomparison. Between 17 km and 24 km all instruments recorded a 5 to 6 day periodic oscillation of the ozone number density. This oscillation is most likely driven by changes in tropospheric and lower stratospheric circulation. Below 25 km instrumental noise was found to be small compared to natural ozone variability. At 21 km instrumental noise was found to be small compared to natural ozone variability. At 21 km, the two lidars and the ECC sondes track each other very well. The microwave data, sometimes, show different results, e.g. on January 26/27 or February 7/8. However, this could be an artefact due to the use of preliminary data. At 35 km the lidar data have become noisier, especially for the AWI lidar, which also tends to report lower ozone density (e.g. February 2nd to 6th) at this altitude. The microwave data exhibit less noise than the lidars. It remains to be seen, whether using varying atmospheric profiles will introduce additional variability into the microwave time series. Because of balloon burst, no ECC sonde data are available above 32 km. At 41 km, the lidar data also appear noisier than the microwave results. The AWI lidar is coming close to its upper measurement range, as demonstrated by the large scatter at the end of the time series. Only a few ozone profiles from the AWI-lidar exceed 45 km. The more powerful GSFC lidar still gives very good results at 41 km, exemplified by the excellent agreement with the microwave data from February 4th to 8th. Most profiles from the GSFC lidar reach up to 47 km.

In order to reduce statistical noise and to detect possible systematic differences, average profiles were determined for each instrument. Averages were taken for the time period from January 26th to February 9th, where both lidars were running at nearly the same times. For the two lidars and the ECC sonde, Figure 3 shows the average profile from all measurements between January 26th and February 9th. Individual lidar profiles were weighted with the number of laser shots acquired. For clarity and because of their preliminary nature, the average microwave profile is not shown in Figure 3. The average profiles confirm impressions from the time series in Figure 2. Above 42 km, where the AWI data become very noisy, the average AWI profile deviates...
from the GSFC profile towards unrealistically high ozone values. Such behaviour is often seen for lidar ozone profiles at the upper end of their range. Around 35 km, the GSFC profile shows higher ozone densities than the AWI profile. Between 25 and 30 km the two lidar- and the ECC average profiles agree very well. However, between 15 and 25 km only the AWI and ECC profiles match very well. Compared to these profiles, the GSFC profile is shifted to lower altitudes. We have to caution against overinterpreting this apparent shift. It may be an artefact caused by different phases of the AWI and GSFC measurement times with respect to the atmospheric oscillation apparent in the lower panel of Figure 2. Similarly, the good agreement between the AWI lidar and the ECC profile may just be coincidental, because the frequency of sonde measurements is not high enough to properly sample the observed atmospheric oscillation. Deleting one or two sondes from the record could change the average sonde profile. Therefore, below 25 km, the simple averages presented in Figure 3 will have to be supplemented by a more careful analysis in the future.

Profiles of the relative differences are shown in Figure 4. The average profile from the GSFC lidar was arbitrarily chosen as a reference. This choice does not imply that the GSFC lidar gives "truer" values than the other instruments. To give a rough indication of the significance of the differences, the standard error \( \sigma_M \) of the mean profile is plotted in Figure 4 (67 % confidence interval). It was estimated from standard deviation \( \sigma \) and number \( n \) of individual profiles using \( \sigma_M = \sigma / \sqrt{n} \). In the altitude range 15 to 28 km, differences between the AWI, ECC and GSFC profiles are small, under 5 %, and hardly significant. The slightly larger difference for the GSFC profile is connected to the afore mentioned shift. Agreement between the AWI and ECC profiles is excellent over the entire range from 15 to 31 km, better than 3 %. However, between 30 and 40 km the AWI profile is up to 12 % lower than the GSFC profile. This could be caused by a systematic bias between the differential filters used by the AWI and GSFC groups. In recent ESMOS/NDSC algorithm intercomparisons [Godin et al., 1998], algorithm induced biases of the order of 10 % have been found. Unfortunately none of the algorithms currently used by the AWI and GSFC groups participated in the last ESMOS/NDSC intercomparison. Above 40 km, the average ozone values reported by the AWI lidar are substantially higher than for the GSFC lidar. As mentioned, such behaviour is often seen at the upper end of the measurement range of an ozone DIAL.

Most notable for the preliminary microwave data is the good agreement in the altitude range 22 to 33 km, where all average profiles agree within 5 %. Below 20 km the microwave profile is substantially lower than the other

![Fig. 3. Average profiles for the period Jan. 26th to Feb. 9th. Note the split scale. Left: Logarithmic. Right: Linear.](image)

![Fig. 4. Relative difference of average profile for each instrument with respect to the average GSFC profile. The microwave profile is preliminary and no error bars are shown for it.](image)
profiles. This is most likely a consequence of the lower altitude resolution of the microwave instrument, of the order of 10 km, compared to 1 km at these altitude for the other instruments. This coarser resolution reduces the ozone maximum at about 18 km. At this point of the analysis no attempt has been made to degrade the altitude resolution of the ECC sondes or the lidars. Above 40 km the microwave shows substantially lower ozone values than the GSFC and AWI lidars. It remains to be seen whether this feature is also found for the final microwave data, and whether it is related to a different altitude resolution, or indication of a systematic bias.

Summary
The Ny-Ålesund Ozone Measurements Intercomparison has very successfully demonstrated the high level of accuracy of ozone profiles measured by the AWI and GSFC-lidars, ECC sondes and the Uni-Bremen microwave radiometer. Except for the preliminary microwave data, the average profiles from each instrument agree within 5% between 15 and 32 km. Lower values seen by the microwave at 20 km are likely a consequence of its coarser altitude resolution. Particularly good agreement is found between the AWI lidar and the ECC sondes. An apparent shift of the GSFC profile around 20 km will have to be investigated in the future. It may result from the relative phase of the individual sampling times with respect to an observed 5 to 6 day oscillation of the ozone density. Further analysis, including the final microwave data, should help to explain the 10% difference seen between the two lidars at 35 km.
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1 Introduction

Interest in the aeronomy of the mesopause (70-110 km) is spurred in large part because the circulation of this region is maintained far from radiative equilibrium by dynamic and chemical heating effects (Andrews et al., 1987). As mean wind and temperature climatologies of the middle atmosphere have been established, attention has turned to the role of gravity waves in the general circulation. Interest has focused on seasonal and geographical variations in the characteristics of the gravity wave field. Recent midlatitude radar measurements of the mean wind (Franke and Thorsen, 1993) and lidar measurements of the mean temperature (Yu and She, 1995) show a mesopause structure that is consistent with our current understanding of a large-scale circulation modified by gravity-wave mean-flow interactions. The physical mechanisms through which these interactions occur are not precisely understood. At high latitudes the inertial period approaches the minimum value of 12 hours and the presence of waves with periods of several hours raises a variety of questions about the structure of the tides and the role of wave-wave interactions (Waltershied et al., 1986; Collins et al., 1992; Hernandez et al., 1993).

This work presents new lidar and airglow measurements of wave activity in the mesopause region over Poker Flat Research Range (PFRR), Alaska (65°N, 147°). Simultaneous lidar and airglow observations are used to study distinct wave events, while the lidar measurements is used to compare the observations with earlier lidar measurements at another high-latitude site, South Pole (90°S), and a midlatitude site, Urbana, IL (40°N, 88°W) (Collins et al., 1994; 1997). A variety of studies have shown the relative sensitivities of the gravity wave measurements when made by different instruments and when employing different retrieval algorithms (e.g. Burrage et al., 1996; Gibson-Wilde et al., 1996). In this study the earlier lidar measurements have been reworked and reduced in precisely the same way as these new measurements.

2 Experimental Details

A sodium resonance lidar system has been operated at PFRR since the spring of 1995. The lidar system consists of a flashlamp-pumped dye laser and a 0.35 m Schmidt-Cassegrain receiving telescope. The average laser power is 0.5 W. The sodium concentration profiles are determined from the sodium photon count profiles with the standard inversion techniques (e.g., Tilgner and von Zahn, 1988) using meteorological data from the local radiosonde releases 50 km away at Fairbanks. The lidar observations are made at a resolution of 100 s and 75 m and yield sodium profiles at a resolution of 15 min and low-pass filtered at 2 km. The temperature of the hydroxyl (OH) layer is measured with an Michelson interferometer. The interferometer has a 10 cm aperture beamsplitter that records the airglow in the OH Meinel bands from 1.0 to 1.6 μm. Temperature measurements are made every 2-3 minutes with an accuracy of 2 K.

The quality of the lidar data is significantly reduced in the summer when the concentration of sodium is at its seasonal minimum, and the background noise is a maximum during the perpetual twilight. Accordingly, we present measurements from the winter, spring and fall.
3 Observations

A typical sequence of sodium profiles measured by the lidar on November 15, 1995 is plotted in Figure 1. These measurements show two distinct features associated with the data. There are downward phase progressions associated with upwardly propagating gravity waves and tides. There is also a strong oscillation in the bottomside of the sodium layer. Figure 2 shows the OH temperature measurements and the contour of constant sodium density. A coherent oscillation is present throughout the observation period.

Both waves are consistent with a long wavelength (=20 km) gravity wave propagating through the sodium and OH layers. The 6.5 hr wave on 6-7 November 1995 has an rms horizontal wind amplitude of at least 12 m/s. Analysis of the sodium perturbations at higher altitudes do not yield a dominant 6.5 hr wave. These oscillations have been observed during other periods at PFRR. Similar observations have also been reported in other high-latitude sodium lidar observations, where strong oscillations in the bottomside of the sodium layer appear not to propagate to higher altitudes (Collins et al., 1992).

This lidar data, obtained over a two year period of approximately 45 nights of observations, is used to quantify the gravity wave activity over PFRR. The sodium fluctuations are used to infer the variance of the density perturbations associated with the gravity wave (Senft and Gardner, 1991). The variation of the wave variance with altitude provides a measure of the interactions between the gravity waves and the background atmosphere. These data will be compared with the set of 20 observations from South Pole site and the set of 57 observations from Urbana.

3 Summary

The analysis of a new data set of new of high-latitude resonance lidar observations is currently under examination. The combination of simultaneous sodium density lidar and OH temperature allows us to study the vertical structure of long-period waves, and
explore the role of wave-wave interactions. The sodium lidar density data is also been compared with sodium lidar observations at two other sites to assess the geographical variability of gravity wave activity.
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Comparison of an Fe Boltzmann Lidar with a Na Narrowband Lidar
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The performance of an Fe Boltzmann lidar is compared to existing Na narrow-band techniques. It is shown that the two systems yield similar performance, but the Fe system allows the use of more broadband lasers.

For both techniques, the sensitivity is defined as the normalized change in the ratio per degree temperature change [1]

$$S_T = \frac{\partial R_T/\partial T}{R_T}$$

Using Eq. (1), the RMS temperature error due to photon noise can be written as [1]

$$\Delta T = \frac{1}{S_T} \sqrt{\frac{1 + 1/R_T}{N}} = \frac{Q_T}{\sqrt{N}}.$$

where $Q_T^2$ is the number of photon counts $N$ required for 1 K of temperature accuracy.

The Na narrow-band technique exploits the temperature dependence of the absorption cross section of Na. An increase in temperature results in a broadening of the absorption line. The shape of the cross section can be measured by tuning a laser to selected frequencies within the absorption feature (sub-Doppler probing). For a two frequency technique for temperature measurements, the ratio can be written as [1]

$$R_T(z,t) = \frac{N_{f_c}(z,t)}{N_{f_a}(z,t)} = \frac{\sigma_{\text{eff}}(f_c, T) \rho(z,t)}{\sigma_{\text{eff}}(f_a, T) \rho(z,t)}$$

where $\rho(z,t)$ is the Na density, $f_a$ is a frequency near the peak of the Na $D_{2a}$ resonance and $f_c$ is near the local minimum of the effective absorption cross section $\sigma_{\text{eff}}(f, T)$. Thus $N$ in Eq. (2) is $N_{f_a}$ for the case of Na with $Q_T$ being calculated numerically.

The Fe Boltzmann technique relies on the temperature dependence of the ratio of the ground state populations of two closely spaced Fe lines. At thermal equilibrium, this ratio is the Boltzmann factor $e^{\Delta E/kT}$ [2]. The Fe system utilizes two separate transitions at 372 nm and 374 nm and thus the laser linewidth can be broadband relative to Na narrowband systems. This relaxation of the system linewidth is the principle reason why Boltzmann Fe systems are being developed.

The ratio of the photon counts at the two wavelengths is

$$R_T = \frac{N_{374}}{N_{372}} = \frac{\sigma_2 \lambda_2 g_2}{\sigma_1 \lambda_1 g_1} \exp \left[ -\frac{\Delta E}{kT} \right] = C_1 \exp \left[ -\frac{C_2}{T} \right].$$
Here, the $\sigma_i$ are the peak values of the effective Fe cross sections, the $\lambda_i$ are the center wavelengths of the Fe transitions, and the $g_i$ are degeneracies. At $T = 200$ K and $\sigma_i = 800$ MHz FWHM (full width at half maximum), the peak values of the cross section become $\sigma_1 = 0.759 \times 10^{-16}$ m$^2$, and $\sigma_2 = 0.704 \times 10^{-16}$ m$^2$. Using $g_1 = 9$, $g_2 = 7$, $\lambda_1 = 371.993$ nm, $\lambda_2 = 373.713$ nm, and energy difference $\Delta E = 415.9$ cm$^{-1}$, the constants in Eq. (4) are $C_1 = 0.725$ and $C_2 = 598.446$ K$^{-1}$, and the ratio $R_T = 0.0364$.

The sensitivity, as defined by Eq. (1), becomes

$$S_T = \frac{C_2}{T^2} \approx \frac{600}{T^2} \text{ (at 200 K).} \quad (5)$$

Using Eqs. (4) and (5), $Q_T$ becomes

$$Q_T = \frac{T^2}{C_2} \sqrt{1 + \frac{1}{C_1} \exp \left[ \frac{C_2}{T} \right]} \quad (6)$$

Using Eq. (6) with $N = N_{374}$ in Eq. (2) yields the temperature error for the Fe technique.

Over typical mesospheric temperatures (100-250 K), the sensitivity of the Na technique is about half that of the Fe technique. For both techniques, as the temperature increases, the ratio approaches unity and $S_T$ decreases. To achieve 1 K accurate temperatures at $T = 200$ K, the ratio $R_T$ must be known to an RMS accuracy of 0.83% with the Na technique and to 1.5% with the Fe technique.

Figures 1 and 2 show $Q_T^2$, the required number of return counts for a 1 K temperature accuracy at $N = N_f$ and $N_{374}$ respectively. At low temperatures, $Q$ increases because the photon error is dominated by the frequency that has the lowest signal and both $N_f$ and $N_{374}$ decrease. At high temperatures, $Q$ increases because the sensitivity decreases. The optimum point for the Fe system is roughly $T = 150$ K whereas for the Na system, the optimum lies at $T = 80$ K. At $T = 200$ K, $Q_T^2 = 64 \cdot 10^3$ for the Na system, whereas for $Q_T^2 = 127 \cdot 10^3$ the Fe system.

The compare the systems using commercially available laser technology, we use the values from Table 1. The main difference between the two systems is that the Fe system power is assumed to be 8x of the Na system power because of the increase in linewidth tolerance for the Fe system. Thus, for a 1-K accurate temperature measurement with a column height $\Delta z = 3$ km, the integration times at $T = 200$ K for the two systems become 389 s and 352 s for the Fe and Na systems respectively indicating comparable system performance.
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Figure 1: Required number of return counts for 1-K temperature accuracy with the Na narrow-band technique. Optimum is at $T = 80$ K. Background noise $N_B$ is neglected.

Figure 2: Required number of return counts for 1-K temperature accuracy with the Fe Boltzmann technique. Optimum is at $T = 144$ K. Background noise $N_B$ is neglected.
Table 1: System parameters used in the simulation of the current two frequency Na narrow-band system and the Fe Boltzmann system.

<table>
<thead>
<tr>
<th>Layer Parameters (Annual mean at 40° N, Urbana)</th>
<th>Na Narrow-Band System</th>
<th>Fe Boltzmann System</th>
</tr>
</thead>
<tbody>
<tr>
<td>Transition Wavelengths (air)</td>
<td>$\lambda_{{NaD_2}} = 589.15826$ nm</td>
<td>$\lambda_1 = 371.993$ nm</td>
</tr>
<tr>
<td>Transition Wavelengths (air)</td>
<td>$\lambda_{{NaD_2}} = 589.15826$ nm</td>
<td>$\lambda_2 = 373.713$ nm</td>
</tr>
<tr>
<td>Total Abundance</td>
<td>$C_\rho = 5.35 \cdot 10^9$ cm$^{-2}$</td>
<td>$10.6 \cdot 10^9$ cm$^{-2}$</td>
</tr>
<tr>
<td>RMS Width</td>
<td>$\sigma_\rho = 4.42$ km</td>
<td>$3.41$ km</td>
</tr>
<tr>
<td>Peak Density</td>
<td>$\rho_{pk} = 4.83 \cdot 10^9$ m$^{-3}$</td>
<td>$12.4 \cdot 10^9$ m$^{-3}$</td>
</tr>
<tr>
<td>Altitude</td>
<td>$z_{pk} = 92.1$ km</td>
<td>$88.1$ km</td>
</tr>
<tr>
<td>Atmospheric Transmittance (one-way)</td>
<td>$T_a = 0.7$</td>
<td>$0.5$</td>
</tr>
</tbody>
</table>

Laser Parameters

| Effective Backscatter Cross Section ($T = 200$ K) | $\sigma_{eff,fa} = 9.49 \cdot 10^{-12}$ cm$^2$ | $\sigma_{eff,1} = 0.759 \cdot 10^{-12}$ cm$^2$ |
| Linewidth                                      | $\sigma_l = 60$ MHz $RMS$ | $800$ MHz $FWHM$ |
| Total Power                                    | $P_l = 1$ W | $8$ W (both lines) |

Receiver Parameters

| Receiver Aperture                             | $A_R = 0.130$ m$^2$ (0.099 m$^2$ actual) | $0.130$ m$^2$ |
| Receiver Optics Transmittance                 | $\eta_R = 19$ % | $19$ % |
| Detector Quantum Efficiency                   | $\eta_{QE} = 11$ % | $28$ % |
Mesopause temperature variations from observations of more than 24 hours

David A. Krueger, Huailin Chen and C. Y. She
Physics Department, Colorado State University, Fort Collins, CO 80523
Phone: (970) 491-7381, FAX: (970) 491-7947, E-mail:krueger@lamar.colostate.edu

1. Introduction

Temperatures in the mesopause region of the atmosphere have been measured by lidars primarily during night over the past seven years. These measurements have been used to study seasonal changes of the vertical structure (She and von Zahn) and episodic variations (She, et.al., 1998). Extraction of the effects of tides (e.g. with periods of 24, 12, 8, ... hours) is problematical from observations lasting less than 12 hours. Only more recently has technology advanced to allow measurements during the daytime (Chen, et. al., 1996; States and Gardner). Here data is presented for three campaigns with 31, 45 and 61 hours of observation. Contour plots show the measurements, the Lomb normalized periodograms show spectral content of variations of periods from 1 to 60 hours, a least squares fit of periodic functions gives an alternate view, and the effect of using 10 hour subsets of the data is discussed.

2. Temperature Measurements

Temperatures measured in February and March, 1997, are shown in Figure 1 along with those measured in October, 1995, which were reported earlier (Krueger, et. al. 1997). There are regions that display variations with periods around 24 and 12 hours which are expected because of the thermal driving of the atmosphere by the sun.

3. Lomb power

The Lomb method (Press, et. al., 1994) yields not only the spectral power as a function of angular frequency \( \omega = 2\pi f = 2\pi / P \), but also allows an estimate of the significance of that power compared to what would obtain if the variation of the signal were simply due to random Gaussian noise. Figure 2 shows the Lomb power for three altitudes for periods equal to 1, 2, ... 60 hours.

Also shown are the powers that would be expected with probabilities of 0.5, 0.05, and 0.005 (=50%, 5% and 0.5%) from Gaussian noise. These powers equal \( \ln(M/\text{probability}) \) where \( M \) is the number of independent frequencies. \( M \) values, calculated using a Monte Carlo technique, are 21, 17.7, and 14.4 for the Feb, Mar, and Oct observations respectively. The peaks about periods of 12 and 24 hours are significant. There is little indication of waves with other periods. The widths of the peaks can be estimated from Kovacs (1981) as \( 0.75 P^2 \sigma_N / \tau A N^{1/2} \) where \( \sigma_N \) is the variance of the noise after a signal has been subtracted out, \( \tau \) is the length of the data set, \( A \) is the amplitude of the signal, and \( N \) is the number of observations. Thus, going from a period of 12 hours to 24 hours, the width would increase by a factor of four consistent with Fig. 2.

4. Fits to periodic functions

The time variation of the temperature was analyzed by assuming a periodic functional form, \( T(z, t_i) \), containing a constant and a sum of \( \cos(2\pi t / P_k) \) and \( \sin(2\pi t / P_k) \) terms where \( P_k \) takes on the values 24, 12, 8, and 6 hours if we use all the data and just 12 hours if we use 10 hour intervals of the observations. The amplitudes are determined by minimizing the weighted chi-square (Press, 1994)

\[
\chi^2 = \sum_{i=1}^{N} W_i \left( T_{\text{exp}}(z, t_i) - T(z, t_i) \right)^2
\]

where \( W_i^{-1} \) is equal to the estimated variance in the experimental values, \( T_{\text{exp}}(z, t_i) \). Typical night-time measurements will have up to 10 hours of observations. Fitting to tides over a limited time range has been seen to contribute to more structure in the mesopause than if one takes data over 24 hours. (States and Gardner). Thus it is of interest to do the least squares fitting or averaging over 10 hours during the night or day to compare with the full data set.

February campaign results are presented in the amplitude and phase form, \( A_k \cos \left( 2 \pi \left( t - \tau_k / P_k \right) \right) \) in Fig. 3. We have also included plots of the average temperature over all the observations as well as over daytime (7 am to 5 pm) and nighttime (7 pm to 5 am). For data taken during the night, the profiles of the averages have somewhat more "structure" than the profiles of the constant term in the fits. Results from the global-scale wave model (GSWM) of Hagen et. al. (1995) are also shown. The GSWM diurnal
(semidiurnal) amplitudes for April and October are about 2 K larger (5 K smaller) than those shown for January. The measured diurnal amplitude is decreasing with altitude whereas the model is mostly increasing. There are some differences in the semidiurnal tides from night and day but they are less than the differences compared to the model. The phases of the semidiurnal variation are in better agreement.

For comparison, the constants from the fits and amplitudes and phases for the diurnal and semidiurnal waves are shown in Figure 4 using all the data for the February, March, and October campaigns. The diurnal and semidiurnal amplitudes for the three nights exhibit significantly different behaviors, but all have values up to 10-15 K. The associated phases have greater similarities. The 8 and 6 hour amplitudes are not shown but are less than 6 K except for the 88 to 94 km region in October where the 8 hour amplitude peaks at about 8 K. The small values are consistent with the periodogram results. Since there are more than 24 hours of observations with few missing hours, the amplitudes are almost independent of each other.
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Figure 1. Contours of temperature from 80 to 100 km for campaigns in February and March in 1997 and October in 1995. Sunrise and sunset are marked by vertical arrows and are essentially the same for February and March.
Figure 2. Lomb spectral power for Feb, Mar, and Oct. for altitudes of 83.4, 90.9, and 96.4 km.

Figure 3. Results of fitting February temperatures to a periodic function. All indicates using all 61 hours. Nite1 and Nite2 (Day) include 10 hours of observation from 7 pm to 5 am local time (7 am to 5 pm). Sunrise was 6:33 am and sunset was 5:56 pm. Also shown is the simple average over the interval.
Figure 4. Results of fitting all data for Feb, Mar, and Oct campaigns to periodic functions with periods of 24, 12, 8, and 6 hours. The 8 and 6 hour results are not shown.
A frequency-agile lidar with concurrent frequency monitor for simultaneous measurement of temperature and line-of-sight wind in the mesopause region
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1. Summary

To achieve simultaneous measurement of temperature and line-of-sight wind, Colorado State University's two-frequency narrowband lidar has been modified for three-frequency operation. The application of a tandem acousto-optical modulator system permits rapid frequency-shifting, resulting in measurements free of contamination from atmospheric Na density fluctuations. Simultaneous temperature and vertical wind profiling data taken during 1996-97 have revealed a possible systematic frequency shift between the pulsed transmitter output and that of the c.w. seed laser used for frequency selection. Although this frequency shift impacts temperature measurements negligibly, it gives rise to a systematic bias in the vertical wind of ~ -8 m/s depending on the condition of dye laser amplifier. In this paper, we discuss a technique that may be used to monitor such a frequency shift, as well as its implementation into routine data acquisition.

2. The Narrowband Na Lidar

Lidar techniques for routine measurement of temperature and wind profiles in the mesopause region have become increasingly interesting as the study of thermal and dynamical structures of this region have become increasingly topical. In order to determine Doppler broadening (thus temperature) and Doppler shift (thus wind) of laser induced fluorescence from atmospheric metal atoms, a narrowband (~100 MHz) and tunable laser system is required. For over six years Colorado State University has utilized a narrow-band lidar for mesopause temperature profiling over Fort Collins, CO (41°N, 105°W) and considerable new geophysical information has been obtained. The transmitter includes a pulsed dye amplifier seeded by a c.w. ring dye laser tuned to the Doppler-free D_{2a} peak and cross-over features, at which frequencies Na fluorescence is temperature sensitive (located respectively at \( v_a = -651.4 \) MHz and \( v_c = 187.8 \) MHz relative to the Na D_2 transition at 589.158 nm) (She et al., 1992). The measured fluorescence intensity ratio at these two frequencies is used to determine the atmospheric temperature in the mesopause region.

But studies of the middle atmosphere are incomplete without detailed knowledge of its wind structure. Since the absorption frequency (mean wavelength \( \lambda_0 \)) of an atmospheric Na atom with radial velocity \( V_R \) is shifted by \( V_R/\lambda_0 \), line-of-sight winds can also be measured by a narrowband lidar provided that Doppler shift, in addition to Doppler broadening of atmospheric Na atoms, is monitored. To do this, an additional fluorescence ratio excited at frequencies sensitive to Doppler-shift (wind speed) is required from the lidar return. Using a Fabry-Perot interferometer as an additional frequency marker, the Illinois group has employed a four-frequency (\( v_a - \Delta f \) and \( v_a + \Delta f \), with \( \Delta f = 600 \) MHz in addition to \( v_c \) and \( v_a \) scheme and made the first lidar horizontal wind measurement in the mesopause region (Bills et al., 1991). Using a single acousto-optic frequency shifter to shift to a third frequency, initial observation of temperature and radial wind have also been made with a three-frequency (at \( v_a \), \( v_a + 480 \) MHz and \( v_c \) scheme (She and Yu, 1994)

However, a limitation of schemes which use a Fabry-Perot or a single-modulator becomes clear. Data collection requiring integration at successive frequencies and laser tuning between Doppler-free features necessitates a time delay between successive
signal returns significant compared to the timescale of sodium density fluctuations in the atmosphere. Therefore, both the wind and temperature measurements are subject to contamination by these density fluctuations. For this reason, systems at both Colorado State (White et al., 1996) and Illinois (Yu et al., 1997) were upgraded using two acousto-optic (AO) modulators in tandem. In this system, the C.W. seed laser remains locked to the peak of Na D2a spectrum (νa), and the tandem AO modulator system is used to provide the additional two frequencies (ν₋ = νa ± 630 MHz) necessary for the simultaneous temperature and line-of-sight wind measurements.

3. Initial Temperature and Vertical Wind Measurements

With this tandem AO system we opted to point the lidar at zenith for initial measurements at Colorado State; the higher accuracy required for vertical wind measurements providing a more stringent test of the lidar system's accuracy. The system has been in regular operation, and a typical result giving hourly averaged temperature and vertical wind profiles are shown in Fig. 1. The hourly temperature profiles are seen to display expected range of temperatures and variations. However, the vertical winds show a systematic bias of roughly 8 m/s, a value considerably larger than expected and likely indicative of an instrumental problem.

It should be pointed out that the lidar transmitter beam is the output of a pulsed dye amplifier (PDA) which is injection seeded by a single-mode c.w. dye laser tuned to the Na D2 resonance line. Up to this point, we have assumed the centroid frequency of the pulsed output to be identical to the frequency of the c.w. ring laser which serves as the frequency marker (She et al., 1992) via Doppler-free fluorescence spectroscopy (She and Yu, 1995). Calculations show (White et al., 1996) that if the centroid frequency of the pulsed output is blue shifted from that of the c.w. laser by 13 MHz, a bias in the vertical wind velocity of -8 m/s results, consistent with Fig. 1. The same frequency shift will give a temperature bias of less than 0.5 K. The simultaneous temperature and line-of-sight measurement technique has therefore been implemented for our routine lidar operation, yielding accurate temperature measurements for our long-term study of the thermal structure of the mesopause region (She et al., 1998). To most accurately measure vertical wind, we have pursued the investigation of the observed bias with the intention to monitor this frequency shift in real time to allow corrections to be made for its effect.

Figure 1: Analyzed three-frequency lidar data from the night of March 18, 1997, UT. (a). hour-averaged temperature profiles and (b). hour-averaged vertical wind profiles display systematic offset from 0 m/s, the accepted theoretical value.
4. The Frequency Shift Monitor

It is well known that there exist ample absorption lines of iodine vapor in the visible wavelengths, both the center and width of which depend upon the temperature of the iodine cell. It is our intention to use an iodine vapor cell to monitor the frequency of the transmitter pulses. Shown in Fig. 2 is the transmission curve of an iodine cell held at 80°C along with the Doppler-free fluorescence spectrum of a Na vapor cell, with the locations of the operating frequencies at \( v_a \) and \( v_\pm = v_a \pm 630 \text{ MHz} \) indicated. The spectra were taken simultaneously by scanning the c.w. seed laser, with the iodine spectrum subsequently broadened by a computation taking into account the lineshape function of the PDA output pulses, measured previously. By monitoring the transmittance of pulsed laser light through the iodine cell, we can experimentally determine the frequency shift of the transmitter pulses. This may be done during data acquisition by sending a small portion of the transmitter laser pulse into a monitoring setup, similar to that employed by the edge technique (Korb et al., 1992) for wind measurement. Shown in Fig. 3, a transmitter pulse is divided into a monitor and a reference channel, measuring its transmission through the iodine cell and its pulse energy, respectively. The ratio of the intensities, appropriately scaled, gives the fractional transmittance through the cell. During data acquisition, the iodine transmittance may then be monitored in real-time and the mean transmittance at the three operating frequencies recorded for each set of photocount profiles, to be used for the correction of any present frequency shift. In this manner, even if the conditions (pump power and dye quality) of the PDA are changed during data acquisition, the corresponding frequency shift can be determined and its effect properly assessed and corrected. When this is implemented, the lidar return may be adjusted to provide accurate temperature and line-of-sight wind measurements to within 0.5 K and 1 m/s accuracy. With both vertical winds and temperatures precisely measured the profile of heat flux, for example, can be experimentally determined.
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Water vapor in the atmosphere plays an important role in radiative transfer and the process of radiative balance so critical for understanding global change. It is the principal ingredient in cloud formation, one of the most difficult atmospheric processes to model, and the most variable component of the Earth-atmosphere albedo. And as a free molecule, it is the most active infrared absorber and emitter, thus, the most important greenhouse gas. The radiative impact of water vapor is important at all levels of the atmosphere. Even though moisture decreases by several orders-of-magnitude from the Earth's surface to the tropopause, recent research has shown that, from a radiative standpoint, a small percentage change in water vapor at any level is nearly equivalent (Arking, 1998). Therefore accurate and precise measurements of this important atmospheric constituent are needed at all levels to evaluate the full radiative impact. The need for improved measurements in the upper troposphere is particularly important because of the generally hostile (very dry and cold) conditions encountered.

Because of the importance of water vapor to the understanding of radiative transfer, the Department of Energy's Atmospheric Radiation Measurements (ARM) program initiated a series of measurement campaigns at the Cloud And Radiation Testbed (CART) site in Oklahoma, especially focused on atmospheric water vapor. Three water vapor intensive observation period (water vapor IOP) campaigns were planned. Two of the water vapor IOP campaigns have been completed: the first IOP was held during the fall of 1996 with a focus on boundary layer water vapor measurements, and the second was conducted during the fall of 1997 with a focus on both boundary layer moisture and moisture in the upper troposphere.

This paper presents a review of the intercomparisons of water vapor measurements in the upper troposphere acquired during the second water vapor IOP. Data to be presented include water vapor measurements from: two Raman Lidars, the NASA Goddard Scanning Raman Lidar (SRL) and the CART Raman Lidar (CARL), a number of Vaisala radiosondes launched during the IOP campaign, and a dew point hygrometer flown on the University of North Dakota Cessna Citation Aircraft.

The water vapor IOP campaign was conducted over the period September 15 to October 5, 1997 at the CART site near Lamont, OK. During the IOP there were 10 nights where the meteorological conditions (thin or no cloud cover) allowed for lidar measurements up to and including the upper troposphere. Data acquired during these nights will be discussed after a brief description of the two lidar systems.

The Scanning Raman Lidar was developed in the early 1990's and was first deployed in the fall of 1991 in the SPECTRE/FIRE campaign in Coffeyville, KA (Whiteman et al., 1992). The SRL consists of an XeCl excimer laser aligned with a 0.76 m diameter telescope. The average output of the laser is 24 W at a wavelength of 351 nm at a repetition rate of 400 Hz. The system has four spectral channels: the laser wavelength, and the Stokes shifted Raman wavelengths associated with oxygen, nitrogen, and water vapor. Photon counting data is recorded simultaneously from the PMT's in the four channels in sequential 0.5 microsecond bins, corresponding to a range resolution of 75 m. Data is
typically accumulated from 23,200 laser shots (approximately one minute at 400 Hz) before being stored for real-time analysis. The SRL was optimized for nighttime operation.

The CART Raman Lidar, CARL, was developed during the mid 1990's and was delivered to the Oklahoma site during the summer of 1996 (Goldsmith et al., 1998). The CARL system uses a tripled Nd-YAG laser aligned with a 0.61 m telescope. The laser generates 12 W average power at the tripled wavelength of 355 nm, at a repetition rate of 30 Hz. It is a three spectral channel lidar (Raman scattering by oxygen is not observed), with the channel locations appropriate to the output frequency of the tripled Nd-YAG laser. The system acquires photon counting data in 0.25 microsecond bins (37.5 meter range resolution) typically accumulating data from 1740 laser shots before storing (corresponds to one minute of operation). The CARL system was optimized for daytime operation with narrow spectral channels and a narrow field-of-view, thus giving it outstanding characteristics for nighttime operations.

Both lidars routinely provide vertical profiles of water vapor mixing ratio, aerosol scattering ratio, and aerosol optical depth. Figures 1 and 2 show typical profile comparisons of water vapor mixing ratio data from the various measurement techniques during two different observation periods. The profiles shown in the two figures include integrated SRL data at full vertical resolution to an altitude of 8 km with smoothing to 300 m resolution above, average CARL data with vertical smoothing to 312 m above 9 km, data from two sondes launched during each observation period, and Citation data from the dewpoint hygrometer during both ascent and descent of the aircraft.

Data in figure 1 were acquired during the observation period of Sept. 26, 1997 between 0230 and 0430 UTC (between 2130 and 2330 CDT on the evening of Sept. 25, 1997). Independent synoptic meteorological information indicates that during the observation period there was moistening in the altitude range 9 to 12 km, which is consistent with data from the two sondes given in the figure. Comparison of the data from all the measurements up to an altitude of 8.5 km shows good agreement. Above 8.5 km and up to 11 km, we see reasonable agreement between the two lidars and the aircraft measurements, with the SRL data slightly wetter than CARL, and the aircraft data wetter than SRL. These profiles lie between the measurements from the two sondes, which is consistent with the moistening of the atmosphere during the observation period.

Figure 2 shows data acquired during the observation period between 0100 and 0400 UTC on October 4, 1997. Independent observations indicate that the upper troposphere moisture was essentially unchanged during the observation period. Comparison of the profiles from all the measurement systems show good agreement from 6 to 12 km with the exception that the SRL data indicates wetter conditions above 10 km.

The wet bias seen in the SRL data when compared to the CARL data, shown in both figures, could be due to a positive bias in the water vapor channel of the SRL, introduced by signal-induced-noise (SIN). The SRL has a larger field-of-view than the CARL and therefore, when the laser pulse first crosses into the field-of-view of the telescope, the PMTs in the water vapor channels of the SRL would be exposed to a relatively larger backscatter than the corresponding PMTs in the CARL. This relatively high exposure at short range (low altitude) would be more likely to produce SIN in the SRL water vapor data at high altitudes, where the backscatter from water molecules is low, leading to a wet bias in the upper troposphere.

Figure 3 is a summary of the comparison of the CARL data with the sondes data from the nine clear sky nights of observation between September 26 and October 4, 1997. Shown in the figure is the mean percentage difference between the CARL and the sondes, for 29 independent comparisons, calculated using the following relationship: (CARL-Sonde)/CARL. The bars in the figure represent the standard deviation of the mean difference. For the comparisons, CARL data was accumulated over a thirty minute period after the launch of each sonde. The timing difference allows for the balloon to rise to the upper troposphere so as to assure the best spatial and temporal overlap of the two measurements. In the comparison only CARL data with a signal-to-noise greater than 4 was used. The figure shows a gradually increasing trend in the mean difference between the two measurements. The trend is seen as a wet bias in the CARL data compared with the sonde data. The wet bias could be due to a small amount of SIN in the CARL data compared with the sondes. A dry bias in sondes in the upper troposphere has been reported by other investigators (Soden et al., 1994).

We must continue our focus on upper tropospheric moisture observations until we are confident of the accuracy and precision of the measurements, and we come to understand the spatial and temporal variability of naturally occurring moisture. Until then we cannot be certain of our predictions of the radiative effects of atmospheric water vapor.
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Figure 1. SRL and CARL on September 26, 1997, integrated from 0230-0430 UTC compared to the Citation dewpointer, during ascent and descent, and to the Vaisala radiosondes. Also shown for comparison is the water vapor mixing ratio profile for 100% relative humidity derived from the sonde temperatures and pressures.
Figure 2. Same as Figure 1 except these data are from October 4, 1997, 0100-0400 UTC. Note the scale on the abscissa.

Figure 3. Mean difference profile, in percent, comparing CARL to radiosondes for the 1997 water vapor IOP.
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Introduction

A compact Raman lidar for the remote measurement of atmospheric water vapor and aerosols is described here. Continuous measurements of tropospheric water vapor profiles over all temporal and spatial scales are required for meteorological and climate studies, and lidars are the most convenient instruments for this task. Lidars based on either Raman scattering or differential absorption technique [Grant, 1991] are commonly utilized for measurement of water vapor. Although the Raman lidar is conceptually a much simpler instrument compared to the differential absorption lidar (DIAL), practical Raman lidars are bulky, expensive and operate mostly at night, because of the low Raman signal levels. The compact Raman lidar (CRL) will overcome many of these limitations by utilizing the Micro Pulse Lidar [Spinhirne, 1992] concept, and will result in a rugged, affordable lidar with routine day and night operational capability. A compact, high repetition rate, diode-pumped, frequency quadrupled Nd:YAG laser (266nm) is the laser source. By operating in the solar blind wavelength region, the solar background is reduced to allow daylight operation. A moderate sized telescope (35cm aperture) collects the weak signal and efficient detection is achieved with photon counting after blocking elastic scattering with rejection filters. An aperture placed at the telescope focus is used to reduce the field of view and further reduce the background radiation reaching the detector. Water vapor mixing ratios can be obtained with vertical resolution of 100-200m, for 1mJ/pulse laser energy, for up to 3km altitude. An averaging period of ten minutes is adequate to yield high accuracy (5%) and good signal to noise ratio (−20) at 2 km altitude.

Although the early Raman lidar water vapor measurements were demonstrated in the late sixties and early seventies, this technique was not exploited greatly until recently. This was primarily because of the very small Raman scattering cross section for the atmospheric species compared to the molecular scattering (about 4 orders larger) or particulate scattering CS, thus requiring a high energy laser and large telescope, and resulting in a large and complex lidar instrument. Since the Raman scattering cross section increases as the inverse fourth power of the laser wavelength, the Raman signal is increased by using shorter wavelength lasers. Hence improvements in the performance of lasers and the commercial availability of high energy short wavelength pulse lasers such as the third and fourth harmonic of Nd:YAG at 355 and 266 nm, and excimer lasers (e.g., XeCl and KrF at 308 and 248 nm) made Raman lidars attractive once again. A number of Raman lidars have been built [Melfi et al, 1985, Whiteman, et al, 1992, Philbrick, 1996] and have established their ability to make accurate water vapor measurements up to 10 km. However, these Raman lidar systems are still large, complex, expensive and in many cases function only at night and are not eye-safe.

The Raman Lidar described here is a significant departure from the others in being compact, robust, and even more importantly it is eye-safe, and by effectively discriminating against the background radiation continuous day and night measurements can be obtained. The keys to the simplification are: the compact, efficient diode pumped laser in place of the large excimer or flash-lamp pumped lasers; a low cost astronomical Cassegrainian telescope with a narrow field of view; a high sensitivity photon counting detection system equipped with solar blind detectors and blocking filters for daytime measurements with adequate spatial and temporal resolution; a robust, user-friendly system design, control and data acquisition electronics. Although the altitude range is rather limited, it may be pointed out that the bulk of the water vapor is contained in the bottom 3 km of the atmosphere. In addition, this instrument will also provide ozone concentration profiles and aerosol distributions (to a much higher altitude). Unlike the differential absorption lidar (DIAL) for water vapor measurement which needs two lasers, one of which has to be a narrow bandwidth high stability source, the Raman lidar is a much simpler instrument requiring only a single laser with reasonable stability and linewidth.

Raman Lidar Technique

During Raman scattering, the frequency of a small fraction of the exciting radiation ω_e is shifted down (Stokes shift) or up (Anti-Stokes) by the rotational or vibration-rotational energies ω_m of the molecules interacting with the radiation. Although the Raman cross section increases as the fourth power of frequency, both laser and Raman scattered wavelengths are increasingly absorbed in the UV by ozone and oxygen. In addition, there is increased extinction due to Rayleigh scattering which also increases as the fourth power of frequency. The shortest wavelength where the optimum performance
occurs was shown to be near 265 nm [Renaut and Capitini, 1988]. Thus the fourth harmonic of Nd:YAG at 266 nm is well suited for Raman lidar and is chosen. Table 1 lists the Raman frequency shift $v_{R,m}$, the Stokes shifted wavelength of Raman scattering $\lambda_m = 1/(v_L - v_m)$, and the differential backscattering cross sections $(d\sigma/d\Omega)_x$ for $O_2$, $N_2$ and $H_2O$ for an excitation wavelength $\lambda_L = 266$ nm (i.e., $v_L = 37593$ cm$^{-1}$). [Renaut and Capitini, 1988].

### Raman shift & cross section for excitation at 266 nm.

<table>
<thead>
<tr>
<th>Specie ($m$)</th>
<th>Vibrat. shift $v_{R,m}$ (cm$^{-1}$)</th>
<th>Raman W/length $\lambda_m$ (nm)</th>
<th>CS $(d\sigma/d\Omega)_x$ cm$^2$ sr$^{-1}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oxygen</td>
<td>1556</td>
<td>277.5</td>
<td>$2.0 \times 10^{-29}$</td>
</tr>
<tr>
<td>Nitrogen</td>
<td>2330</td>
<td>283.6</td>
<td>$9.7 \times 10^{-30}$</td>
</tr>
<tr>
<td>Water vapor</td>
<td>3653 (v$_1$ band)</td>
<td>294.6</td>
<td>$3.0 \times 10^{-29}$</td>
</tr>
</tbody>
</table>

Most of the Raman lidars detect the Stokes shifted vibrational Raman bands of the species of interest. The Raman scattering cross sections are very small, being about 3 to 4 orders lower than that for Rayleigh scattering. Hence blocking the Rayleigh and the even stronger particulate scattering, is crucial for detecting the weak Raman scattered radiation. Raman band pass filters pass the Raman radiation, but block scattered light at the laser wavelength by over 8 orders. The bandwidth of the filter is chosen to optimize the Signal to Noise Ratio (SNR) while making the measurement insensitive to temperature [Whiteman, et al, 1992] over the full temperature range of the atmosphere over which water vapor measurements are made. Such special filters are commercially available [Bar Associates].

A direct determination of the water vapor mixing ratio is made by taking the ratio of the measured intensities of the Raman scattered radiation in the vibrational bands of water vapor and nitrogen. Recent measurement campaigns have demonstrated 5% measurement accuracy for altitudes up to 3 km with a few minutes of signal integration for nighttime operation [Melfi et al, 1992]. The low signal intensity makes it hard to perform daytime Raman measurements [Goldsmith and Ferrare, 1992] in the presence of strong background solar radiation. But daytime Raman measurements in the solar blind UV region (where the background solar radiation is attenuated strongly by $O_2$ and $O_3$) have been demonstrated [Balsiger et al, 1996]. In such a system, however the differential ozone absorption at the $N_2$ and $H_2O$ Raman wavelengths [Renaut, et al, 1988, Whiteman et al., 1996] has to be corrected before the water vapor mixing can be determined. This is achieved by including a third Raman channel for $O_2$, and using the $O_3$ and $N_2$ signals to determine the ozone density [Balsiger, et al, 1996].

### Compact Raman Lidar

The CRL described above is in the initial stage of development at SESI. It is based on the aerosol and cloud micro-pulse lidar demonstrated first by Spinhirne [1993], modified and improved [Lee, et al, 1997] into a commercial instrument by SESI.

![Figure 1. Optical layout of the compact Raman lidar](image-url)
beam splitter (PBS) where it is separated into multiple detector channels by the dichroic beam splitters BS\textsubscript{m}. The separated signals pass through bandpass interference filters F\textsubscript{m}, before being focused on the photodetectors D\textsubscript{m}. The filters serve the dual function of blocking the elastic scattered laser wavelength by 10\textsuperscript{9} orders for the O\textsubscript{2} and N\textsubscript{2} channels and by >10\textsuperscript{10} orders for the H\textsubscript{2}O channel, in addition to blocking the ambient solar background radiation. Compact photomultiplier tubes (PMT) will be used for detection in the photon counting mode. The output of the PMT is fed into programmable multichannel scalers [SESI, Model 1003] that will range resolve the photoelectron counts into bins of desired spatial resolution and also accumulate the counts for a predetermined number of shots. The PC also serves as the data system together with the multichannel scalers, whose range bin is selectable between 100 nsec and 2 \mu sec. The time integration of the return signal is performed by the MSC and the data is read out at a predetermined rate by the PC.

**Eye Safety Considerations**

Eye safety criteria of the laser exposure is defined in terms of the maximum permissible exposure (MPE) for the naked eye according to the American National Standards Institute (ANSI Z136, 1986). The MPE for a pulse laser is based on the peak power of the pulse while the MPE for a cw system concerns the total energy for an extended exposure period of a few seconds. The MPE for a number \( N \) of repetitive pulses that are viewed within the exposure period, is reduced from the MPE of a single pulse by a factor of \((N)^{-1/4}\). Since the reduction of MPE is a rather slow function of the pulse repetition rate while the average power (and hence the signal information content) increases linearly with the rep rate, an eye safe lidar can use a high PRF low pulse energy laser transmitter. For an exposure of 10 s for the human eye staring at the UV beam, the MPE is calculated for a 1 kHz laser at 266 nm is \(3 \times 10^{-4} \text{J/cm}^2\). Thus when the laser beam is expanded by the telescope, this transmitter will readily satisfy the ANSI eye safety requirement for the 1mJ, 1 kHz pulses at 266 nm, as opposed to 532 nm where the maximum pulse energy is limited to about 120\mu J.

**Analysis**

For a lidar transmitter with a laser wavelength \( \lambda_\text{L} \), and pulse energy \( E_\text{L} \), the signal \( S_\text{m}(R) \) at the Raman shifted wavelength \( \lambda_\text{m} \) collected by the telescope from a layer of thickness \( \Delta R = c \Delta t / 2 \) is given by:

\[
S_\text{m}(R) = \frac{B(\lambda_\text{m}) + \eta_\text{m} \Phi(R) N_\text{m}(R) \left( \frac{d\alpha_\text{m}}{d\Omega} \right) E_\text{L}}{A \Delta R R^2} \cdot \exp \left[ -\int_0^R [\alpha(\lambda_\text{L}) + K(\lambda_\text{L}) + \alpha(\lambda_\text{m}) + K(\lambda_\text{m})] dz \right]
\]

where \( B(\lambda_\text{m}) \) is the background radiation, \( \eta = \text{term} \) including the system optical efficiency and the detector quantum efficiency, \( \Phi(R) \) = geometric overlap function, \( \alpha(\lambda) \) = attenuation coefficient due to scattering and continuum absorption effects, \( K(\lambda) \) = resonant absorption (by O\textsubscript{3}, O\textsubscript{2}, etc), \( A = \text{area of receiver telescope}, N_\text{m}(R) = \text{number density of the species m}, \) and the subscript \( m \) identifies the species. The water vapor mixing ratio \( w(z) \) defined as the ratio of the mass of water vapor to that of dry air in a given volume is given by:

\[
w(z) = \frac{N_\text{H}_2\text{O}(z) M_\text{H}_2\text{O}}{N_\text{D}_\text{Air}(z) M_\text{D}_\text{Air}} = C_1 \cdot \frac{S_{\text{H}_2\text{O}}(z)}{S_{\text{H}_2\text{O}}(z)}
\]

where \( C_1 = \text{system calibration constant} \) and \( M = \text{the molecular weights} \). Since the proportion of nitrogen in air is constant, the mixing ratio is proportional to the ratio of the water vapor and nitrogen Raman signals. However, this is only approximately correct because the attenuation and absorption coefficients at the two Raman shifted wavelengths are not the same. Rayleigh scattering is calculated at the two wavelengths and used for correction.

A major source of error for the UV Raman lidar is absorption by ozone. O\textsubscript{3} absorption spectrum covers the 240 to 340 nm wavelength region. Both the H\textsubscript{2}O and N\textsubscript{2} Raman vibration bands are positioned on the sloping side of the Hartley absorption band of ozone, the tropospheric O\textsubscript{3} causes a differential absorption [Renaut and Capitini, 1988], which if left uncorrected can significantly affect the water vapor mixing ratio. Furthermore concentration of O\textsubscript{3} varies considerably both spatially and over all time scales ranging from hours to months and years. Its concentration ranges from 2 to 6 \times 10^{11} \text{cm}^{-3} near the surface [PROFITT and Langford, 1997]. Therefore it is necessary to determine the ozone density \( N_\text{O}_3 \) in the measurement range. This is accomplished by including another channel for measuring the Raman signal from oxygen at 279 nm. Taking the ratio of the oxygen and nitrogen return signals, the expression for the integrated ozone column density is obtained as:

\[
\frac{S_{\text{O}_3}(z)}{S_{\text{N}_2}(z)} = C_2 \frac{N_{\text{O}_3}(z)}{N_{\text{N}_2}(z)} \exp \left[ -\sigma(\lambda_{\text{O}_3}) - \sigma(\lambda_{\text{N}_2}) \int_0^z N_{\text{O}_3}(\zeta) d\zeta \right]
\]

where \( \sigma(\lambda_{\text{O}_3}) \) and \( \sigma(\lambda_{\text{N}_2}) \) are O\textsubscript{3} absorption cross sections at the O\textsubscript{2} and N\textsubscript{2} Raman wavelengths. Since the ratio \( N_{\text{O}_3}(z) / N_{\text{N}_2}(z) \) is constant through the lower atmosphere this equation can be solved to obtain the column density of ozone. The ozone density \( N_{\text{O}_3}(z) \) is directly obtained by taking the derivative of the equation. After applying the ozone correction the water vapor mixing ratio is:

\[
w(z) = C_1 \cdot \frac{S_{\text{H}_2\text{O}}(z)}{S_{\text{H}_2\text{O}}(z)} = \frac{S_{\text{O}_3}(z)}{S_{\text{N}_2}(z)} \Delta \sigma_{\text{O}_3} = \frac{\sigma_{\text{N}_2} - \sigma_{\text{H}_2\text{O}}}{\sigma_{\text{N}_2} - \sigma_{\text{O}_3}}
\]
where \( C_3 \) is the new calibration constant.

**Performance Simulation**

A performance simulation was conducted for the proposed CRL system which is under development at SESI. We have assumed a laser energy of 1 mJ/pulse at 1 kHz, 35 cm aperture receiver, a 15% detector quantum efficiency. A standard tropical atmosphere model with a 23 km visibility was used for the simulation. Extinction of the laser beam and the backscattered signals by ozone absorption and Rayleigh and aerosol scattering are included. Since the low Raman scattering cross sections yield very low photo-electron counts, fairly long signal integration times are required. Figures 2 and 3 show the number of photoelectrons detected in each 1 \( \mu \)s bin (150 m resolution) for a 10 minute observation period. Here the signal is accumulated over \( 6 \times 10^5 \) shots (10 min) to yield \( 10^6 \) counts for \( \text{H}_2\text{O} \) and \( 10^7 \) counts for \( \text{N}_2 \) at 1 km altitude. Uncertainties in lidar measurements come from two main sources: the signal detection random error; uncertainties in the knowledge of scattering cross section and \( \text{O}_3 \) concentration. The signal to noise ratio of the photon counting detector depends on photon statistics, and the dark noise of the PMT and the background radiation falling on the PMT. For the low dark noise and background in this lidar, photon statistics dominate the source of noise and the SNR is then proportional to the square root of the photon counts. At 1 km, from the photon counts in figure 1, the SNR is approximately 100 for \( \text{H}_2\text{O} \) and 315 for \( \text{N}_2 \), and the mixing ratio SNR \( \sim 95 \). At 2 km however, the corresponding values are 19, 100 and \( \sim 17 \). Vertical range of up to 3 km may be profiled with a somewhat coarser vertical resolution and longer averaging period. Reducing the FOV by inserting a 1 mm aperture to limit the background radiation affects only the signal in the first 1.2 km as seen in figures 2 and 3. The SNR of the measurement can be improved further by reducing the
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**Figure 2.** Computed Raman signal received (# of photoelectrons) in the 3 channels for 10 min averaging.

![Figure 3](image-url)  
**Figure 3.** Effect of reduced FOV (135 \( \mu \)rad) on Raman signal. Signal is reduced for only the first 1.2 km. FOV and increasing the averaging time.

It is seen thus the CRL described here is an eyesafe lidar capable of providing continuous water vapor mixing ratios in the lower troposphere.
1. Introduction

Although ambient ozone concentrations have declined significantly as a result of major reductions in the emission of volatile organic compounds and nitrogen oxides, southern California continues to have the worst ozone problem in the United States. The complex meteorological and chemical processes taking place in the region are not fully understood. The 1997 Southern California Ozone Study (SCOS97) was planned to provide a new milestone in the understanding of relationships between emissions, transport, ozone standard exceedances in southern California, as well as to facilitate modeling to refine estimates of the additional emission reductions required to attain the National Ambient Air Quality Standard. The study was conducted in coordination with the North American Research Strategy for Tropospheric Ozone (NARSTO). Thus, the experiment is known as SCOS97-NARSTO.

The field activity started June 16 and ran through October 15, 1997. The existing monitoring network was supplemented with additional sites for the collection of continuous air quality and meteorological data. Moreover, during selected periods (2-4 days) when high ozone concentrations were forecast, additional monitoring and sampling occurred. During these intensive operation periods (IOPs), four to six aircraft, instrumented with ozone monitors and other monitoring equipment, made two to three flights per day; up to 75 balloon soundings were made per day; and additional samples of volatile organic compounds and carbonyls were taken.

As a high technology remote sensing instrument, the NOAA Environmental Technology Laboratory (NOAA/ETL)'s ozone profiling atmospheric lidar (OPAL) was deployed in the Los Angeles urban area. During IOPs, OPAL operated continuously for more than 20 hours per day, providing vertical profiles of ozone and aerosol in an area important for understanding ozone evolution and transport, as well as for air quality model performance validation.

The lidar was located at the El Monte Airport, about 15 km south of the foothills of the San Gabriel Mountains, which have a ridge line north of El Monte at altitudes about 2-2.5 km. The intent of choosing this site was that the polluted air mass in the return flows from the San Gabriel mountains...
could be detected by the lidar. The site elevation is 90 m (msl).

2. The OPAL System

The ETL's OPAL transmits three UV wavelengths (266, 289, and 355 nm) in an eye-safe manner. The first two are for ozone and the third is for aerosol profiling. The innovative hardware design of this lidar makes it efficient, compact, and easily transportable. Prior to the SCOS97-NARSTO experiments, a redesigned 2-dimensional scanner was installed on the lidar. The vertical scanning capability provides a valuable internal system check, frequent calibration, and was desired for both monitoring and modeling studies.

The lidar has the unique capability of measuring profiles of ozone concentrations from near the surface to 2-3 km above the ground level and aerosol profiles up to 10 km. The raw data were recorded with a signal sampling interval of 5 m. With an averaging of 600-1200 pulses (5-10 min), the retrieval of ozone concentrations has a range resolution from a few tens of meters in the lower boundary layer to 150-200 m at about 3 km. Range resolution decreases with height because the signal-to-noise ratio is lower at farther ranges. The aerosol profiling at 355 nm has a maximum range of about 10 km with a range resolution of 15 m.

3. Lidar Observations in SCOS97

In the SCOS97-NARSTO experiment, OPAL detected persistent ozone and aerosol layers aloft on most days during the IOP's. A lower layer of ozone and aerosol at 1000-1500 m (msl) and a higher layer of ozone and aerosol at 2000-2500 m (msl) were frequently observed by the lidar. These distinctly separate layers existed simultaneously during a time period from the late afternoon till midnight, when they started to dissipate. Sometimes, they persisted through the night and could be seen in the early morning.

An example of the ozone and aerosol layers aloft are shown in Figs. 1 and 2, respectively. Ozone and aerosol vertical profiles are plotted against time in a contoured time-height chart. The profiles were taken on August 4, 1997, from 17:12 to 22:52 PST (Pacific Standard Time). Two layers of ozone and aerosol aloft are shown clearly in the figures. The following day featured the highest ozone surface concentration observed during an IOP (= 190 ppb)

To show the two ozone layers aloft more distinctively using a black-and-white contour, the contours in Fig. 1 begins at 60 ppb. The lower layer at about 1000-1500 m lay just above the top of the marine boundary layer. According to the temperature soundings, the top of the boundary layer decreased from about 800 msl at 1700 PST to about 500 m at midnight. The altitudes of the lower ozone layer decreased simultaneously with the underlying boundary layer. The peak ozone concentrations in this layer were 90-105 ppb in the early evening, and decreased to about 70 ppb at midnight. The ozone layer at higher altitudes was at about 2000 to 2500 m, the same altitudes as the ridge line of the San Gabriel Mountains. Ozone peak concentrations in this layer were higher than those in the layer below, started from 110-130 ppb in the early evening, decreased to about 90 ppb at midnight.

Ozone concentrations below 500 m were high in the mid afternoon (= 110 ppb), decreased in late afternoon, and dropped to less than 20 ppb after about 20:30 PST. The surface ozone concentration decreased even more rapidly, from 42 ppb at 17:12 PST, to 0 after 20:20 PST.

The two aerosol layers aloft shown in Fig. 2 were at the same height as the ozone layers. There was also a dense aerosol layer below 500 m. In the 2-2.5-km layer, the upper boundary extended up to 4500 m in the early evening and gradually became lower in late evening. The lower boundary of this layer was parallel to that of the ozone layer. The peak aerosol extinction coefficients in this layer increased from about 0.26 km\(^{-1}\) to about 0.34 km\(^{-1}\). The 1000-1500-m layer was at first detached from the lower boundary layer. After about 1900 PST it merged with the layer below 500 m. The upper boundary of this layer was also parallel with the ozone layer. The peak value of extinction coefficients increased from 0.22 km\(^{-1}\) to 0.28 km\(^{-1}\). In the layer below 500 m, the aerosol extinction coefficient was high. The peak value increased from 0.3-0.4 km\(^{-1}\) in the early evening, to 0.5-0.6 km\(^{-1}\) at midnight.

The increase of the 355-nm extinction coefficient with time from the surface to 3 km may imply an increase in the aerosol size due to the increase in relative humidity at night. Because 355 nm is close to the peak of an NO\(_2\) absorption band, a portion of the increase in the extinction coefficient may also be attributed to additional absorption by NO\(_2\) which was created when ozone was scavenged...
by nitric oxide emissions. Ozone scavenging is indicated by the decrease of ozone concentrations at all altitudes, but especially at the lower level. However, the NO$_2$ absorption would only be about 10-20% of the 355-nm aerosol extinction coefficients in this particular case, even if we assume NO$_2$ concentrations were as high as 100 ppb.

Various nitrogen compounds (e.g., NO$_3$, N$_2$O$_5$) and radicals act as reservoirs of potential oxygen atoms which are necessary for the formation of ozone. Any such compounds available in the morning would enhance ozone formation after sunrise.

4. Summary and Discussion

Layers of high ozone concentrations aloft in the South Coast Air Basin (SoCAB) in California have been reported by many measurement projects. These layers may result from complex mesoscale flows in the basin, including sea breezes and thermally forced daytime up-slope flow in the mountains.

It is hypothesized that these high-concentration ozone layers aloft may contribute significantly to ozone standard exceedances in the basin by recycling pollutants from previous days, and/or increase ozone concentrations in downwind basins by transport.$^{4,5}$ During the 1987 Southern California Air Quality Study experiment, trajectory studies in two cases showed an upper level recirculation in the middle of the SoCAB.$^5$

During the SCOS97-NARSTO experiment, NOAA/ETL's OPAL detected persistent ozone and aerosol layers aloft in the SoCAB. One layer was just above the top of the marine boundary layer, the other was at the same altitudes of the mountain ridge line north of the site. The continuous lidar observations during high ozone episodes in this experiment provided time variations of ozone and aerosol vertical profiles that were not previously available. Further analysis of the lidar data, combined with wind and other observational data, would contribute significantly to the understanding of the formation and transport of the ozone layers, and bring new insight into important issues in air quality research in Southern California.
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1. Introduction

The NASA Langley Research Center's airborne UV DIAL system [Richter et al., 1997] participated in the Subsonic Assessment, Ozone and Nitrogen Oxide Experiment (SONEX) mission from October 13 to November 12, 1997. The purpose of the mission was to study the upper troposphere/lower stratosphere in and near the North Atlantic flight corridor to better understand this region of the atmosphere and how civilian air travel in the corridor might be affecting the atmospheric chemistry. Bases of operations included NASA Ames, California (37.4°N, 122.1°W); Bangor, Maine (44.8°N, 68.8°W); Shannon, Ireland (52.7°N, 8.9°W); and Lajes, Terceira Island, Azores (38.8°N, 27.1°W). Since the UV DIAL system observes in the nadir as well as the zenith, aerosol and ozone data were obtained from near the Earth's surface to the lower stratosphere. A number of interesting features were noted relating to both chemistry and dynamics of the troposphere, which are reported here.

2. Measurements and discussion

Plumes from urban/industrial areas were observed on flights over populated regions. For example, on the transit flight from NASA Ames to Bangor, Maine on October 13, a haze cloud was seen above the Rockies near Aspen, Colorado (39.2°N, 106.8°W), a thick haze cloud over Denver (39.7°N, 105°W) (Figure 1), sometimes referred to as the "Denver Brown Cloud," as well as thin haze plumes near Grand Junction, Colo. (39°N, 108.5°W) and Richfield, Utah (38.7°N, 112°W). The westerly wind speeds were relatively low so the aerosols were not transported away rapidly.

Mountain waves were observed while crossing the Rocky Mountains on October 13. The Front Range (39° 35′N, 105° 40′W) gave the largest effect, with one dip observed just prior to the ridge followed by another dip just past the ridge (Figure 1). The peak-to-peak separation was 10 km, and the amplitudes were 1-1.5 km. There were also minor waves associated with other nearby peaks. Mountain waves are a well-known phenomenon [Ralph et al., 1997a, b], but this image may represent the first time they have been studied using airborne aerosol lidar.

Several examples were found of unseasonably high ozone in the boundary layer from pollution sources. The first was between Pittsburgh, Pennsylvania (40.4°N, 80°W) and Albany, New York (42.6°N, 73.8°W), on October 13 between 1940 and 2010 UT. Values of 60-75 ppbv from 1.3 to 2.6 km were seen during most of this portion of the flight track. This is a region of concern about ozone pollution, with the ozone precursor hydrocarbons and NO generated in the Ohio Valley and points east, then transported eastward through this region, but such values are not usually seen into autumn.

Enhanced aerosols and ozone were observed during flights over New England and Quebec on November 10 and from New York to Kansas on November 12. The aerosols and clouds extended from 3-10 km, and ranged from optically thin to optically thick, indicating that they had picked up considerable moisture during transit. The elevated ozone was observed as high as 8 km, and was associated with the aerosols. The air mass back trajectories indicated that the air had recently come from the Ohio Valley. On November 10 at the lower altitudes (surface and 700 hPa), the streamlines were westerly, while for the higher ones (500-200 hPa), the winds were southwesterly, which explains why the pollution was seen only at the higher altitudes (there is little urban/industrial activity to the west of the region). Both conditions point to convective pumping from the lower troposphere followed by long-range transport.

Another example of pollution transport was found off the coast of Ireland on October 18 from 1400 to 1700 UT. Pollution from Portugal was wheeled up to
there by the low pressure system off the coast of Portugal. The Iberian Peninsula could represent a significant pollution source for the British Isles, when the winds are from the south.

Evidence of even longer range transport of pollutants was found on the flight from Shannon to the Azores on October 28. Continental pollution from the U.S. reached out to 38°-42°N, 17°-21°W, a distance of at least 4,700 km from the eastern U.S. at that latitude, assuming straight line transport. A low pressure system was located over New Brunswick, which diverted some of the continental flow a bit to the south as it exited the U.S. in the mid-Atlantic states region, and a high pressure system over the center of the North Atlantic near 40°N, 35°W diverted the flow to the south before pulling it back to the north. Such long-range transport over the oceans has been observed before, such as over the western Pacific [Browell et al., 1996a; Jaffe et al., 1997] and tropical South Atlantic [Browell et al., 1996b]. Evidently once plumes get transported to the ocean, they can often travel quite large distances due to the reduced frequency of convective activity over oceans compared to over land, except during hurricane season.

A large number of stratospheric ozone intrusions were observed during SONEX, with at least one observed on 10 of 14 flights. These flights were primarily in the latitude range from 39°N to 53°N. This period is between the period of maximum northern midlatitude stratospheric intrusions (June-July) and minimum intrusions (December-February), based on ozonesonde climatologies for Uccle (51.8°N, 4.35°E) and Observatoire de Haute Provence (43.9°N, 5.75°E) [Van Haver et al., 1996]. The intrusions reached as low as 4 km, where further descent was blocked by an inversion layer at the top of a stable boundary layer. One was seen to stop at the top of the Denver haze layer. Another intrusion disappeared into a convective storm, which is one way they get mixed into the troposphere. They can also just slowly dilute into the troposphere once they are cut off from the stratosphere. During PEM West A, which was conducted from September 16-October 22, 1991 [Browell et al., 1996a], stratospheric intrusions made significant contributions down to 5-6 km in the 40°N-60°N region, and less significant contributions down to 4-5 km in the 20°N-40°N region.

Two jet streaks were crossed during the mission. In the classic jet streak, which often occurs during a straight leg of the jet stream, the winds accelerate along the jet, thereby pulling up lower-tropospheric air and pulling down stratospheric air through the Venturi effect [Blaustein, 1993]. This situation was observed on the flight from the Azores to Bangor on October 31 near 48°-49°N, 45°-48°W. A high pressure system was found near 43°N, 18°W, with low pressure systems found near 56°N, 82°W and 67°N, 0°W, all of which contributed to the path of the sub-polar jet stream, although the jet streak was closest to the low pressure system. A 4-km thick, optically-thin (the surface could still be detected) cloud developed below the jet streak, and aerosols formed streamlines to the cloud boundary from lower altitudes 200-500 km away, showing the direction of air mass flow. The tropopause was depressed as determined by in situ instruments onboard the NASA DC-8. Another jet streak was observed near 66°N, 10°W soon after leaving Shannon on October 25, but the tropopause depression was not as evident (Figure 2).

3. Summary
The NASA Langley UV DIAL system participated in the SONEX mission in October-November 1997 over mid-latitude North America and the North Atlantic Ocean. During the mission, a number of interesting chemical and dynamical features in the troposphere were found, including unseasonably high ozone levels in the boundary layer, haze above urban areas, long-range transport of pollutants, stratospheric intrusions, convective outflow, mountain waves, and jet streaks. These observations provide further evidence that an airborne lidar/DIAL system can find interesting atmospheric phenomena during an extended field mission, even in areas not identified in advance as part of the major objectives of the mission.
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Figure 1. Aspen, Colorado haze, mountain waves, and the Denver "Brown Cloud" observed on October 13, 1997. The terrain is represented by the white region, while the atmospheric scattering ratio is represented by various shades of gray. The aircraft was travelling about 750 km/hour.

Figure 2. Jet streak-induced aerosol distributions observed northeast of Shannon, Ireland on October 25, 1997. The cloud in the center is just below the jet streak, and the aerosol distributions to either side of the cloud show horizontal transport induced by the jet streak.
Measurement of Various Minor Species Near Ground Surface Using Differential Absorption Lidar
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1. INTRODUCTION:

The nonmethane hydrocarbons such as alkanes, alkenes, alkynes, etc. are pollutants, and their concentrations depend on complex balance between their sources, their transport and their sinks. A number of phenomenon, including biomass burning, deforestation, fossil - fuel burning and agriculture practices are altering appreciably their concentrations in the atmosphere. These hydrocarbons together with oxides of nitrogen are also recognised the important precursors of ozone in the lower troposphere. Thus the monitoring of nonmethane - hydrocarbons along with surface ozone, water vapor etc are important for a better understanding of the tropospheric chemistry. New Delhi (28.7° N, 77.2° E) is considered to be one of the cities severely hit by anthropogenic activity. In view of the above a Differential Adsorption LIDAR (DIAL) using a tunable CO2 laser has been designed and developed at National Physical Laboratory, New Delhi, to monitor various minor constituents in the atmosphere. In this paper some preliminary results of measurements of surface ozone, water vapour and ethene using DIAL are presented.

2. EXPERIMENTAL SET UP:

The set up consists of a continuous wave tunable CO2 laser as transmitter, CO2 laser spectrum analyser, Hg Cd Te detector, lock-in-amplifier , He-Ne laser, Chopper etc. The CO2 laser beam is aligned with the help of a Helium-Neon laser. A 4" diameter mirror is used to reflect back the laser beam to the receiver. The total horizontal path-length is 210 m. The returned signal is sensed by a liquid nitrogen cooled HgCdTe detector and synchronously detected using a lock-in-amplifier. The technical specifications of the system are presented in Table I.

3. RESULTS AND DISCUSSION:

The DIAL technique involves differential absorption of laser radiation by a molecular species. It employs two laser wavelengths, one overlapping with the strong absorption features of the species of interest (called ON line), while the other being non-resonant (OFF line). By comparing the attenuation of the two beams one can get the concentration of the species. Interference due to the other species, scattering from the other particles and aerosols can be eliminated by choosing the two wavelengths at a very close interval. The concentration of the constituent of interest can be computed using the DIAL equation.

The CO2 laser is a suitable source of radiation because there is a good spectral coincidence between laser emission lines and the absorption lines of many gases of interest. In the present investigation the DIAL has been used to monitor surface ozone, water vapour and ethene concentrations. The 'on' and 'off' lines used are given in the table. The typical diurnal variation of surface ozone obtained using differential absorption lidar at NPL is depicted in the figure. The maximum ozone concentration was observed around noon local time and it decreases towards the evening. The Lidar derived surface ozone is also compared with that measured by an in situ ozone analyzer. The surface ozone measurement are being made on round the clock basis using ozone analyzer to study the diurnal as well as seasonal variation. Very high values i.e. more than 140 ppb of surface ozone have been found on some days during summer June-July 1997 which is health hazard. In the present communication the salient features of the DIAL system and the results obtained will be discussed in detail.
DIURNAL VARIATION OF SURFACE OZONE AT NEW DELHI ON APRIL 6, 1997
<table>
<thead>
<tr>
<th>TRANSMITTER</th>
<th>RECEIVER</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser Type - Grating Tuned CO₂ Laser&lt;br&gt;Edinburgh Instruments&lt;br&gt;Model WL8 - GT</td>
<td>Detector - Cooled HgCdTe (PV)&lt;br&gt;Santa Barbara Model 40742 /&lt;br&gt;SAT PV 708 P</td>
</tr>
<tr>
<td>Wavelength Range - 9-11 μm</td>
<td>Lock-in-Amplifier - Stanford Research&lt;br&gt;Model SR510</td>
</tr>
<tr>
<td>Power - 2-3 watt</td>
<td>Chopper - EG&amp;G PARC, Model 192</td>
</tr>
<tr>
<td>CO₂ Spectrum Analyzer - Optical Engg.</td>
<td>Power Meter - Scientech Model 372</td>
</tr>
<tr>
<td>Optics - ZnSe (Lenses, B.S. etc)</td>
<td>Chart Recorder</td>
</tr>
<tr>
<td>He-Ne Laser - 5 mw</td>
<td>IBM PC/AT 586</td>
</tr>
</tbody>
</table>
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Lidar Observation of the Nocturnal Inversion Transition in the Lower Atmosphere over Hong Kong
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Abstract. The time evolution of the vertical lidar profiles during a typical winter evening transition period over Hong Kong, a subtropical coastal city is presented. Results indicate that the nocturnal planetary boundary layer is more stratified under strong radiative cooling conditions. The formation of the nocturnal inversion and the overlying residual layer were also observed. In this study, comparisons between the result and radiosonde sounding data will also be discussed.

1 Introduction

There are many criteria in determining the height h of nocturnal boundary layer (NBL). The dynamical height scale as the low-level wind maximum [1], the thermal height scale that is the height of the ground-based stable layer [2], and also the level which turbulent kinetic energy decreases to 5 percents of its surface values [3]. To understand the behaviour of h is important as it plays a significant role in atmospheric and environmental research, for example h can be a basic input parameter to meso- and synoptic-scale numerical weather forecasting models.

For the past two decades, many researchers have successfully demonstrated the capability of using lidar to study the structure of the daytime convective boundary layer [4, 5, 6, 7], but relatively few nighttime lidar measurements of the PBL have been reported [8, 9, 10]. It is very difficult to determine h based on a single monitoring method.

In this paper, we focus on the temporal evolution of the PBL two hours before and after sunset using a Mie lidar system developed at City University of Hong Kong, Hong Kong. The result presented here is a typical case showing the stratification of the PBL and the formation the NBL during a winter evening under clear sky condition. The distinct features of the nocturnal PBL observed by lidar reveal that it is feasible to use lidar to probe the NBL.
2 Lidar Monitoring Arrangement

The City University of Hong Kong lidar [11] consists of a frequency doubled Nd:YAG laser (output wavelength at 532 nm with a repetition rate of 10 Hz). The output beam axis was aligned colinearly with the optical axis of a 0.25-m diameter Newtonian telescope. A 0.30 m diameter reflecting mirror mounted on a computer-controlled stepping motor is used to redirect the laser beam into the atmosphere from a dome on top of a nine-storey building (about 57 m AMSL). The expanded laser beam is 30-mm in diameter with 0.2-mrad divergence. The telescope collects the backscatter radiation from atmospheric molecules and aerosols. As a light signal is spatially and optically filtered to minimize background noise and then detected by a photomultiplier tube (PMT). The output of the PMT is converted to voltage and then digitized for every 0.02 microseconds (6-m range-resolution) on a digital storage oscilloscope. The digital signals are transferred to the hard disc of a Pentium-Pro PC via GPIB interface. In addition, a CCD camera is used for viewing where the target of the laser beam is pointing in the atmosphere.

For data comparison, we used radiosonde measurements taken by the Hong Kong Observatory, which is 3 km Southeast from our lidar site. The lidar profile is range-corrected by multiplying each data point to the square of its corresponding range value. The inversion algorithm of Klett's [12] is applied to derive the extinction coefficient.

3 Results and Discussion

The observation was performed in the clear sky winter evening on 9 December 1997. In Figure 1, a comparison of the lidar and the radiosonde profiles shows that the two sounding systems are consistent in determining the inversion height in the nocturnal PBL. In the lidar profile (figure 1a), we determine the first decrease of the extinction coefficient as the top of the inversion. Conversely, the radiosonde defines the region where the first increase in potential temperature (figure 1b) and coincide as decrease in relative humidity (figure 1c) over isothermal layer [13]. Figure 1 also depicts the formation of the NBL height h at 450 m, which is very much related to the rate of the radiative cooling. Above the NBL the residual layer and capping inversion can be identified.

Figure 2 depicts the time evolution of the vertical lidar profiles, started at local time two hours before (17:00 hr) and ended at two hours after (21:00 hr) sunset. The level at which a sharp decrease in aerosol signals appears indicates the height of the mixed layer; in this case strong mixing occurred during daytime. At LT 2000 hour, the 'ripples' signals at an even low level replaced the previous 'sharp decrease' signal. This can be largely explained the thickening of the entrainment zone. As the night progressed further the layer became more stratified. The NBL depth is about 450 m from ground and the residual layer overlying the NBL has an approximate depth of 650 m. Thus the mixed layer depth decreased at an averaged rate of 50 m per hour at this evening transition period.
This is a preliminary study of the evening transition nocturnal inversion over a subtropical coastal city. The first result is promising in using lidar technique to probe the nocturnal PBL. Detailed data analysis will be presented.

Fig. 1. Data comparison between lidar (i) and radiosonde (ii) and (iii) at LT 20:00 on 9 December 1997.

Fig. 2. Lidar signal profile: evolution of evening transition PBL at 20:00 on 9 December 1997.
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I. INTRODUCTION

Vertical concentration profiles of approximately 100-300 m range resolution and ppb-order concentration resolution for substances causing acid rain, such as SO$_2$, are considered necessary for validation of emission and transport models. These profiles can be measured by in situ sampling using aircraft, or more conveniently and economically by a ground-based differential absorption lidar (DIAL).

Localized, relatively high concentrations of SO$_2$, such as smokestack exhaust or volcanic emission have been measured by DIAL in the past [1, 2, 3, 4]. In these cases, the SO$_2$ concentrations were in the order of 100 ppb with range resolution in the order of 10 m. Range-resolved DIAL measurements of ambient SO$_2$, whose concentration is in the order of several ppb, have been very few in number [5].

In order to improve the resolution of DIAL measurement of SO$_2$, a multiwavelength method making use of two DIAL pairs is presented. Calculations of SO$_2$ measurement error show that multiwavelength measurement is effective in removing the effects due to other species, especially O$_3$.

II. MULTIWAVELENGTH DIAL

The lidar equation gives the number of backscattered photons received from range between $R$ and $R+\Delta R$:

$$N(R, \lambda_i) = \frac{E_0 \eta A \Delta R}{E_p \lambda_i} \exp \left[ -2 \int_0^R n(R')\sigma_0(\lambda_i) + \alpha_x(R', \lambda_i)dR' \right]$$

Here $\lambda_i$ is the illumination and detection wavelength, $E_0$ is the laser pulse energy, $\eta$ is the optical efficiency of the receiver, $A$ is the effective area of the receiver, $E_p = hc/\lambda_i$ is the energy per photon, $\Delta R$ is the range resolution, $\beta$ is the backscatter coefficient, $n$ and $\sigma_0$ are the number density and absorption cross section of the measurement target species, and $\alpha_x$ is the extinction coefficient due to other molecules and particles. The laser pulse width (typically 10 ns) is considered to be much shorter than the time interval $\Delta t = 2\Delta R/c$ corresponding to the range resolution $\Delta R$ (typically $\Delta t = 670$ ns for $\Delta R = 100$ m).

The extinction coefficient due to constituents other than SO$_2$ is given by $\alpha_x = \alpha_M + \alpha_R + \sum_j n_j\sigma_j$ where $\alpha_M, \alpha_R$ are the extinction coefficients due to Mie and Rayleigh scattering, respectively, and $n_j, \sigma_j$ are the number density and absorption cross section of the interfering atmospheric constituents. The Mie extinction coefficient (at sea level) can be approximated by $\alpha_M(km^{-1}) \approx (3.91/\rho)^{0.55n/\lambda}$ where $\rho$ is the visibility of the atmosphere in km, $\lambda$ is in nm, and $q = 1 \sim 1.30$ [6]. The principal interfering species in the 300 nm wavelength region is O$_3$.

The backscatter coefficient is given by $\beta = \beta_M + \beta_R$, where $\beta_M$ and $\beta_R$ are the Mie and Rayleigh backscatter coefficients, respectively. Rayleigh backscatter is dominant for heights above ~2 km.

The range-resolved concentration profile of the measurement target species can be found from the number of backscattered photons at the different wavelengths ($m$ total wavelengths):

$$n = \frac{1}{2\Delta R\sigma_0} \left[ \sum_{i=1}^{m} e_i Z(R, \lambda_i) - \sum_{i=1}^{m} e_i B(R, \lambda_i) \right] - \frac{\alpha_x}{\sigma_0}$$
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where
\[
Z(R, \lambda_i) = \ln \left( \frac{N(R, \lambda_i)}{N(R + \Delta R, \lambda_i)} \right), \quad B(R, \lambda_i) = \ln \left( \frac{\beta(R, \lambda_i)}{\beta(R + \Delta R, \lambda_i)} \right),
\]
e_i = +1 for large values of \(\sigma_0(\lambda_i)\) (corresponding to the "on" wavelengths, at which the absorption by the measurement target species is large) and \(e_i = -1\) for small values thereof (corresponding to the "off" wavelengths, at which the absorption is small), and

\[
\sigma'_0 = \sum_{i=1}^{m} e_i \sigma_0(\lambda_i), \quad \alpha'_x = \sum_{i=1}^{m} e_i \alpha_x(\lambda_i)
\]

\(\sigma'_0, \alpha'_x\) reduce to the differential absorption cross section and differential extinction coefficient for the two wavelength case \((m = 2)\).

Considering the multiwavelength case to be a superposition of two or more DIAL pairs, \(m\) is an even integer and \(\sum_{i=1}^{m} e_i = 0\). For \(\beta(R, \lambda_i) = \lambda_i^2 \nu f(R)\) where \(\nu = \text{constant}\), \(\sum_{i=1}^{m} e_i B(R, \lambda_i) = 0\). The measurement wavelengths \(\lambda_i\) can suitably be chosen so that \(n \sigma'_0 \gg \alpha'_x\), in which case eq.(2) yields

\[
n = \frac{1}{2\Delta R \sigma'_0} \sum_{i=1}^{m} e_i Z(R, \lambda_i)
\]

Table 1: Cases considered for SO2 measurement.

<table>
<thead>
<tr>
<th>(i)</th>
<th>DIAL 1</th>
<th>DIAL 2</th>
<th>3 wavelength dual-DIAL 1</th>
<th>3 wavelength dual-DIAL 2</th>
<th>4 wavelength dual-DIAL 1</th>
<th>4 wavelength dual-DIAL 2</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\lambda_i) (nm)</td>
<td>299.35</td>
<td>300.05</td>
<td>298.65</td>
<td>299.35</td>
<td>300.05</td>
<td>298.05</td>
</tr>
<tr>
<td>(e_i)</td>
<td>-1</td>
<td>+1</td>
<td>+1</td>
<td>-1</td>
<td>-1</td>
<td>+1</td>
</tr>
<tr>
<td>(\sigma'_0) (m²)</td>
<td>98.0 × 10^{-24}</td>
<td>131 × 10^{-24}</td>
<td>148 × 10^{-24}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(n \sigma'_0) (m⁻¹)</td>
<td>2.5 × 10^{-6}</td>
<td>3.3 × 10^{-6}</td>
<td>3.8 × 10^{-6}</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>(\alpha'_x) (m⁻¹)</td>
<td>-3.7 × 10^{-6}</td>
<td>0.83 × 10^{-6}</td>
<td>0.094 × 10^{-6}</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 1: Absorption cross section of SO₂ indicating wavelengths used in DIAL and dual-DIAL

The DIAL wavelength pair ordinarily used for SO₂ measurement is in the vicinity of 299.35 and 300.05 nm. The absorption cross section of SO₂ and the DIAL wavelengths are shown on Figure 1 [7]. The uncertainty in the cross section values is quoted to be \(\sim 2\%\). The attenuation coefficients for this pair, for a typical O₃ concentration of 30 ppb, atmospheric visibility of 20 km, and a SO₂ concentration of 1 ppb, are shown on Table 1. Note that the assumption \(n \sigma'_0 \gg \alpha'_x\) does not hold, indicating that 1 ppb is below the detection limit by two wavelength DIAL.

In order to suppress the effects due to O₃ and aerosols, we consider multiwavelength DIAL measurement consisting of a combination of two DIAL pairs (dual-DIAL). We consider two dual-DIAL cases, as shown on
Table 1 and Figure 1, which are obtained by a combination of two DIAL pairs, one being the ordinary DIAL pair at 299.35 and 300.05 nm. For 3 wavelength dual-DIAL, the "off" wavelengths for each pair are equal \( \lambda_2 = \lambda_3 = 299.35 \) nm. For 4 wavelength dual-DIAL, both the "on" and "off" wavelengths are different, the pairs being chosen so that \( \alpha_{o} \) is minimized. The separation between the "on" and "off" wavelengths is kept constant at 0.7 nm for each pair.

III. ERROR ANALYSIS

The principal sources of noise for a lidar are counts due to detector noise, counts due to background radiation, and statistical noise. In addition to random noise, there are errors in the cross section of the measurement target species and errors due to the existence of interfering species in the atmosphere. In the UV region, the detector noise is not significant, and the background radiation (\( S_{\lambda} = 10^{-6} \) W/cm\(^2\)-sr-\( \mu \)m at \( \lambda = 300 \) nm) need only be considered for large range, for which the number of backscattered photon count \( N \) (per time bin) is comparable to the background photon count \( N_{B} \). Ignoring detector noise, the statistical error for the detected photon counts is given by \( \delta N = \sqrt{N + N_{B}} \). The error in \( n \) can be then found from (2):

\[
(\delta n)^2 = \left( n \frac{\delta \sigma_0}{\sigma_0} \right)^2 + \frac{1}{(2\Delta R \sigma_0)^2} \sum_{i=1}^{m} \sum_{j=1}^{2} \left[ \frac{N_{ij} + N_{B}}{N_{ij}^2} + \left( \frac{\delta \beta_{ij}}{\beta_{ij}} \right)^2 \right] \frac{1}{(\Delta R \sigma_0)^2} \]

(4)

where \( j = 1, 2 \) stand for range \( R \) and \( R + \Delta R \), respectively.

Measurement error based on (4) was calculated using the following system parameters: laser pulse energy \( E_0 = 30 \) mJ, effective receiver area \( A = 0.2 \) m\(^2\), receiver optical efficiency \( \eta = 0.05 \), receiver bandwidth \( \Delta \lambda = 5 \) nm. The number of measurement sets (for averaging) was variable, \( N_s = 100 - 3000 \). To calculate the Mie extinction coefficient, we set \( \alpha_M(km^{-1}) = (3.91/R_v)(550/\lambda)^{1.3} \) and used \( R_v \) as a variable parameter ranging from 5 to 30 km. The height dependence of \( \alpha_M \) was taken from ref. [6]. The concentration of \( O_3 \) is not known \( a \) priori, so we used this as a variable parameter ranging from 0 to 100 ppb.

The following assumptions were made for calculating the measurement error: (1) the laser pulse energy is the same for all wavelengths, (2) the set of shots consisting each DIAL measurement have perfect correlation, and (3) successive measurement sets are independent (uncorrelated) so that the statistical error decreases as \( \sim 1/\sqrt{N_s} \) where \( N_s \) is the number of measurement sets. Assumption (2) is based on a two laser system, with the "on" and "off" wavelength lasers fired within 1 ms of each other, during which the atmosphere can be considered frozen. To satisfy (3), the pulse repetition rate should be sufficiently low in order for successive pulse pairs to be uncorrelated.

The concentrations of \( SO_2 \) and \( O_3 \) were taken to be uniform with respect to height and invariant within the integration time. The visibility \( R_v \) and background radiation level were also considered to be invariant within the integration time.

Figure 2[a] shows the \( SO_2 \) measurement error of two wavelength DIAL and multiwavelength dual-DIAL as a function of vertical range for atmospheric visibility 20 km, ozone concentration 30 ppb, \( SO_2 \) concentration 10 ppb, range resolution 100 m and 300 m. The dotted traces represent measurement error in the absence of statistical error (in the limit \( N_s \to \infty \)). Figure 2[b] shows \( SO_2 \) measurement error as a function of vertical range and atmospheric visibility for a fixed ozone concentration of 30 ppb. A similar plot for \( SO_2 \) measurement error as a function of vertical range and ozone concentration for a fixed atmospheric visibility of 20 km is shown on Figure 20[c]. The effectiveness of dual-DIAL methods in removing the effects due to ozone can be seen. Figure 2[d] shows the dependence of \( SO_2 \) measurement error on the vertical range resolution \( \Delta R \) at 1 km range, i.e. for \( R, \Delta R \) such that \( R + \Delta R/2 = 1000 \) m. The concentration of \( SO_2 \) and \( O_3 \) are 10 ppb and 30 ppb, respectively, and the visibility is set to 20 km.

The use of multiwavelength DIAL results in considerable reduction in measurement error over ordinary two wavelength DIAL, especially in the lower range where the statistical error is not dominant. There is no significant difference between three and four wavelength dual-DIAL except for the case of high \( O_3 \) concentration.
Figure 2: SO₂ measurement error of DIAL and dual-DIAL as a function of variable parameters.

IV. CONCLUSION

In conclusion, a multiwavelength DIAL method consisting of a superposition of two DIAL pairs to improve the accuracy of SO₂ measurement in the lower atmosphere is presented. The effects of ozone and aerosols can be minimized by an appropriate choice of wavelengths. In principle, the measurement accuracy can be improved to below 1 ppb for 100-300 m range resolution. On the basis of this estimation, a multiwavelength DIAL system is currently under development at this laboratory.
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1 Introduction

The entrainment zone is the region of the atmospheric boundary layer where parcels of air from the overlying free troposphere are entrained into the boundary layer as a result of convective thermals impinging upon the capping inversion and generating turbulent mixing. The convection and the resulting turbulence within the boundary layer and the entrainment zone are driven by solar heating of the earth's surface. The entrainment zone is the least well understood portion of the boundary layer. Measurements are sparse because of the altitude above ground and the great spatial and temporal variability of the interface. Model predictions of entrainment vary widely [1] because of the irregular nature of the interface, the lack of data to guide model development, and the small turbulent scales which may be important within the entrainment zone. The entrainment zone is important because the exchange of air between the boundary layer and the free troposphere has a significant impact upon climate, weather and air quality. A better understanding of entrainment processes through lidar observations can improve our understanding of these important issues.

An open question is whether entrainment occurs mostly on a small scale due to mixing at the very top of thermals, or whether most of the mixing is due to engulfment between rising thermals. The scales and mechanisms of entrainment are likely to vary depending upon the depth of the boundary layer, the strength of the convection, the strength of the capping inversion, and wind shear across the boundary layer top.

The boundary layer is characterized by high aerosol and moisture loading, originating from the surface. The aerosol and moisture content is generally much lower in the free troposphere, and a sharp change in the aerosol and humidity profile occurs at the boundary layer top within the entrainment zone. Thus, the boundary layer top, the entrainment zone, and its variability can often be accurately detected with high spatial and temporal resolution by means of a downward-looking airborne lidar system.

2 Experimental Details

A near infrared airborne water vapor DIAL instrument has been developed at the DLR [3]. It uses a narrow-band tunable dye laser for sequentially generating the on-line and off-line wavelengths around 724 nm. The dye laser is pumped by a frequency doubled Nd:YAG laser which operates in Q-switch mode providing 6 nanoseconds short pulses with a repetition rate of 9 Hz. The wavelength calibration is performed by use of the water vapor absorption spectrum from a photo-acoustic cell. The systems' receiver consists of a 35 cm diameter Cassegrain telescope. The backscattered photons are detected with a photomultiplier and digitized at a resolution of 12 bits and a sampling rate of 20 MHz for each laser shot. A micro computer controls the data ac-
acquisition and stores all data on a removable disk for further processing on ground.

The system, which is currently being replaced by a new, OPO-based concept, successfully participated in several field campaigns. The largest one was the 1994 Boreal Ecosystem-Atmosphere Study (BOREAS) in central Canada [5], during which the DLR lidar was mounted on board the National Center for Atmospheric Research (NCAR) Electra research aircraft. The Electra made turbulent flux, radiation and lidar observations in and just above the boundary layer along a transect extending across the entire boreal forest biome and into the subarctic tundra. The Electra frequently flew repeated passes of approximately 100 km length over the same flight track but at multiple altitudes. These altitudes were mostly within the boundary layer, with one leg just above so that the downward looking lidar could gather boundary layer aerosol and water vapor data.

Water vapor DIAL results from the BOREAS campaign have already been shown [4]. Also, an analysis of boundary layer top statistics derived from the lidar data has recently been published [2]. We focus here on the entrainment zone backscatter returns from these measurements. Since the aircraft was flying just above the top of the boundary layer, the signal-to-noise ratio for returns from the entrainment zone was optimal. At a typical aircraft speed of 120 m/s, the horizontal lidar resolution is 13 m. The vertical resolution is 7.5 m.

3 Results

Figure 1 shows a lidar backscatter cross section through the top of the convective boundary layer, with an aspect ratio of around 2:1. It is part of a lidar measurement of 60 km length. In the center a strong uprising thermal, around 3 km broad, is detected through relatively strong and homogeneous backscatter. The strong gradient at its top suggests that its vertical motion was strong enough to reach and locally lift the inversion. The surrounding boundary layer top shows a smoother backscatter transition towards the nearly aerosol-free atmosphere above, indicating that mixing processes have already taken place there. To the left and right of the well defined, sharp top of the thermal, slightly weaker backscatter regions are found, probably due to engulfment of tropospheric air.

Figure 2, a 4:1 aspect ratio zoom into a measurement spanning a distance of 80 km, shows a morning boundary layer with a mean depth of around 400 m. The very irregular boundary layer top is caused by early morning growth coupled with strong wind shear across the entrainment zone. Winds of 17 m/s were measured above the boundary layer on this day, blowing from left to right, in contrast to 11 m/s winds within the boundary layer. The tops of what we believe are thermal plumes appear slightly tilted in the plot. At 16:29:56, what appears to be an overturning thermal plume is visible at the boundary layer top.

In contrast, Figure 3 shows the early morning boundary layer, before convection has been established. A residual well-mixed boundary layer extends from the ground to about 0.5 km. From about 0.5 to 2.5 km, several smooth haze layers of varying thickness are evident. These layers were evident to the naked eye. Later in the day, boundary layer turbulence significantly perturbs these layers, though not to the point of breaking them up.

Since low backscatter most often stems from free atmosphere air and high backscatter from boundary layer air, intermediate backscatter intensities can be attributed to a mix of free atmosphere and boundary layer air which is mostly likely, in the convective case, entrained air. By defining two thresholds for low and high backscatter in the lidar plots, air parcels belonging to the entrainment zone can be separated from pure free atmosphere and
Figure 4: Frequency distribution of entrainment zone thickness for three convective boundary layer (dashed) and one stable layer interface (solid).

The result can be found in Figure 4 where integral normalized histograms of entrainment zone thickness series determined via the above mentioned method are compared. The method has been applied to a midday convective boundary layer measurement of which Figure 1 is a subset (dashed curve), to a measurement performed one and a half hours earlier at the same site (superposed dashed), to a morning convective boundary layer measurement, of which Figure 2 is a subset (dotted), and to the stable layer transition of Figure 3 (solid).

The good match of both dashed histograms belonging to two different but in time and space neighboring measurements indicates a robust behavior of the entrainment zone detection method. A statistical analysis of these two entrainment zone
depth time series yields a mean of 207 (193) m, a standard deviation of 117 (101) m and a skewness value of 1.7 (0.9). A positive skewness means an asymmetric histogram with a smoother slope towards larger values, as seen in Figure 4. This is related to deep entrainment events into the boundary layer occurring between the relatively sharply defined thermal tops.

The morning boundary layer case, while exhibiting a much thinner entrainment zone due to the small boundary layer depth (only 90 m mean thickness and 42 m standard deviation), has a comparable skewness of 1.1. In contrast to these convective cases, the solid curve is nearly gaussian as expected for a stable layer transition, with a skewness of only 0.1. This demonstrates the ability of the method to discriminate various transition zones. Although few cases have been examined up to now, we have confidence in these results because we obtained fairly good agreement between the method described here and another entrainment zone extraction scheme based on fitting a line to the backscatter slope at the boundary layer top, and because the results of Figure 4 look internally consistent and match our expectations.

4 Summary

The method presented gives a means of quantitatively describing the entrainment zone and of discriminating different boundary layer regimes using entrainment zone thickness series derived from lidar data. Boundaries between stable layers can be distinguished from convective layers through the skewness of the entrainment zone thickness. We note that this way of determining the entrainment zone from lidar data is only feasible when the atmospheric backscattering is horizontally homogeneous and when there is a backscatter gradient across the entrainment zone. The method fails if the aerosol concentration is vertically homogeneous and horizontally heterogeneous, as was sometimes the case during BOREAS due to forest fires. It also fails when hygroscopic aerosol growth is prevalent in the boundary layer and causes rapid and extreme increases in backscatter.

A next step will be to apply the method to the whole BOREAS lidar data base to obtain relationships between entrainment zone thickness and classical boundary layer parameters derived from the BOREAS in situ measurements such as convection, inversion and wind shear strengths. Enlarged and improved by data from other campaigns, these relationships will hopefully enable us to set up a rough classification of boundary layers simply using backscatter lidar measurements of the entrainment zone and of boundary layer depth. On a long term perspective such a classification could, applied to data from future operational spaceborne lidars, help improve boundary layer parameterization in weather or climate forecasting models. Another goal is to compare these observations to large-eddy simulations of entrainment which utilize nested grids to achieve high spatial resolution in the entrainment zone. Data which can be used to validate the predictions of these models is lacking.
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1. Introduction

The EPFL Ozone DIAL was built mainly to supply data for 3D Eulerian mesoscale chemical transport model developed at our institute. The latter are used for simulating pollutant dynamics over regions like Athens Greece, Milan Italy or Geneva and Obwalden in Switzerland [1,2] and providing technical guidance to air quality management agencies. The domain covers typically ranges in the order of 100x100 km horizontally, and up to 6 km vertically. The horizontal grid resolution is 1 to 5 km, with a vertical resolution of some tens of meters for the lowest layer of the model up to 500 meters for the top layer. Our ozone DIAL data are first used to test the accuracy of the model, and also to supply data for the model boundary conditions.

2. The Ozone DIAL System

The optical layout of the system is shown in Figure 1. The transmitter consists of two solid state NdYAG laser sources which emit sequentially at 266 nm (NdYAG 4th harmonic generation) with a delay of 300 μs, an energy per pulse of 100 mJ at 10 Hz.
The laser emission is converted in 289 and 299nm by two low pressure single pass Raman cells filled respectively with D₂ and H₂. The 1st Stokes from the cells and the residual pump from the H₂ cell are combined in one beam using a scheme based on a Pellin Broca prism (PB) and three dichroic mirrors (DM). Because of the time delay between the laser pulses, it is possible with this combining scheme to obtain two DIAL wavelength pairs 266-289nm and 289-299nm. This three wavelengths emitter offers the possibility to optimize the choice of the DIAL wavelength pairs needed for different air quality conditions (ozone smog episode and low visibility, or clean atmospheric conditions) and for different ranges [2,3]. The lidar receiver is based on the use of two telescopes operating simultaneously: a "short range" Newtonian telescope with a primary mirror diameter of 20 cm and a 60 cm focal length for DIAL measurements between 50 and 600 m, and a "long range" Cassegrain telescope with a primary mirror diameter of 60 cm and a 460 cm focal length for measurements from 500 m up to the free troposphere (typ. up to 3 km AGL). The spectral separation of the different lidar signals is carried out by a SPEX 500 monochromator. To separate the long and short range signals, the light from the two telescopes is applied by optical fibers at different heights on the entrance of the monochromator, symmetrically to its optical axis. The two PMT's (Thorn EMI 9829 QB) at the exit of the polychromator detect the light from each telescope, and the analog signals from the PMTs are preamplified, and captured with an 8-bits 500 MHz transient digitizer with a special shot per shot electronics [4].

3 Results and Discussion

As a first example, Figure 2 shows time series of ozone vertical profiles measured with the short range telescope in the center of Geneva on July 18th 1996. The lidar ozone concentrations are presented from 120 up to 700 m AGL between 3 and 9 p.m. The same figure shows also DOAS data at 20m AGL. Relatively high ozone concentrations, around 80 ppb, are measured with a well mixed layer before 16 h over the range presented here, thus revealing essentially constant ozone concentrations from the ground level up to 700 m. From 17 to 20 h, this situation changes rapidly and a strong increase in ozone concentration is measured between 450 and 600 meters, with values reaching 120 ppb. Around 21 h., this episode is over and the ozone concentrations return to about 70 ppb, as measured by DOAS at ground level, and with maximum values around 90 ppb at higher altitudes.
Figure 2. Ozone DIAL time series and ground DOAS data measured in Geneva town July 18th 1996.

One should note that above 600 m, these measurements with the smaller of the two telescope systems are hampered by an insufficient signal to noise ratio for the more absorbed wavelength $\lambda_{on}$.

Figure 3: Comparison between DIAL, air plane, ground based DOAS, and model prediction for the ozone concentration above Changins during the Geneva field campaign. Left: short range DIAL. Right: long range DIAL

The profiles presented in Figure 3 were taken in Changins near Nyon at the NE border of the model domain. They are shown together with a motorglider ozone data and the model prediction. The ozone values measured by the motorglider in a radius of 4 km around the lidar vertical axis are plotted here, ranging from 300 to 1600 m, and for a time window of 1 h around noon on July 14th and respectively 10 a.m. on July 15th. The model was applied for the episode between July 13th and July 16th. Results of the model show good agreement with the measurements. Nevertheless, the model result at ground level slightly underestimates the effective ozone concentration measured by the DOAS for the 14.06 at 12 p.m, while the top of the mixing layer is well defined around 900 m AGL by the airplane and the lidar data, but is not well retrieved on the simulated profile.

4 Recent developments

The EPFL DIAL system has been continuously upgraded between the different field campaigns. For the emitter, $D_2$ was replaced by the cheaper and more efficient CH$_4$/H$_2$/Ar mixture [5] that produces predominantly 1st CH$_4$ Stokes at 289.4 nm. In the receiving part, the monochromator was replaced by 3 solar blind Corion filters which have high enough rejection for solar radiation. It is possible to use this configuration only if the 2 DIAL wavelengths are emitted sequentially, thus making the acquisition system simpler, but no more able to acquire simultaneously the 3 different wavelengths. The replacement of the EMI PMTs with Hamamatsu R5600 has been recently done. The latter PMTs have extended linearity, no detectable afterpulse effect and are far more compact. Unfortunately they suffer from some spatial inhomogeneity of the photocathode sensitivity. This affects strongly the short range lidar signal, but we managed to reduce this inhomogeneity to an acceptable level by using suitable diffusers. The complete results of this work will be published soon, and part of it will be presented at the 19th ILRC.
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Towards Quantifying Mesoscale Flows in the Troposphere Using Raman Lidar and Sondes


1. INTRODUCTION

Water vapor plays an important role in the energetics of the boundary layer processes which in turn play a key role in regulating regional and global climate. It plays a primary role in Earth's hydrological cycle, in radiation balance as a direct absorber of infrared radiation, and in atmospheric circulation as a latent heat energy source, as well as in determining cloud development and atmospheric stability. Water vapor concentration, expressed as a mass mixing ratio (g kg$^{-1}$), is conserved in all meteorological processes except condensation and evaporation. This property makes it an ideal choice for studying many of the atmosphere's dynamic features.

Raman scattering measurements from lidar also allow retrieval of water vapor mixing ratio profiles at high temporal and vertical resolution. Raman lidars sense water vapor to altitudes not achievable with towers and surface systems, sample the atmosphere at much higher temporal resolution than radiosondes or satellites, and do not require strong vertical gradients or turbulent fluctuations in temperature that is required by acoustic sounders and radars.

Analysis of highly-resolved water vapor profiles are used here to characterize two important mesoscale flows: thunderstorm outflows and a cold front passage. The data were obtained at the Atmospheric Radiation Measurement Site (CART) by the ground-based Department of Energy/Sandia National Laboratories lidar (CART Raman lidar or CARL) and Goddard Space Flight Center Scanning Raman Lidar (SRL). A detailed discussion of the SRL (Ferrare et al., 1995) and CARL (Goldsmith et al., 1998) performance during the IOPs is given by others in this meeting.

2. THUNDERSTORM OUTFLOW

Two cases of thunderstorm outflows from the 1994 Remote Cloud Sensing Intensive Operation Period (RCSIOP) are presented. At about 1200 on 27 April 1994, a thunderstorm moved into the CART region from the Texas panhandle and Oklahoma border. Low level clouds were found (satellite) in advance of the storm. A wind shift, from SW to NNE, at about 0300 indicated arrival of an “inflow” region over the CART site. The associated low clouds were observed after about 0500. As evident in the SRL observations (Fig. 1), the cloud layer was thin, extending from 1 to 1.5 km, and exhibited a very flat base. This feature is common to pre-storm environments. Fankhauser (1976) showed that the inflow of an ordinary multicell hailstorm was derived from a layer which, at 20 km ahead of the storm, was restricted to below 1 km above ground level.

Figure 1. SRL-sensed water vapor mixing ratio (g kg$^{-1}$) profiles on 27 April 1994 over the CART station. Note the vertical stippling, which indicates attenuation by cloud, and the data gap around 1000.

Marwitz et al. (1972) also reported that a distinct cloud base associated with an organized updraft can be detected up to 30 km away from an approaching storm. Here, however, the low level cloud deck ex-
tended more than 100 km ahead of the storm and persisted until the storm passed overhead after 1500. In this case, attenuation by the low level cloud deck limited the SRL observations of water vapor structure at middle and upper-tropospheric levels after 0900. However, the advance of the upper level moisture and outflow (anvil) is captured by the rawinsonde observations at 1200 (Fig. 2). In addition, to showing the sub-sounding (less than 3hr) details of the lower cloud the SRL reveals atmospheric structure above cloud and details of the boundary layer moisture stratification (drying with time and storm proximity).

Another example of thunderstorm outflow and anvil clouds is shown in Fig. 3. This occurred on 29 April 1994. The low-level moisture was capped by a relatively dry atmosphere. Below about 2km, wind direction changed from westerly at 0000 to NE and became stronger with time in agreement with thunderstorm inflow observations (Frankhauser 1976). A moist layer at 3-4.5 km, and another in the upper troposphere were detected. The latter agrees well with the expected structure and location of anvil plume formation according to the models of Browning (1977). The anvil (usually composed of broad cirrus shields and mamma clouds) forms as air diverges horizontally in all directions and carries small ice crystals away from the top of the main updraft core into the down-shear direction.

SRL data for this night are shown in Fig. 4. The figure is remarkably similar to the soundings, but of much higher resolution. The vertical structure of the continuous decrease in moisture in the lowest 2 km, indicated by the soundings, is well documented. The SRL observations also capture the mid-tropospheric and upper tropospheric moist layers. The anvil moisture plume outflow is shown as a continuously lowering base similar to what is often observed by radars, visually. The Pennsylvania State University radar (not shown here) detected the first anvil cloud echo at about 1500, about 4 hours later.

2.1. Cloud-Base Measurements

A comparison of the SRL derived cloud base heights (derived using data from the aerosol channel), to those measured by a Belfort Laser Ceilometer (BLC, usually limited to below 3-4 km) and by a Micro Pulse Lidar (MPL; Spinhirne 1993) are shown in Fig. 5. The figure shows the excellent correlation between these instruments in detecting cloud base altitudes in both
cases. Average cloud base altitudes (km) on 27 April (top figure) were 1.3 (±0.08), 1.15 (±0.07), and 1.15 (±0.07) for the BLC, MPL and SRL aerosol channel, respectively. Altitudes of 80-90% relative humidity derived from the SRL water vapor channel data are also shown in Fig. 5. These data sets also reveal a moist layer “cloud” at about 7.5 to 8 km altitude. This is possible because the SRL laser signal is capable of acquiring information above cloud level provided the cloud is not very thick and/or through gaps in the overhead cloud, which was apparently the case. Note that the high altitude moisture detected by the SRL was absent in Fig. 2 because the sonde had wandered far from the site. A very good correlation between the instruments is also shown for the 29 April case (lower part of Fig. 5).

Figure 5. A comparison of cloud base heights derived from measurements made by the SRL aerosol (circle) and water vapor (triangle) channels, Belfort ceilometer (solid line), and the Micro-Pulse Lidar (dotted line) over the CART station on 27 and 29 April 1994.

Average cloud heights (km) of 3.71 (±0.16), 3.79 (±0.09), and 3.96 (±0.11) were detected by the MPL, SRL, and BLC aerosol channel, respectively. The MPL and SRL also show the presence of upper tropospheric clouds with continuously lowering bases until 0700. But, only the SRL detects this moisture associated with the anvil outflow past 0700.

3. NON-PRECIPITATING COLD FRONT

Fronts, three-dimensional zones demarcating air masses of different origin and characteristics, are one of the main weather-producing atmospheric structures. As such, considerable effort has been devoted in documenting frontal organization and structure. Most studies of cold fronts use data from rawinsondes, satellite, tower and surface mesonets (dense network of meteorological instruments). Most of these instruments are limited in the information they provide on frontal structure and dynamics. Radars are good at locating clouds and precipitation zones but are unable to provide data in regions where clouds or high concentrations of relatively large aerosols are absent. Tower and acoustic radars do provide valuable data sources in the analysis of cold front dynamics (Shapiro et al. 1985), but are limited to altitudes of less than about 600 m. Instruments capable of acquiring continuous and high vertical resolution data (e.g. Raman lidar) are required for a detailed study of frontal slope, thickness, cross-front mixing and many other issues. Below, we present analysis of a cold front observed on 28 September 1997 by both the CART Raman lidar and the SRL.

Figure 6. Same as Fig. 2, except for 28 September 1997.

A contour of relative humidity (Fig. 6) derived from the soundings (3hr) reveals the atmospheric structure, albeit crude, including the moist boundary layer prior to frontal passage (0900) and the drying in post-frontal conditions at low levels. It also shows the saturated elevated layer (cloud) with base at 2.5 km, following the data gap at 0300-0600. This 3-hr resolution of the structure of the atmosphere during the cold frontal passage, however, does not show the fine scale
dynamics and structure nor does it capture any cross-front mixing events that may be taking place. On the other hand, at 75 m vertical and 1-2 minute temporal resolution the CARL measured mixing ratio profiles (Fig. 7), detail the atmospheric structure to about 8 km altitude. This images of Raman lidar includes daylight operation (1200-2400), a recently added advantage. Note that during day-time operation, the signal-to-noise ratio is very low above about 5 - 6 km.

![Figure 7](image)

**Figure 7.** CART Raman Lidar sensed water vapor mixing ratio (g kg⁻¹) profiles on 28 September 1997 over the CART site. Note again that the vertical stippling indicates attenuation by cloud and information is lost above 5-6 km after about 1600 due to low signal-to-noise ratio.

The passage of the front at the surface was determined to be a little past 1000, indicated by the drying of the boundary layer to mixing ratios of less than about 4 g kg⁻¹. The leading edge of the cold front resembles the structure of a gravity current (Smith and Reeder 1988) with the leading edge of the front forming a nose-like structure (gravity "head") and buffered from the ground by a slightly moist layer (friction layer). Other interesting features include, the elevated moist region (at 2 - 3 km and around 0500) leading the frontal surface. From Fig. 7 and wind profiler measurements (not shown), it was found this moisture originated at near-surface (below mainly about 1 km) and was a back-flow of the airmass that was lifted by the frontal surface. Note that these features and many others can not be deduced from the 3-hourly soundings or any other conventional meteorological instrument but are readily observed using Raman lidar.

4. SUMMARY

The results shown here demonstrate the Raman lidar system's superb capability in visualizing the detailed vertical and horizontal stratification of the atmosphere to more than 8 km altitude. Fine-scale structures in the boundary layer and/or between air mass boundaries were easily detected and the dynamic processes involved in generating this structures inferred. The water vapor mixing ratio images also compare well to the prevailing conceptual models of fronts or gravity currents and thunderstorm outflows. The moisture "shadow" of the anvil (evaporated and/or sub-visual) is detected well before (3-4 hrs) the presence of ice (detection by radar). Comparisons of cloud base data derived from the Raman lidar (SRL), a micro pulse laser, and a ceilometer were also in excellent agreement.
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Abstract

The Lidar Atmospheric Profile Sensor (LAPS) instrument is capable of simultaneously measuring profiles of ozone, water vapor, temperature, and optical extinction. The measured profiles are integrated, for user selected intervals, to calculate and display the real-time atmospheric profiles with their associated errors, ±1σ standard deviation. Profiles of ozone are obtained from a Differential Absorption Lidar (DIAL) analysis of the Raman shifted scatter of N₂ and O₂.

The LAPS instrument uses the “solar blind” portion of the ultraviolet spectrum to obtain measurements during daytime periods when large background limits visible measurements.

Introduction

Penn State University has developed the Lidar Atmospheric Profile Sensor (LAPS) as a prototype instrument for the U.S. Navy. The LAPS instrument is capable of providing real-time data products of meteorological properties to determine the refractive conditions in the atmosphere. Several sub-systems have been specifically designed into the LAPS instrument in order to make the instrument simple to operate. User friendly software has been written for the LAPS instrument to constantly monitor the subsystems as well as display a real-time data product. With little training an individual can operate the instrument effectively to produce a data output.

The LAPS instrument uses molecular scattering properties of the species in the lower atmosphere to simultaneously measure profiles of ozone, water vapor, temperature, and optical extinction due to aerosol/particle contributions [1,2]. The profiles are currently obtained each minute, with a vertical resolution of 75 meters from the surface to 7 km. In the near future, the vertical resolution will be improved to the range of 3 to 15 meters using a new fast electronics package that has been demonstrated as a single channel prototype in our laboratory.

Measurement Technique

Ozone profiles are obtained from a DIAL (Differential Absorption Lidar) analysis of the Raman shifted scatter of N₂ (285 nm) and O₂ (276 nm) which occur on the steep side of the Hartley absorption band of ozone (see Figure 1). The tropospheric ozone can be measured during both the daytime and nighttime because of the capability of the instrument to use the “solar blind” portion of the ultraviolet spectrum from the 4th harmonic of the Nd:YAG laser. The day sky background wavelengths are dark because of stratospheric ozone absorption. The process used to obtain the ozone profile is illustrated in Figure 2. First, the integrated ozone profile is obtained by taking the ratio of the O₂/N₂ signals. Since photo-multiplier tubes (PMT) are used to detect the backscattered photons, the error bars seen in the left panel of Figure 2 are associated with Poisson statistics, that is, the error is determined from the square-root of the number of photon counts [3]. The ozone profile comes from the differentiation of this integrated measurement and can be seen in the right panel of Figure 2. The ozone profiles must be integrated for 15 to 30 minutes to obtain an acceptable signal to noise ratio.
Figure 1. The Hartley band absorption cross-section of ozone is shown with the location of the wavelengths of the 4th harmonic of the ND: YAG laser and Raman shifted wavelengths for N₂, O₂, and H₂O are indicated.

Figure 2: A data sample is used to show how lidar data is analyzed to obtain an ozone profile. The left panel of the figure is the integrated ozone density with arbitrary units. The right panel of this figure illustrates the differentiation to get the final profile.

Experimental Data

During August and September 1997 the LAPS instrument was used in the SCOS (Southern California Ozone Study) program to investigate the urban pollution in the Los Angeles area. The PSU lidar field measurement activity in the SCOS '97 program was undertaken to investigate the ozone production in the Los Angeles basin and subsequent transport into the high desert that lies to the east. The instrument was co-located at a site with a RASS (Radio Acoustic Sounding System) instrument at a meteorological station of Radian International Corporation located in Hesperia, California. This site was located in the high desert at the top of the Cajon Pass and was chosen because the Cajon Pass is believed to be a passage which allows ozone to flow from Los Angeles out into the high desert.

During the SCOS campaign the LAPS instrument collected data for nearly 10 hours per day. This was just one of many instruments collecting data during the SCOS '97 campaign. A sample of an ozone profile from the LAPS real-time data display can be seen in Figure 3. This profile was integrated for 60 minutes from 04:30 PDT to 05:30 PDT on 15 September 1997. Figure 4 shows a time sequence plot of ozone for data also obtained on the morning of 15 September. This data was integrated for 30 minutes and updated every 10 minutes. This display illustrates the vertical changes in ozone density as a function of time. The ozone density is ascending as time progresses and is attributed to the lee waves coming from the mountains in the Cajon Pass.
Also during the SCOS'97 campaign, three sets of coordinated measurements were obtained using the LAPS lidar instrument in conjunction with instruments on a University of California, Davis aircraft. On the 18th and 19th of September, the aircraft performed ascending and descending flights which approximately mapped the sides of a square box about 2 km on each side of the lidar beam. Each ascent and descent took approximately 15 minutes. A comparison of the data from LAPS and the airplane can be seen in Figure 5. The LAPS data is integrated for 30 minutes and is centered around the time of ascent for the airplane.

Figure 3: An example of the real-time display of ozone density shows the graph a controller would see on the LAPS console on 15 September 1997.

Figure 4: This display shows a time sequence ozone density starting at 03:45 PDT on 15 September 1997 from the LAPS instrument located at the Hesperia, CA site.
Summary

The LAPS instrument uses a DIAL analysis of the Raman shifted scatter of N₂ (285 nm) and O₃ (276 nm) to obtain real-time profiles of ozone density, with a vertical resolution of 75 meters. The minimum integration time for these profiles is 15 to 30 minutes depending on atmospheric conditions. The “solar blind” spectral region is used to obtain profiles of ozone absorption in intense daylight. The LAPS instrument has been compared with other instruments that measured the same atmospheric properties using different techniques and has performed well. This instrument is able to constantly monitor and display absorption properties of tropospheric ozone. This paper shows the preliminary results from the major data set obtained. Simultaneous measurements of water vapor, temperature and optical extinction at three wavelengths was obtained.
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1. Introduction

Air pollution in Jakarta is getting worse due to the growth of urban populations, increasing number of cars and traffic congestion, and the expansion of industry. Jakarta faces Sea of Java in the north, and it is considered that a typical air pollution phenomenon which is generated by photochemical reactions of pollutants and the transportation by sea/land breeze is occurring in Jakarta. In fact, high concentration of ozone is often recorded in an inland part of the Jakarta area. The wind system in Jakarta is a combination of seasonal wind and sea/land breeze. The seasonal wind is westerly in wet season and easterly in the dry season. During transition period, seasonal wind is weak and heavy air pollution is often observed.

In order to study the air pollution in Jakarta, the lidar network system consisting of two Mie scattering lidars and one differential absorption lidar was constructed in a cooperative project of the New Energy and Industrial Technology Development Organization (NEDO) of Japan and the Indonesian Institute of Science (LIPI). The lidar network system consists of three lidars, two Mie scattering lidars and one differential absorption lidar (DIAL). Three lidar are installed at three locations in Jakarta along a line perpendicular to the coastline to observe transportation by sea/land breeze (Sugimoto et al. 1997). In this paper, we report on the measurement of atmospheric boundary layer structure over Jakarta using the lidar network system.

2. Lidar System

The lidar network system consists of two Mie scattering lidars and one DIAL. The Mie scattering lidars employ compact flashlamp pumped Nd:YAG lasers operated at 1064 nm fundamental. The lidars are installed in shelters and directed vertically. It can be operated automatically for a long period. One of the Mie lidar has a rotating wedged window for scanning conically to measure wind velocity with a correlation method (Matsui et al 1990).

The DIAL system is a multipurpose lidar facility which employs two Nd:YAG laser pumped optical parametric oscillators. The system is also installed in a shelter. It is designed for measuring distribution of ozone and sulfur dioxide in the near UV region, and nitrogen dioxide in the 450-nm region. It has full scanning capability. It can be also operated as a vertically looking Mie lidar. Specifications of the DIAL and Mie lidars are listed in Table 1 and 2.

Table 1 Specification of the DIAL

<table>
<thead>
<tr>
<th>Laser</th>
<th>Nd:YAG laser pumped OPO (SpectraPhysics MOPQ730 x2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Target</td>
<td>Compact Nd:YAG for Mie mode</td>
</tr>
<tr>
<td>Wavelength (nm)</td>
<td>(on/off)</td>
</tr>
<tr>
<td>280 /285</td>
<td>300.1 /299.5</td>
</tr>
<tr>
<td>Differential absorption cross section (10-23 m^2)</td>
<td>20 98 2.2</td>
</tr>
<tr>
<td>Output energy (mJ)</td>
<td>10 50 100</td>
</tr>
<tr>
<td>Pulse repetition (Hz)</td>
<td>20 20</td>
</tr>
<tr>
<td>Receiver diameter (cm)</td>
<td>25</td>
</tr>
<tr>
<td>Receiver FOV (mrad)</td>
<td>0.5 - 2</td>
</tr>
<tr>
<td>Filter bandwidth (nm)</td>
<td>10(or 35) 4(or 35) 4 9</td>
</tr>
<tr>
<td>Detector</td>
<td>Photomultiplier (DIAL)</td>
</tr>
<tr>
<td>AD converter sampling rate (Msamples/s)</td>
<td>12</td>
</tr>
<tr>
<td>Scanner</td>
<td>two mirror two axes scanner</td>
</tr>
<tr>
<td>Measurement mode</td>
<td>scan/slant/vertical</td>
</tr>
</tbody>
</table>
Table 2  Specification of the Mie lidar system.

<table>
<thead>
<tr>
<th>Laser</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Compact flash lamp pumped Nd:YAG laser</td>
<td></td>
</tr>
<tr>
<td>Wavelength (nm)</td>
<td>1064</td>
</tr>
<tr>
<td>Output energy (mJ)</td>
<td>300</td>
</tr>
<tr>
<td>Pulse repetition (Hz)</td>
<td>10</td>
</tr>
<tr>
<td>Receiver telescope diameter (cm)</td>
<td>25</td>
</tr>
<tr>
<td>Field of view (mrad)</td>
<td>0.5 - 2</td>
</tr>
<tr>
<td>Filter bandwidth (nm)</td>
<td>9</td>
</tr>
<tr>
<td>Detector</td>
<td>Si Avalanche photodiode (APD)</td>
</tr>
<tr>
<td>Analog to digital converter (ADC)</td>
<td></td>
</tr>
<tr>
<td>Sampling rate (Msamples/s)</td>
<td>20</td>
</tr>
<tr>
<td>ADC accuracy (bits)</td>
<td>12</td>
</tr>
<tr>
<td>Measurement mode</td>
<td>vertical</td>
</tr>
</tbody>
</table>

3. Observation of the Atmospheric Boundary Layer

The locations of the three lidars are indicated in Fig. 1. An example of diurnal variation of aerosol profile (range-corrected time-height indication) at the three locations in Jakarta city is shown in Fig. 2.

Fig. 1 Locations of the three lidars in Jakarta.

Fig. 2 Diurnal variation of aerosol profiles measured at the three locations in Jakarta.
The top panel of Fig.2 indicates the observation at the location close to the coast, the middle and the bottom indicate locations approximately 10 km and 20 km inland. The structures are similar, but it can be seen that boundary layer height is higher in inland. Also, time delay in the structures are seen. We are studying the observed boundary layer structure by comparing with radio sonde measurements carried out by LAPAN in the same period in Jakarta.

Figure 3 shows boundary layer structure in the wet season (upper panel) and dry season (lower panel). It is seen that the structure is very different in the wet and dry seasons. The boundary layer height seems higher in the wet season. We plan to continue observation and carry out climatological study using lidar data.

Fig.3 Difference in boundary layer structure in the wet season and the dry season in Jakarta.
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Lidar Measurements of the Atmospheric Boundary Layer (ABL) dynamics at Buenos Aires (Argentina).
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Abstract. Since mid 1995 until now, an effort has been undertaken at CEILAP in Argentina to document the ABL in a urban area in the Buenos Aires suburb (34.6S, 58.5W), characterized by a complex terrain with industrial districts, motor highways, large forested parks and the Río de la Plata river. A backscatter lidar with a Nd:YAG laser transmitter (0.532 nm) pointed vertically was used to conduct the measurements. Later on a pyranometer was installed at the same site. Meteorological information from radiosoundings at the nearby international airport are also collected on a regular basis. The results, i.e. the height of the ABL and the entrainment zone, show different behaviors according to the meteorological conditions and display large day-by-day fluctuations. The development of a convective ABL reaching 1300 m in summer and 700 m in winter was measured in clear day, in absence of clouds. This summer the height of the ABL is lower than usual due to the meteorological conditions prevailing in the Buenos Aires geographical area. It show a connection between the ABL dynamics and El Niño 1997 event.
Introduction

The Purple Crow Lidar is located at the Delaware Observatory, 30 km southwest of London, Ontario, Canada. The lidar is currently undergoing modifications to allow continuous nighttime measurement of water vapour mixing ratio in the troposphere and stratosphere, density fluctuations from 1 to 100 km and temperature from the tropopause to 100 km. Temperature in the upper mesosphere and lower thermosphere are measured by both Rayleigh-scattering and sodium fluorescence. Rayleigh-scatter measurements have been taken since 1994, while the first measurements of sodium and water vapour have been made recently.

The Purple Crow Raman-Scattering Lidar uses a frequency doubled, 20 Hz pulsed Nd:YAG at 532 nm as its transmitter. A 2.65 meter diameter liquid mercury mirror is used to collect the backscatter from the lidar [Sica et al, 1995]. An optical fibre, placed at the focus of the mirror, directs the returned photons to the detector table. On the detector table, two photomultipliers, one with a filter for Raman scattering from molecular nitrogen (607.3 nm), the other from water vapour (660.3 nm) measure the backscattered photons. Both filters have a bandwidth of one nanometer.

Rationale for the Water Vapour Measurements

The study of water vapour may lead to a better understanding of cloud formation, storm development and the hydrological cycle in climate modelling. In addition, the exchange of air between the stratosphere and troposphere can be observed. This exchange is important for studying the transport of pollutants in the atmosphere. Lidars are a good choice for such studies as they have, in general, a greater spatial-temporal resolution than radiosondes and, therefore, allow both the study of synoptic and small scale exchanges of air parcels. Measuring the water vapour mixing ratio means that molecular nitrogen is also measured. This allows the temperature to be found down to the tropopause, as well as measurements allowing density perturbations down to 1 km for gravity wave source studies.

Data Processing

The lidar equation can be written

\[ N(z) = O(z) \eta T^2 \Delta t \frac{P_L A(r) \sigma_R N(z)}{4\pi} \frac{\Delta z}{z^2} + B \]  

(1)

The number of photocounts returned to the system \( N(z) \) is directly proportional to the area of the telescope, power of the laser, and the time span over which a reading is taken. Because the area of the liquid mercury mirror telescope is large (2.65 m) and the transmitted power is high (600 mJ @ 20 Hz), a large number of counts can be collected over a one minute scan. Each one minute scan can be statistically added with others to get different temporal resolutions. The overlap function, for which photons are lost due to the backscattered light being blocked out by the instrumentation at the focus of the mirror, is negated by using the mixing ratio of the gas.

In our initial measurements, only a small amount of nitrogen scans were taken and, during the processing, were averaged together. In the two datasets we have collected, over 120 minutes of water vapour were acquired. The photocounts were coadded together so that spatially the resolution was 144 meters.

The mixing ratio is found using

\[ W = \frac{k_{N_2}}{k_{H_2}O} \cdot \frac{\sigma_{N_2}}{\sigma_{H_2}O} \cdot \frac{M_{H_2}O}{M_{dry}} \cdot \frac{n_{N_2}}{n_{dry}} \cdot \Delta \cdot \frac{N_{H_2}O}{N_{N_2}} \]  

(2)

where \( \sigma \) is the Raman differential backscatter cross-section, \( M \) is the molecular mass, \( \Delta \) is the ratio of atmospheric transmissivities, \( k \) represents the photomultiplier quantum efficiencies and \( N \) is the returned counts from the lidar [Whiteman et al., 1992].
power and telescope area are important as they increase the signal-to-noise ratio by increasing the number of counts returned. The ratio \( \frac{n_{N_2}}{n_{H_2O}} \), the amount of nitrogen in the atmosphere at a given altitude, is assumed constant.

The atmospheric transmissivities are dependent on both the wavelength of the light and altitude. Initially we have assumed the transmissivities based on the equation

\[
q(\lambda, z_0, z) = \exp\left(-\int_{z_0}^{z} \alpha_{\lambda}(z')dz'\right) \tag{3}
\]

where \( \alpha_{\lambda} \) is the extinction coefficient due to wavelength \( \lambda \). After estimating \( q_{N_2} \) and \( q_{H_2O} \), \( \Delta_q \) is calculated from

\[
\Delta_q = \frac{q_{N_2}}{q_{H_2O}} \tag{4}
\]

As our measurements are still in the preliminary stages, we hope to be able to improve the estimates of atmospheric transmissivity and perhaps measuring them using the scattering from the sodium and the Rayleigh-scatter beams.

Results

Figure 1 shows the average water vapour profile for the night of December 16, 1997, the first night of measurements. The original profile was in 24 meter bins. The data was coadded by 6 bins and smoothed by 3s and 5s [Hamming, 1977]. The bars indicate the photocount error according to Poisson statistics. Structure can be seen in the water vapour below 9 km. Above 9 km the mixing ratio is fairly constant, which is consistent with previous measurements of lower stratospheric water vapour [Kley et al, 1980].

Figure 2 is a comparison of the lidar measurements with radiosondes launched from Buffalo and Detroit at roughly the same time of day. Considering the distance between London, Detroit, and Buffalo (approximately 160 km to either), the data all appear to match well, easily within an order of magnitude of each other. We hope to fly our own radiosondes from the Delaware Observatory in order to make a more accurate calibration of the lidar, in addition to improving our estimate of the atmospheric transmission.

Figure 3 shows the mixing ratios with a spatial resolution of 48 meters, a temporal resolution of 2 minutes, and smoothing bandwidths of 14 minutes and 1008 meters. Between two and three kilometers there is a maximum throughout the entire night. Plots like this may allow us to study the movement of air parcels, whether dry or wet, through the night.
Conclusions

It has been demonstrated with these two preliminary data sets that we can get profiles useful for studies of stratosphere-troposphere exchange. The mixing ratios calculated from the lidar data are on the order of radiosonde mixing ratios from Detroit and Buffalo taken in the same time period. We hope to perform radiosonde launches from the Delaware Observatory this summer to verify the calibration of the measurements. Finally, we have shown changes in the mixing ratio at high temporal-spatial resolution.
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1. INTRODUCTION

The effects of signal averaging and time-lag correlation on differential-absorption lidar (DIAL) systems were studied by Menyuk et al. for a horizontal path of a medium range (2.7 km) from a diffuse target (flame-sprayed aluminum). Menyuk et al. showed that the signal averaging does not reduce the standard deviation of the dial measurements by the expected \( n^{-1/2} \), where \( n \) is the number of pulses that were averaged (a running mean), because of the presence of a long-term temporal fluctuations in the atmospheric transmission. In our work the effect of flight geometry, signal averaging, and time-lag correlation coefficient on airborne dial measurements is presented. In DIAL measurements the concentration of a trace gas of interest is deduced from the time series measurements \( z(t) \) which is given by the vector \( \vec{z} = \ln(\frac{x(t)}{\bar{y}(t)} ) \) which is the log of the ratio of a lidar measurements \( x(t_i) \) measured at wavelengths \( \lambda_1 \) and the lidar measurement \( y(t_i + \Delta t) \) measured at wavelengths \( \lambda_2 \) where \( \Delta t \) depends on how fast the lidar can switch between wavelengths. The accuracy of the deduced trace gas concentration is directly proportional to the standard deviation \( \sigma_z \) which is effected by the signal fluctuations of the lidar measurements \( \bar{x} \) and \( \bar{y} \). The signal fluctuations in \( \bar{x} \) and \( \bar{y} \) are caused by the following processes: system noise (e.g., detector and amplifier electronic noise), spatial scintillation in the measured signal due to speckle and glint of the topographic target, temporal scintillation due to atmospheric turbulence, temporal fluctuations of the atmospheric extinction coefficient due to aerosols moving across the lidar field of view (FOV). In addition, the angle of incidence, ground albedo and range change in time due to the airplane flight geometry, resulting in further signal fluctuations. The reduction of \( \sigma_z \) can be achieved by signal averaging of \( n \) pulses (i.e., a smoothing operation by a running mean) on the time series vectors \( \bar{x} \) and \( \bar{y} \) and by increasing the correlation coefficient \( \rho_{xy} \) between \( \bar{x} \) and \( \bar{y} \). Let \( \bar{w}_n(\bar{x}) \) (and similarly \( \bar{w}_n(\bar{y}) \)) be a smoothed version of \( \bar{x} \) by applying a running-mean window with a width of \( n \) points. The standard deviation of the smoothed signals, \( \sigma_{\bar{x},(t)} \) and \( \sigma_{\bar{y},(t)} \), decreases with increasing \( n \). The behavior of \( \rho_{xy} \) as a function of signal smoothing depends on the time \( \Delta t \) between wavelengths as well as on the long term fluctuations of the lidar signals. In addition \( \rho_{xy} \) depends on the relative magnitude of all sources of signal fluctuations and their corresponding time scales. When the variance due to a temporal drift in the atmospheric transmission is significant, signal averaging will reduce \( \sigma_x \) and \( \sigma_y \), while increasing the correlation between the smoothed vector \( \bar{w}_n(\bar{x}) \) and the smoothed vector \( \bar{w}_n(\bar{y}) \) and thus \( \sigma_z \) will be further reduced. In addition, the ratio \( \frac{\bar{w}_n(\bar{x})}{\bar{w}_n(\bar{y})} \) will normalize (i.e., cancel) the long term fluctuation of the atmosphere and thus will also cause \( \sigma_z \) to decrease.

In our CO2 lidar system up to twenty different wavelengths can be transmitted sequentially with 5 ms between adjacent wavelengths, and a new (or the same) group (burst) of wavelengths can be transmitted again at a burst repetition frequency (BRF) of 1-4 Hz. The time \( \Delta t \) between wavelengths for which the atmospheric transmission drift is correlated between the lidar signals \( \bar{x} \) and \( \bar{y} \) has consequences on the number of different wavelengths that can be used in one burst. This has implications for multi-vapor measurements and also for measuring a single vapor with a wide absorption spectra for which one would like to make DIAL measurements at many wavelengths across the absorption spectra of the gas. Thus it is of interest to know how many wavelengths and how many groups of wavelengths can be used effectively in DIAL measurements. It is important to note that if the trace gas of interest is in the form of a moving cloud with a finite size through the lidar FOV, smoothing (averaging) over \( n \) pulses will reduce the unwanted fluctuations in \( \frac{\bar{w}_n(\bar{x})}{\bar{w}_n(\bar{y})} \). However, at the same time the smoothing process will also reduce the desired information inherent in the fluctuations of the vapor cloud density. Thus, the signal-to-noise ratio (SNR) will be reduced if \( n \) is too large. In fact, there is an optimal amount of averaging for which the SNR is maximum. This effect will be discussed further in the next section.

2. MEASUREMENTS AND SIMULATION
In our application we are concerned with detecting the presence of non-naturally occurring vapors against a background of naturally occurring gasses. Therefore, for the purpose of this discussion, the signal is taken to be the fluctuation in the return due to absorption by the vapor of interest. Any fluctuation in the return due to other sources of absorption is taken to be noise. In our measurements there are only naturally occurring gasses present, therefore it is strictly a measurement of the background noise. We define the SNR to be the absorption due to the vapor of interest divided by the standard deviation of all the other sources of fluctuation. Since there is no signal present in our measurements we cannot show the effect of signal averaging and taking the DIAL ratio on SNR directly, it can only be inferred based on the observed effect on the noise. To better understand how the signal component of the SNR will be effected a simulation was performed in which normally distributed white noise was superimposed onto a gaussian shaped signal. The resultant data simulates a plot of absorption as a function of time from measurements taken of a cloud with a gaussian shaped density that passes the FOV at a constant velocity. The SNR is defined as the peak of the gaussian signal divided by the standard deviation of the noise. The signal was then smoothed with a moving average filter with a window of width n. The plot of SNR as a function of the filter window width is shown in Fig. 1. The gaussian width ($2\sigma$) is 40, 80, and 120 points in the bottom, middle, and top curve respectively. A peak SNR of 38, 54, and 66 was achieved at a filter width of 53, 113, and 173 points in the bottom, middle, and top curves respectively. The figure shows that the wider the cloud is, the more filtering that can be done without reducing the desired information. The figure also shows that the more filtering done (assuming the cloud is wide enough) the larger the resulting SNR will be. Because of this result flight geometry will have a profound influence on the optimally achievable SNR in that it will, in part, determine the observed cloud width (i.e. the number of data points that contain information about the cloud). Let's assume a cloud of width 1000 m, a nominal wind velocity of 3 m/s, an airplane speed of 200 m/s, a burst rate of 2 Hz, and that the lidar FOV is much smaller than the cloud. If one employs a "push broom" geometry, i.e. the lidar's angle with respect to the plane remains constant, then the cloud will be in view of the lidar for \((1000 \text{ m} \text{ / 2 [burst/s]} / 200 \text{ m/s}) = 10 \text{ bursts. On the other hand, if the lidar were tracking a point on the ground while the plane circles it, then the cloud would be in view of the lidar for (1000 \text{ m} \text{ / 2 [burst/s]} / 3 \text{ m/s}) = 666 \text{ bursts. In the first case very little averaging could be done and the resulting SNR would be relatively low, but in the latter case one could average many bursts and the resultant SNR would be relatively high.}

In the lidar measurements taken the signal is composed of fluctuations with three time scales: a very short time scale due to system noise which is faster than the data acquisition sampling rate (MHz) of the receiver, a medium time scale (KHz) due to atmospheric turbulence, and a long time scale (Hz) due to slow atmospheric transmission drift from aerosol inhomogeneities. In our lidar system the receiver waveform sampling rate is 40 MHz and the shortest possible time between wavelengths is 5 ms, which is usually longer than the turbulence time scale (i.e., turbulence fluctuations and speckle noise are decorrelated between any two wavelengths). The burst rate is 1-4 Hz for which the atmospheric transmission drift due to aerosol inhomogeneities is partially correlated between bursts, but is completely correlated for any two wavelengths within a burst (which contains up to 20 wavelengths i.e., a duration of up to 100 ms). The smoothing process, \(w_n(\tilde{\lambda})\), where \(n\) is the number of bursts, will reduce the variance due to turbulence, speckle and system noise by \(1/n\) because their decorrelation time-scales are much shorter than the time between bursts (i.e., all the signal fluctuations with short and medium decorrelation time scales are sampled at a low frequency of few Hertz, and thus become independent samples whose variances is reduced by \(1/n\)). The ratio process \(\left[w_n(\tilde{x}) / w_n(\tilde{y})\right]\) will reduce the variance due atmospheric extinction fluctuations in the DIAL signal \(\tilde{z}\) because the time-lag in sampling the wavelength-pair \((x, y)\) is short (5 ms up to 100 ms) and the decorrelation time of the atmospheric extinction fluctuations due to aerosol inhomogeneities is much longer (seconds) and therefore this source of fluctuation will be effectively "frozen" and will be greatly reduced in the ratio operation.

We present one example (Fig. 2) of airborne DIAL measurements. In this example \(\lambda_1 = 10 P_{12}\)
\(\lambda_2 = 10 P_{22}\) and the burst was transmitted at a frequency of 3.3 Hz. The time between two adjacent wavelengths in a group was 5 ms. Low frequency (few tens to few hundreds of Hz) periodic fluctuations in the lidar system were reduced with the use of band-pass filters. The system noise was sampled and was shown to have very good agreement to noise sampled from a normal distribution, and is independent from point to point. The lidar pointing did vary during the flight and as a result the long-term fluctuations in the lidar signals \(\tilde{x}\) and \(\tilde{y}\) are due to desert terrain reflectivity changes as well as to atmospheric extinction fluctuations from aerosol inhomogeneities traversing the lidar beam. The measured lidar signals \(\tilde{x}\) and \(\tilde{y}\) were corrected by the effect of the instantaneous angle and range to the target as a function of time along the flight. In Fig. 2 the measurements \(\tilde{x}\) where arbitrarily displaced
vertically from the measurements $\bar{y}$ to enhance visualization. The correlation coefficient between the smoothed vectors $w_s(\bar{x})$ and $w_s(\bar{y})$ increases from 0.6 when there was no smoothing to above 0.9 for $n=10$.

The effect of increasing the time-lag $\Delta t$ between $\lambda_1$ and $\lambda_2$ on the standard deviation $\sigma_z$ is shown in Fig. 3. As the time-lag $\Delta t$ increases, the signal fluctuations between $\lambda_1$ and $\lambda_2$ due to aerosol inhomogeneity become uncorrelated, and these fluctuations will not "cancel" out by the ratio $w_s(\bar{x})/w_s(\bar{y})$. Thus, the standard deviation $\sigma_z$ increases with increasing $\Delta t$. However, $\sigma_z$ will always decrease as a function of n for which the variance in $w_s(\bar{x})$ and $w_s(\bar{y})$ will be reduced. The time separation $\Delta t$ in these figures and the effect on $\sigma_z$ is directly related to the question of how many wavelengths one can use for DIAL measurements. For example, Fig. 3 indicates that 80 wavelengths (i.e. about 4 bursts) can be used for DIAL measurements assuming a steady state cloud (i.e. the vapor cloud is always present within the lidar F.O.V). This is concluded because the overlapping lines indicate that the long time scale fluctuations did not decorrelate significantly, thus the ratio reduced this source of fluctuation.

3. CONCLUSIONS

The effects of flight geometry, signal averaging and time-lag correlation coefficient on airborne CO$_2$ dial lidar measurements are shown using field measurements. These factors have implications for multi-vapor measurements and also for measuring a single vapor with a wide absorption spectra for which one would like to make DIAL measurements at many wavelengths across the absorption spectra of the gas. Thus it is of interest to know how many wavelengths and how many groups of wavelengths can be used effectively in DIAL measurements. Our data indicate that for our lidar about 80 wavelengths (i.e., about 4 groups of wavelengths, each contains 20 wavelengths, transmitted at a group repetition frequency of 2-4 Hz) can be used for DIAL measurements of a stationary vapor. The lidar signal is composed of fluctuations with three time scales: a very short time scale due to system noise which is faster than the data acquisition sampling rate (MHz) of the receiver, a medium time scale (KHz) due to atmospheric turbulence, and a long time scale (Hz) due to slow atmospheric transmission drift from aerosol inhomogeneities traversing the lidar beam. The decorrelation time scale of fluctuations for airborne lidar measurements depends on the flight geometry. More information and a more detailed description of most of these results is available in a previously published paper.
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Fig. 1 - SNR as a function of the moving average filter window width.
Fig. 2 - Time dependent lidar measurements $\bar{x}$ and $\bar{y}$

Fig. 3 - The effect of increasing the time-lag $\Delta t_w$ between $\lambda_1$ and $\lambda_2$ on the standard deviation $\sigma_z$, $\bar{z} = w_n(\bar{x})/w_n(\bar{y})$, as a function of the number of pulses that were averaged.
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I. Introduction

The study of atmospheric temperatures using rotational Raman lidar was first proposed by Cooney (1972) and has been investigated by a number of groups (Cohen, Arshinov, Vaughan). Because the entire return spectrum is focused on the PMT, in these experiments a suppression of Rayleigh return of the laser on the order of 6 magnitudes is needed. Thus, commonly two narrow band filters are used in conjunction with PMTs to measure a near and a far channel. Due to the breakthrough of the laser line and the sensitivity of the filters to ambient temperature changes, calibration of the instrumentation is necessary. In order to overcome these limitations, a new system based on direct analysis of the resolved rotational Raman spectrum is currently under development.

The system, based on a CCD camera coupled with a spectrometer allows for the resolution of the individual lines. Through direct intercomparison between the return spectrum and the theoretical spectrum temperature can be determined. Preliminary studies for this experiment were made in Berlin, Germany at the beginning of November, 1997. In these studies, Raman spectra were able to be taken even during daytime through the use of a gated CCD camera which reduces background solar radiation. Construction of the new system is underway and is expected to be running by April 1998.

II. Experimental Setup

A block diagram of the system is shown in Fig. 1. The laser system consists of the second harmonic of a seeded Q-switched Nd:YAG (Quanta Ray DCR-3) which is beam expanded by a factor of eight to reduce divergence. The receiver system is a 40cm f/3 telescope with polarizing cubes mounted on top to separate the return signal into polarized and depolarized components. The entire polarization optic (L1-L3, P1-2, PMT) can be turned to choose which polarization is coupled into the cable. Due to the 99.635% polarization of the Rayleigh return, the use of the polarizers increases the Raman to Rayleigh signal ratio by a factor of 136. The depolarized signal is coupled to a spectrometer by a 1mm round to 8.5mm line fiber optic bundle with 100µ fibers to increase optical throughput. The holographic grating with 1800/mm suppresses stray light by at least 5 orders of magnitudes. An image intensified gated CCD camera (Oriel Instaspec V), cooled to -40C, is used to record the spectra.

Figure 1: Block Diagram of Experimental Setup
L=lens, P=polarizer, S=mirror, BE=Beam Expander
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The camera is based on an S25 photocathode which is intensified by a MCP coupled through fiber optics to an EEV 40-11 CCD. A computer controls the spectrometer, the delay generator used to trigger the camera, and reads the data from the camera. A CCD controller converts the trigger from the delay for the camera.

The other signal can be coupled into a PMT connected to a transient recorder which allows for simultaneous measurement of Rayleigh backscatter.

III. Methods and Results

A series of measurements for various heights has been made by integrating over a 750m path length for 1000 shots. A typical result can be seen in figure 2, demonstrating that even daytime measurement of rotational Raman spectra are possible using the current setup.

**Figure 2: Daytime Rotational Raman Spectrum**

The spectrum consists of interleaved O₂ and N₂ Raman lines shifted to the left and right of laser wavelength. For the Stokes shift, the power of the Jth line of an individual molecular species is given by (Penney):

\[
P_J = \frac{3\hbar c B_0 (J + 1)(J + 2)}{kT(2J + 1)(2I + 1)^2} \omega_J^4 \gamma^2 g_J \times \exp\left(\frac{\hbar c B_0 J (J + 1)}{kT}\right)
\]

\[B_0\] is the rotational constant for the molecule, \(I\) is the nuclear spin, \(\omega_J\) is the wave number of the Jth Raman line, \(\gamma\) is the anisotropy of the molecular polarizability tensor, and \(g_J\) is the statistical weight of the line. One of the greatest sources of uncertainty in this distribution is due to the uncertainties in the value of \(\gamma^2 \langle O_2 \rangle \gamma^2 \langle N_2 \rangle\) (Vaughan). Values of this ratio at 488nm and 647nm are between 2.47 and 2.61 (Buldakov, Penney, Rowell). Studies at 532nm are unknown to the authors and thus the data must be extrapolated. Uncertainty in the anisotropy values introduces an uncertainty of \(\pm 1\%\).

Subtraction of the Rayleigh scattering from the signal is possible either by turning the entire polarizing optic and measuring the parallel polarization. Due to the high polarization of the Rayleigh return, Rayleigh to Raman signal strength is increased by 272. The measured signal can be scaled appropriately to the signal in the depolarized channel or by modeling.

To measure temperature a fit of the measured spectrum to calculations is made. The weighted fractional difference between the measured and theoretical spectra is given by:

\[
\Delta = \sum_J g_J^N g_J^T \frac{(P_J^c - P_J^m)^2}{P_J^c}
\]

where \(P_J^c\) and \(P_J^m\) are the powers of the individual lines of the calculated and measured spectra respectively. \(g_J^N\) is a weighting factor for the reliability of the lines due to signal to noise considerations and \(g_J^T\) is a weighting factor for the sensitivity of the lines to temperature changes.

The temperature can be determined from the corrected spectrum by minimizing the difference between the measured spectrum and the theoretical spectrum. At the present time, software is being developed to analyze the signal.

IV. Future Work

In addition to software development, at the current time, we are working on a new system based on a non-intensified CCD camera. The recent advancement of CCD technology has made low cost low noise CCD cameras readily available. The system under development will also use a 1m spectrometer to increase resolution. Redesign of the polarizer should increase optical throughput
enormously. The system is expected to be operational by April 1998.

V. Summary

A new method for determination of tropospheric temperatures from rotational Raman spectra returns has been developed and tested. The main advantage of this system is that it allows calibration free temperature measurements. Due to a lack of filters, the system is also insensitive to temperature changes. Through the use of a polarization system and a gated camera, it is possible to increase optical throughput to levels that allow not only nighttime operation, but daytime as well. Continuing advances in CCD technology due to digital photography will allow for the development of a low cost system.

S Acknowledgments

The authors would like to thank G. Vaughan for his helpful correspondence.

References


I. Introduction

A Raman Lidar system has been constructed at the Department of Physics of the University of Maryland Baltimore County (UMBC). This system, also known as Atmospheric Lidar Experiment (ALEX), observes the Raman scattering produced by water vapor and nitrogen molecules, as well as Rayleigh scattering by molecules and Mie scattering by aerosols.

This paper describes the modules of the system, such as laser, interference filters, photomultiplier tube and the discriminator-multichannel scaler system, with an emphasis on the software application used to record the observations of the experiment. The software is based on National Instrument's LabVIEW, an application we found useful for developing a complete acquisition and processing capability.

II. System Description

The block diagram of the system is shown in Figure 1. A diagram of the one channel ALEX system is shown in Figure 2.

The laser is a high power Q-switched Nd:Yag provided with doubling and tripling crystals which allow simultaneous output at wavelengths of 1064, 532 and 354.7 nanometers. Only the W portion of the output is used to maximize the scattering return. Each pulse sent to the atmosphere has a maximum energy of 200 mJ and a temporal width of 4 to 6 nanoseconds while the pulse repetition frequency is 10 Hz.

The transfer mirrors provide transmission at 1064 and 532 nanometers while reflecting at 354.7 nanometers. Thus, they filter out the fundamental and second harmonic while maintaining horizontal polarization at 354.7 nm.

The telescope used to collect the scattered radiation is a 14 inches Schmidt Cassegrain f/11. It is also positioned on a micrometer adjustable mount designed by the author.

A 5 mm diameter fiber optic bundle is composed of fibers of 200 μm in diameter. These fibers are arranged in a scrambled manner to provide maximum transmittance for our spectral range (67% from 380 to 420 nm). One end of the bundle is located at the focal point of the telescope and the other end has a collimator which allows light to exit as uniformly and as parallel as possible to the interference filters and then to the photomultiplier tube.

Figure 1. ALEX System block diagram

Figure 2. ALEX one channel configuration system

The narrow band interference filters provide the wavelength selection corresponding to the Raman scattering shift due to the atmospheric molecules. These result from illumination with a laser beam at
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354.7 nm. These shifts are studied and described in detail by Inaba and Kobayasi. Also, a filter tuned at the laser wavelength is provided for observing aerosols.

The photomultiplier tube (PMT) has high gain (71 x 10^5) and low noise (dark current 10 nA) characteristics. This tube is working in the photon counting mode.

A 300 MHz count rate discriminator allows the accurate counting of pulses coming out of the PMT and conditions the signal for computer acquisition. The selection of the discriminator threshold is of importance as noted by Donovan et al. and Cadirola. An appropriate value will minimize the pulse pile-up effect found in photon counting systems. The value of the discriminator threshold used in our observations was chosen according to linearity tests made on the PMT (Cadirola). It is important to note that each discriminator threshold will depend on the particular PMT used in the detection, even if the same model and manufacturer is used. Therefore, a linearity test should be performed for each tube used in the system.

The multichannel scaler (MCS) is able to acquire pulses of the discriminator in sequential bins in order to provide a range resolved profile of the atmosphere. The bin size is 250 nanoseconds which defines a spatial resolution of 37.5 meters. The laser will fire synchronously at a fixed time after the start of a multichannel scaler sweep. To improve the statistics of the observation a further number of multichannel scaler sweeps is required. Therefore after M sweeps the MCS will contain a profile of the range resolved accumulation of counts for the total number of laser shots. This profile is then used in the processing and analysis of experimental data.

The computer data acquisition system is based on an IBM/PC compatible with Windows 95 and National Instruments’ LabVIEW software. This software is used to control the laser firing, acquisition, processing, displaying and storing the range resolved counts.

III. Signal Processing

The signal processing performed for each raw Lidar return is performed on-line with a personal computer IBM/PC compatible using Windows 95 and running National Instruments’ LabVIEW version 4.1. The data acquired is saved to a file and later processed using the same software.

It is useful to know the expected number of counts per bin calculated by a simplified version of the Lidar equation (Melfi). This equation will be used for comparison of experimental data. This can be shown as:

\[
E \times c \times q(\lambda_{\text{Laser}}, t) \times \frac{\text{det}}{\text{det}_{\text{Laser}}} \times n(\lambda_{\text{Raman}}, t) \times A \times \gamma(\lambda_{\text{Laser}}) \times \eta(\lambda_{\text{Laser}}) \times G
\]

where

\[
i(z) \text{: photomultiplier cathode current per laser pulse}
\]

\[
E \text{: total laser energy per pulse at } \lambda_{\text{Laser}}
\]

\[
c \text{: speed of light (m/s)}
\]

\[
q(\lambda_{\text{Laser}}, t) \text{: atmospheric transmissivity for the laser wavelength}
\]

\[
\frac{\text{det}}{\text{det}_{\text{Laser}}} \text{: total effective backscatter crosssection (m}^2\text{/sr)}
\]

\[
n(\lambda_{\text{Raman}}, t) \text{: number density of Raman scattering molecules (1/m}^3\text{)}
\]

\[
\gamma(\lambda_{\text{Raman}}) \text{: system optical efficiency}
\]

\[
\eta(\lambda_{\text{Laser}}) \text{: pm'ts optical efficiency (A/W)}
\]

\[
G \text{: gain of the photomultiplier}
\]

It is useful to know the expected number of counts per bin calculated by a simplified version of the Lidar equation (Melfi). This equation will be used for comparison of experimental data. This can be shown as:

\[
i(z) = \frac{E \times c \times q(\lambda_{\text{Laser}}, t) \times \text{det} \times n(\lambda_{\text{Raman}}, t) \times A \times \gamma(\lambda_{\text{Laser}}) \times \eta(\lambda_{\text{Laser}}) \times G}{2 \times z^2}
\]

where

\[
i(z) \text{: photomultiplier cathode current per laser pulse}
\]

\[
E \text{: total laser energy per pulse at } \lambda_{\text{Laser}}
\]

\[
c \text{: speed of light (m/s)}
\]

\[
q(\lambda_{\text{Laser}}, t) \text{: atmospheric transmissivity for the laser wavelength}
\]

\[
\frac{\text{det}}{\text{det}_{\text{Laser}}} \text{: total effective backscatter crosssection (m}^2\text{/sr)}
\]

\[
n(\lambda_{\text{Raman}}, t) \text{: number density of Raman scattering molecules (1/m}^3\text{)}
\]

\[
\gamma(\lambda_{\text{Raman}}) \text{: system optical efficiency}
\]

\[
\eta(\lambda_{\text{Laser}}) \text{: pm'ts optical efficiency (A/W)}
\]

\[
G \text{: gain of the photomultiplier}
\]

Further schemes used in the processing of raw Lidar profiles can be summarized as: (a) background subtraction and range square correction, (b) count rate and (c) signal to noise ratio. In addition, water vapor mixing ratio and aerosol scattering ratio are performed.

Background subtraction consists of removing the DC component contained in the raw data. This DC component is due to sky background light that enters the photomultiplier. It is calculated by averaging the total number of counts over a period of approximately 200 μs before the laser is fired for the total number of laser shots acquired. This average is then adjusted to obtain an equivalent background per 250 ns bin. This can be shown as:

\[
N_{\text{ave.back}} = \frac{1}{L_2 - L_1 + 1} \sum_{i=L_1}^{L_2} N(i)
\]

\[
N_{\text{back.sub}}(i) = N(i) - N_{\text{ave.back}}
\]

where

\[
i = \text{bin number}
\]

\[
L_1 = \text{initial bin}
\]

\[
L_2 = \text{final bin}
\]

\[
N_{\text{ave.back}} = \text{calculated average background per bin}
\]

\[
N_{\text{back.sub}} = \text{background subtracted lidar data}
\]

\[
N(i) = \text{total raw counts per bin}
\]

Range square correction consists of multiplying each bin by the corresponding squared altitude or range since, as seen from the Lidar equation, all returns are affected by the factor due to the change in
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the receiver telescope solid angle as referred to the laser pulse. It is also very important to apply this correction to background subtracted returns since a DC component contained in the data would give an apparent increase in signal with increasing altitude.

Knowing that each bin contains information from a height layer 37.5 m thick, we can assume that the number of counts in that bin will correspond to a height equal to 37.5m times 2i - 1 where i is the bin number. Thus, the calculation can be summarized as:

\[
N_{\text{range,corrected}}(i) = N_{\text{background}}(i) \cdot \left( \frac{\text{bin spatial resolution}}{2} \cdot (2i - 1) \right)^2
\]

where

- \(i = \text{bin number}
- \text{bin spatial resolution} = c \times \text{bin width}/2 = 37.5 \text{ m}
- N_{\text{background}} = \text{background subtracted lidar data}
- N_{\text{range,corrected}} = \text{range squared corrected lidar data}

The count rate shows how close the photomultiplier tube is to saturation levels, being a very important evaluation tool, given that the PMT output is not already saturated. It can be calculated as:

\[
M(i) = \frac{N(i)}{250 \times 10^{-9} \times i} \text{[Hz]}
\]

where

- \(i = \text{bin number}
- N(i) = \text{total number of counts per bin for } S \text{ number of laser shots}
- M(i) = \text{count rate per bin}
- S = \text{total number of laser shots}

The PMT pulse height distribution showed the experimental maximum count rate for the tube used has a value of approximately 10 MHz. It can be seen that for the measured profiles (where saturation is not occurring) the count rate values are mostly within the linear operation of the tubes. However, since at low altitude (within the first kilometer) the count rate is larger than the maximum value the tube can handle, we assume all our Lidar observations are useful above the first kilometer (\( \approx 25 \text{ MCS bins} \)).

The signal to noise ratio can be calculated as:

\[
\text{SNR} = \frac{S(i)}{N(i) - N_{\text{background}}} = \frac{N(i)}{\sqrt{N(i)}}
\]

where

- \(N(i) = \text{total raw counts per bin}
- N_{\text{background}} = \text{average background per bin}

This calculation is based on the assumption that the probability of observing any specific number of counts in a Lidar profile is given by the Poisson probability distribution. Therefore, the counts found in each bin represent an estimate of the mean of a Poisson distribution for that bin (Bevington). Hence the variance \( \sigma^2 \) equals the number of counts \( N \) in that bin i, and the uncertainty in the number of counts per i bin is given by:

\[
\sigma(i) = \sqrt{N(i)}
\]

The water vapor mixing ratio is the mass of water vapor divided by the mass of dry air in a given volume and usually expressed as grams per kilogram (g/Kg). Its calculation basically is the ratio of the water vapor to the nitrogen Lidar profiles. Similarly, the aerosol mixing ratio can be found by calculating the ratio of the aerosol to molecular scattering, i.e., rationing the aerosol with the nitrogen Lidar returns. These calculations are described in more detail by Whiteman et al.

IV. Experimental Data Acquisition and Analysis

The operation of ALEX consists of (a) an alignment procedure and (b) a data acquisition and processing scheme.

The alignment procedure is performed to intersect the laser beam with the center-on-axis of the field of view of the telescope. The idea is to maximize the long range return for any specific wavelength.

The data acquisition and processing scheme provides the final step in observing and recording the Lidar profiles.

The acquisition and processing software, based on LabVIEW, uses the concept of modular programming in which an application is composed of a series of tasks which can also be divided in subtasks. It also has extensive library functions for applications like data acquisition, analysis, presentation and storage. In addition, development tools provide easy debugging and program development. LabVIEW philosophy considers routines or modules as virtual instruments (VIs) with the idea of constructing instruments that perform a certain function within the program. These VIs consist of two components: a front panel, which acts as an interface with the user, and a diagram, in which the programmer writes the VI's commands. This arrangement permits clear and conceptual understanding of the operation of the software program. Each component of the program is then implemented as a virtual instrument.

Each Lidar return corresponding to nitrogen, water vapor and aerosols is recorded sequentially. All data shown in this paper are averaged 15 minutes. After storing all the different profiles, the processing software allows the computation of water vapor
mixing ratio and aerosol scattering ratio, including a qualitative comparison of the water vapor mixing ratio with radiosonde data.

The advantage of having a real-time acquisition and processing software is the ability to evaluate the Lidar profiles qualitatively and quantitatively on the fly, so that any extra corrections to alignment, signal attenuation or others can be made at the time of the measurement.

For example, in order to know if the system is properly aligned a qualitative analysis can be made by comparing the acquired nitrogen Lidar profile with the number density of nitrogen molecules described in the U.S. Standard Atmosphere Tables. This is shown in the right graph of Figure 3.

Similarly, a quantitative analysis of the system performance can be made by comparing the acquired nitrogen Lidar profile with the expected number of counts calculated theoretically using the Lidar equation. This is shown in the left graph of Figure 3.

Figure 3. (Left) Plot of Nitrogen profile vs. expected counts calculated by Lidar equation (MCS bins vs. Counts per shot); (Right) Range square corrected nitrogen profile vs. US Standard Atmosphere tables (Range in meters vs. Total counts).

In the same way, a qualitative comparison of the water vapor mixing ratio with radiosonde data can be made. As shown in Figure 4, our computed water vapor mixing ratio shows good agreement with the radiosonde.

V. Summary

The UMBC’s Atmospheric Lidar EXperiment (ALEX) has demonstrated the capability of remotely sense the atmosphere by measuring nitrogen, water vapor and aerosol concentrations in the troposphere with acceptable noise characteristics. The versatility and simplicity of the application software LabVIEW allows both the programmer and the end user to easily interact with the computer and datasets. The experimental analysis of Lidar data is greatly simplified due to the powerful built-in graphs which allow the operator to obtain faster study and therefore better instrument data analysis performance.

Future capabilities of the data acquisition and processing software include database and Matlab interfaces as well as remote control and operation of mobile systems.

Figure 4. ALEX Water vapor mixing ratio observation vs. radiosonde data. Radiosonde data was taken from Washington Dulles airport on December 17, 1997 at 0000z, approx. 4 hours away from acquisition time.

VI. References


1. Introduction

We propose a new and more accurate way of measuring ozone and water vapor in the Planetary Boundary Layer (PBL), two important components for both chemistry and meteorology. The method is based on the Raman scattering in the UV, measured simultaneously on O$_3$, N$_2$, and H$_2$O. The Raman shifted wavelengths from O$_3$ and N$_2$, with well known Raman cross sections and constant mixing ratio, are well suited for differential ozone measurements in Hartley band. Furthermore, water vapor mixing ratio can be retrieved using the classical Raman method [1, 2].

The Raman DIAL was already successfully performed in the stratosphere at night time conditions for ozone [3]. We propose to adapt this technique for monitoring ozone in the PBL by using a single probing wavelength at the 4th harmonic of a Nd:YAG laser. In this case, the Raman shifted wavelengths are situated in the solar blind region, which makes possible daytime measurements.

2. The experimental setup

![Diagram of experimental setup](image-url)

Figure 1. Experimental setup
The optical layout is shown in Figure 1. The system is based on a quadrupled Nd:YAG laser which emits the 266.1 nm radiation at a maximum power of 120 mJ and 10 Hz, with a beam divergence of 0.5 mrad. We use a non coaxial configuration without beam expansion. The three backscattered Raman signals are collected by a Newtonian telescope with a 20 cm diameter primary mirror, 60 cm focal length and 5 mrad divergence. The Raman signals are spectrally separated by a single 500 mm optical path monochromator with 10^5 background noise rejection. The monochromator has a 1.1 nm / mm resolution using a 1'800 gr./mm grating.

The additional rejection of the pump beam is performed by two custom designed holographic Notch filters, with a typical 2.6 OD at 266 nm for each filter with up to 80% transmission for the three Raman wavelengths. The Notch filter transmission curves for a tilt of 0 and 20 degrees are shown in Figure 2.

![Notch filter transmission curve between 260 - 310 nm, at 2 different angles.](image)

With the combination of the monochromator and the two Notch filters, we obtain over 10^14 rejection ratio at 266 nm. Adding a solar blind filter at the output of the telescope performs additional day light suppression. With this configuration, daytime measurements are achieved easily. The F number of the monochromator and telescope is fitted using two positive lenses, a 40 mm to collimate the light in the Notch filters and a 60 mm at the entrance of the monochromator. The three Raman shifted wavelengths at the output of the monochromator are simultaneously detected by three PMTs, and the signals are recorded with 12 bits 20 MHz transient ADC recorder, with the control of the acquisition and treatment of the data performed by a PC.

3. Data analysis

The analysis of the Raman data is similar to that described earlier in McGee et al [3] but applied here for a single wavelength. The ozone number density can be obtained from the following equation:

\[
\frac{d}{dr}(S_{O_2}(R)) - \frac{d}{dr}(S_{N_2}(R)) = \left[ \frac{\sigma_{O_2}(R) - \alpha_{O_2}(R)}{\sigma_{O_2}(R) - \sigma_{N_2}(R)} \right]
\]

with \( S_x = \ln(R^2 P_x(R)) \) the logarithm of the range corrected Raman signals, \( \alpha_x(R) \) the extinction coefficient and \( \sigma_x(R) \) the ozone absorption cross section related to the Raman shifted wavelengths. The Raman shifts are 1555 cm\(^{-1}\) for \( O_2 \), 2331 cm\(^{-1}\) for \( N_2 \) and 3651 cm\(^{-1}\) for \( H_2O \). With the 266.1 nm pump beam, the vibrational Raman wavelengths are 277.5 nm for \( O_2 \), 283.6 nm for \( N_2 \) and 294.6 nm for \( H_2O \) [3]. The corresponding ozone cross section for Raman shifted wavelengths are 490.6*10\(^{-20}\) cm\(^2\)/mol for \( O_2 \) and 296.3*10\(^{-20}\) cm\(^2\)/mol for \( N_2 \) [5].

In addition to the ozone retrieval, the is capable to detect the Raman signal at 294.6 nm from \( H_2O \) and to provide the water vapor profile by applying the method proposed in [1, 3].

4. Results and discussion
With this rather simple configuration, Raman signals are acquired in the analog detection mode for altitude up to 1000 m. The high rejection ratio was proved by the absence of the elastic lidar echo in O₂ and N₂ Raman signals from low level clouds. Two range corrected signals obtained with the system are presented in Figure 3, for the O₂ and N₂ Raman shift, on 4000 shots average. The graph directly shows the difference in the slopes of the curves due to different ozone absorption cross-sections, the "Raman O₂" corresponding to the on wavelength and the "Raman N₂" to the off wavelength. The corresponding ozone profile is shown in Figure 4. It is a preliminary result, with the data points obtained with a binning of 30 meters (4 x 7.5 m) and the linear fit showing a reasonable 30 ppb mean ozone concentration between 90 and 450 m above the ground level. Water vapor Raman signals have been observed but not yet processed.

We may expect that working in photon counting mode, the range will be extended up to the free troposphere. Water vapor retrieve will be performed soon, and ozone and water vapor intercomparison is on the way. The exchange of the monochromator by a filter based system will be investigated.

6. References

Raman Lidar Calibration of the DMSP SSM/T-2 Microwave Water Vapor Sensor

John Wessel, Steven Beck, Yat Chart, Robert Farley, and Jerry Gelbwachs

The Aerospace Corporation, P.O. Box 92957, Los Angeles, CA 90009
Phone: (310) 336-6599, FAX: (310) 336-6801, Email: John.E.Wessel@aero.org

1. Introduction.

Two campaigns were conducted at the Pacific Missile Range Facility, Barking Sands Kauai (PMRFK), investigating Raman lidar as a method to improve calibration of the DMSP SSM/T-2 microwave water vapor profiling instruments. A transportable Raman lidar developed at the Aerospace Corporation was deployed to an island test site at Barking Sands, Kauai, following launch of DMSP F-14. The site was selected for a tropical atmosphere, minimal cloud cover, and water surrounding. The lidar operated in conjunction with AIR and Vaisala radiosondes and was supported by downlinked satellite data and surface measurements from a regional buoy network. Raman lidar profiles extending from <0.5 to >10 km altitude were obtained on 34 of 37 available nights during the two campaigns, June-July and September, 1997 respectively.

2. Experimental.

The lidar transmitted 355 nm output from a frequency-tripled Nd:YAG laser (Spectra Physics GCR290-50, injection locked), and received with a f/6.5 0.8 m diameter (primary) Cassegrain telescope employed in coaxial configuration. Laser, telescope, detection optics, and electronics were installed in a 30 foot container that was transported by air to PMRFK. In the second campaign, a high speed ferroelectric liquid crystal shutter was added to the optical train in order to suppress spurious signal-induced noise in high altitude measurements. A ferroelectric liquid crystal was chosen because it switches at higher speed than conventional liquid crystal media, while retaining the large acceptance angle and aperture of these devices.

3. Results.

Lidar calibration constants, relating the ratio between water and nitrogen signals to the water vapor mixing ratio, were derived from simultaneous radiosonde measurements. An AIR GPS 77 radiosonde system supplied temperature, relative humidity, and wind measurements. Polymeric film humidity sensors were launched simultaneously from an adjacent side at PMRFK on five nights of the September campaign. Vaisalas were also flown about 7 hours after satellite overpass on eleven nights during June-July.

The lidar calibration constant was reproduced to about ±2 percent from day to day by performing system alignment using a large corner cube retroreflector. Calibration constants for the photon counting mode were derived from 3 to 6 km altitude data. This was based on the expectation of good photon counting statistics, reasonable signal linearity, moderately reliable operation of the radiosondes at prevailing temperatures, and relatively stable moisture profiles during observation periods. The lidar calibration constant was obtained by minimizing RMS difference between "good" AIR profiles and the lidar mixing ratio profiles (~1.6% RMS in RH in typical cases). In all cases, the calibration constants so derived yielded realistic saturation at cloud levels. Minimized RMS differences were larger for the Vaisala radiosondes and the changes in RH with altitude reported by the Vaisalas were physically inconsistent with changes in the water Raman channel. This indicates that a systematic bias occurred in the Vaisala measurements at low RH, therefore AIR profiles were used for lidar calibration. The Vaisala profiles were persistently moister than AIR profiles for 3 to 9 km at RH below 20 percent. The difference accounts for the poorer corre-

![Figure 1. Water vapor mixing ratio measured by lidar (heavy black line), AIR radiosonde (gray squares), Rayleigh-Mie (gray line), and saturated mixing ratio (MR).](image-url)
spondence between Vaisala-based forward calculations and SDRs than for AIR or lidar measurements.

Figure 1 presents data recorded in the presence of thin cirrus clouds at 9 km altitude. In this typical case, the radiosonde did not report saturation at cloud level, whereas the lidar, which was adjusted to agree with the RAOB at 3-6 km, indicated a saturated mixing ratio (relative to ice) at the cloud base. RAOBs typically varied, reporting from 40 to 60 percent RH within clouds above 6 km, which is shown for five nights in Figure 2. RAOBs failed to resolve structure in profiles above 9 km (<-25°C). The large discrepancies are in the direction consistent with reference to a liquid water vapor pressure curve extrapolated below freezing temperature.

**Figure 2.** Relative humidity referenced to liquid water at cloud level, versus cloud temperature as measured by AIR radiosondes (triangles).

At large ranges, lidar signals were observed to have anomalous behavior, such that background-corrected signals remained high relative to the expected exponential decrease in water vapor. This is indicative of signal-induced photomultiplier noise known as after-pulsing (Campbell; Lee, et al.). For ratio signals, the anomaly was essentially independent of overall signal level. The effect was investigated in detail during the September campaign.

On several evenings, thick low clouds drifted in and out of view during observations. This was exploited in order to determine the effect of the intense low altitude signals on the high altitude measurements. Cases were examined in which Rayleigh and nitrogen channels indicated optically thick clouds. In these situations, signals should be essentially zero for range bins beyond clouds. In every case, slowly decaying signals were recorded in water range bins above cloud level. The waveform of the spurious signals was stable and the shape was relatively independent of signal level. A waveform derived from the average of cloud-blocked measurements was used for after-pulse correction (APC). The correction is significant beyond 5 km range. It is scaled in order to achieve convergence to zero water vapor above 14 km. In most cases, the combination of a constant dark current baseline subtraction and a scaled APC correction are required, particularly in the presence of moonlight. The APC signals generally had correct asymptotic behavior and in all cases, correct saturated mixing levels were indicated at the bases of high thin clouds.

**Figure 3.** The solid line is an after-pulse corrected profile with a cloud base at 10.3 km. The dashed line corresponds to data obtained using the electro-optical shutter 23 minutes later. The region from 0 to 1.5 km is modified by transient switching.

Uncertainties associated with APC correction were reduced by use of an electro-optic shutter. Results are illustrated in Figure 3. The ratios are not corrected for wavelength and time dependent retardation at short times following the on-pulse for the device. Therefore, ratio measurements are only reliable beyond 2 km. Measurements obtained with the electro-optic shutter are nearly free of the slowly decaying APC waveform. Nonetheless, a small APC correction (10 percent of that needed in the absence of the shutter) improved the agreement between lidar and AIR RAOBs over the range from 7 to 9 km. The gated measurements at long range were generally similar to those made without a gate using optimized APC corrections. The shutter was not used routinely because it attenuated the water signals by about 80 percent in the open state.
Figure 4. Difference between radiative transfer calculation and satellite measurements for the 10 best collocations. Black rectangles refer to lidar-based profiles, stripes to AIR radiosonde profiles, and thin gray lines to statistical uncertainty. The channels correspond to upper, mid-, and lower troposphere (183+/-1, +/-3, +/-7 GHz) and to lower troposphere plus surface (150 GHz) and, surface (92 GHz), respectively.

Differences between forward calculations and satellite measurements (SDRs) are presented in Figure 4. Generally, the correspondence is excellent, except for surface sensitive 92 and 150 GHz channels. The discrepancies are discussed below. At first, it was thought that acceptable agreement would be confined to relatively cloud-free nights. Later, it was established that agreement was excellent on most nights, provided after-pulse corrections were made. SSM/T-2 imagery did not reveal the influence of land in the vicinity of Kauai, therefore land does not account for the surface discrepancies. Land area is too small relative to the 92 GHz footprint. Land and orographic clouds, clearly influence the 92 GHz channel in the vicinity of the large island, Hawaii. Examination of collocated mid-infrared imagery from the DMSP OLS imager and SSM/T-2 imagery indicated that the microwave signals were not significantly influenced by cloud structure during the Kauai campaign. Based on differences in moisture and wind soundings between the windward and leeward sides of Kauai, we tentatively suggest that the large surface channel discrepancies are associated with an orographic drying effect in the vicinity of PMRFK. Additional evidence will be presented.

4. Summary

Forward calculations based on lidar data accurately predict SDRs observed in the atmospheric channels, provided account is taken of photomultiplier after-pulsing. For a given instrumental setup, it is possible to correct for this effect by scaling an after-pulse waveform to the overall amplitude of the signals integrated over the range profile.

For the Kauai experiments, the RMS difference between the reliable AIR and lidar measurements for altitudes 2 to 6 km corresponds to ~2 percent. Although our radiosonde data appears to be unreliable above 9 km, it was possible to extend RH measurements to higher altitude using lidar. This was based on the observation that the lidar constant is stable and independent of altitude. The accuracy required to calibrate SSM/T-2 atmospheric channels is based on this capability. Additional studies are needed to resolve substantial surface channel discrepancies.
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1. Introduction

Elastic backscatter lidar is known to be a very efficient and rather standard technique for the remote sensing of aerosol in the Planetary Boundary Layer (PBL), in particular for regions and meteorological conditions for which high load of particulate matters are present in the air and essentially trapped into the PBL [1]. Moreover, the top of the PBL is very often associated with a change in the temperature gradient versus altitude and the formation of an inversion layer. The aerosols are condensed at this height and their presence induces a very clear "signature" on the lidar signal showing the top of the PBL.

This paper report on the WINTEX pilot study: WINTEX (Land-surface-atmosphere interactions in a wintertime boreal landscape) is an EU Environment project which focuses on the study of land-surface-atmosphere exchange at high latitude and during winter time, under conditions for which the largest influences about likely climatic changes can be expected. This implies that studies of land-surface-atmosphere exchange should be concentrated to high latitudes and winter time, which was not the case up to the present WINTEX study. For both practical and theoretical reasons, such studies were essentially concentrated to the warm and biologically most active part of the year.

Our task in this project was to demonstrate the possibility to use an aerosol lidar in these very rude conditions, and especially for very low particulate matter concentration in the air. The EPFL trailer was installed during March 1997 in Marsta-Uppsala - Sweden, and recorded different meteorological events, in particular between March 12-17. At these days, other instrumental technique like scintillometer, meteo balloon soundings, and wavelengths resolved direct and diffused solar fluxes were engaged by different groups within the WINTEX project, as well as airborne data acquired by the STAAARTE British Hercule airplane.

2. Methodology

To fulfil the requirement of the present study, the performances of the EPFL lidar prototype were adapted in order to be used as a multi-wavelength backscatter lidar, with two beams set at 355 and 532 nm from a YAG laser source, with respectively 100 and 150 mJ/pulse at 10 Hz. The two beams are emitted in parallel, between the two receiving telescope, as shown in Figure 1. The first telescope is a newtonian type with a diameter of 200 mm for the primary mirror, thus enabling a detection range from typically 50 to 1'500 m. This telescope corresponds to the "short range telescope". The second telescope is a Cassegrain type telescope with a diameter of 600 mm and a measuring range from 0.4 to 14 km. It corresponds to the "long range telescope". Measurements were recorded simultaneously with the two telescopes, and polarized measurements were obtained from the 355 nm channel. At this point of the study, the data treatment is mainly

Figure 1: optical layout of the aerosol LIDAR
centered on the range corrected data. The analysis of the 355 nm signals and the 532 nm signals from the short range telescope shows that they coincide well with the signals from the long range telescope. The Klett algorithm allows us to invert the lidar signal and to extract the atmospheric volume backscatter.

3. Results

One example of the results obtained during this field study is presented in Figure 2. It is a time series of the range corrected of the total backscatter signals versus the altitude above ground level (AGL). In this figure the 355 and the 532 nm channels were measured alternatively, on a basis of typically 15 minutes, and are both normalized so to be combined on the same graph. These data were obtained with the short range telescope, each single profile being recorded and stored on a 12 bits 20 Mhz ADC converter within less than 2 minutes averaging time (1'000 shots per profile). No binning is applied on the data, and the range resolution is 7.5 m in this case. Even if the meteorological conditions were very clean and without cloud coverage in the morning, a well defined and stable mixing layer is seen with almost constant thickness from 0 to 8 h, while a fast development of the mixing layer in altitude from 9 to 18 h can be depicted. The two "spikes" around 15 and 16 h are due to the saturations of the PMTs because of the appearance of a cloud layer at the top of the PBL at that time, while after 18 h and due to a very rapid change in the weather conditions, snow falls started and therefore prevented any further lidar measurements.

From the results in Figure 2, it is possible to reconstruct the height of the top of the PBL, which is presented in Figure 3. In that case the data treatment consists in filtering and defining the intensity level corresponding to the transition between the lower altitude region with higher particle density (the PBL region) and the higher altitude region with lower particle density. Our estimate of the height of the PBL was further confirmed by balloon soundings launched close to the lidar trailer. This transition is shown by the "Mean" value presented in Figure 3, while the "Min" and "Max" curves correspond to respectively +16% and -16% of the mean signal intensity. This criteria indicates that the PBL height under night time conditions is very well defined (the inversion layer is very close to the ground), while the PBL height is defined with a lower accuracy for day time conditions for where the aerosol load is diluted in a wider mixing layer. This example proves that it is possible to follow the daily evolution of the PBL in boreal conditions.
4 Conclusion

During this WINTEX study, we demonstrated that even in very clean air conditions, the retrieve of the PBL height can be achieved, and gives similar results than well calibrated balloon soundings, with the advantage of continuous monitoring. A further analysis of the backscattered coefficient and the analysis of the polarised measurements at 355 nm will be presented, the latter giving more information about the particles optical properties. A comparison of our results with the measurement obtained by the sun photometer and the scintillometer is also foreseen.
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1. Introduction

Use of the Raman spectroscopy to analyze the composition of gas mixtures in the atmosphere still attracts much attention of researchers. The reasons for this are certain favorable, from the stand-point of constructing a measurement technique, features of the Raman scattering process. It is important that the Raman lines of molecular species present in a mixture are observed simultaneously, with the line of atmospheric nitrogen being among them. Ratios of the Raman line intensities of contaminating gases to that of nitrogen make a good basis for constructing a closed technique of spectroscopic gas analysis of such atmospheric formations as emissions from plant stacks. However, Raman light scattering is an extremely weak effect what imposes a strong restriction on its use in spectral analysis of atmospheric formations. Most practical seems to be the Raman-lidar detection of contaminating gases in atmospheric emissions from plant stacks. First of all this is caused by high concentration of gases in such emissions, especially at the stack mouth.

In this connection it is worth noting that along with the emission gas composition it is desirable to measure the velocity of the emission jet outflow to be able to estimate the emission gross yield.

Earlier we have discussed a possibility of estimating the velocity of the emission outflow from a stack using the Raman-lidar return signal along sounding path that pierces the stack plume near the stack mouth. Unfortunately, the approach proposed in these papers strongly depends on conditions to be fulfilled for the assumptions made to work.

Besides, the possibility of calibrating Raman-lidar returns from contaminating gases by that from nitrogen within the volume inside the emission from a stack is not so trivial because the temperature inside the emission jet is higher than in the ambient air and, as a result, the concentration of nitrogen is also to be determined. Therefore certain methodical efforts are needed to make use of simple relations between the ratios of the Raman-lidar returns and the concentration of the contaminating gases sought.

Strictly speaking, when constructing a technique for extracting parameters of an object under study from data of sensing, for example with a lidar, one certainly uses, either directly or indirectly, some models of the object itself or of its interaction with the sounding beam. In the case of lidar sensing one must add to this the models of optical and electronic channels of the lidar complex that are also necessarily involved into the final consideration. As a result, the sought parameters of an object under study and physical quantities measured with a lidar are related by expressions that involve many optical and other characteristics of the instrumentation used, just in accordance with those explicit or implicit models.

According to the above consideration one may state that the inverse problem of determining the parameters of atmospheric formations sounded from the lidar response may be reduced to constructing relevant models of the object and of the response detection system. Such a modeling is aimed at finding the best fit of the model response to the actual one acquired with a lidar. In so doing the parameters of an object model that provide the best fit may be interpreted as the object parameters sought. Using such an approach to solving the inverse problem one may avoid certain troubles, normally met in the processing of experimental data, that are connected, for example, with the necessity of their differentiation.

2. Basic relations
Normally, optical power of a lidar return collected with its receiving antenna from a scattering volume at a distance $R$ is described by the so called lidar equation

$$P_{\lambda_i}(R) = P_0 \frac{c\tau}{2} G(R) \frac{A}{R^2} \beta_{\lambda_i}^R(R) T_{\lambda_0}(R) T_{\lambda_i}(R),$$

where is $P_{\lambda_i}(R)$ is the power received at the wavelength $\lambda_i$ of a Raman line from the $i$th gas component; $P_0$ is the laser pulse peak power; $c$ is the speed of light; $\tau$ is the pulse duration; $G(R)$ is the lidar geometric (overlap) function; $A$ is the receiving area; $\beta_{\lambda_i}^R(R)$ is the the Raman backscattering coefficient of $i$th gas; $T_{\lambda_0}(R)T_{\lambda_i}(R)$ is the product of atmospheric transmission at the wavelength of sounding radiation, $\lambda_0$, and at the wavelength of the $i$th Raman line, $\lambda_i$.

The backscattering coefficient $\beta_{\lambda_i}^R(R)$ if the $i$th gas component the product of the corresponding differential Raman cross-section, $\sigma_{\lambda_i}^R$, and number density, $N_i(R)$, of molecules at the range $R$ ($\beta_{\lambda_i}^R(R) = \sigma_{\lambda_i}^R(R) N_i(R)$).

In reality any lidar return recorded with a recording system is a convolution of the function (1) and a pulse transient function, $\Phi(r)$, of that system. So, the signal at a recording system output may be written as follows

$$S_{\lambda_i}(R) = \int_0^R \Phi(R-r) P_{\lambda_i}(r) dr.$$  

As a consequence, when determining the concentration of a gas component from lidar return signal, we have to solve the equation (2). In the general case no exact solution of this inverse problem exists, though in some particular cases it may be solved analytically, under certain assumptions on the emission jet flow. For instance, in Ref.1 a technique is proposed for reconstructing the concentration of the emission components if the flow is nearly laminar. Therefore the search for possible algorithms to solve this problem is being done among numerical methods.

3. Technique for reconstructing the concentrations

In this paper we propose an algorithm for solving the above stated problem that is based on modeling the formation of lidar response from a gas component of an atmospheric emission from a stack. Basic assumptions that make up the approach being discussed are as follows. First we consider the case when sounding path pierces the emission jet just above the stack mouth. It is important since in that case we may consider the emission to be uniformly mixed regarding the distribution of its components over its cross section, while being not yet mixed with the ambient air. From what we just have said naturally follows the assumption that the function $N_i(R)$, entering the lidar equations (1) and (2), is a step-wise function of range along the sounding path, with the step being exactly above the stack mouth. However, the latter assumption should necessarily be modified because in practice the laser beam is incident onto an actual emission, sounded with a ground-based lidar, along a slant path (see Fig.1). As a result, the assumption on a step-wise behavior of $N_i(R)$ function is true only at the front boundary of the emission coming out from the stack since at the rear portion of the jet there may occur essential washing out of its boundary due to turbulent mixing with the ambient air. To allow for this effect we will model it as a gaussian process that yields a diffuse trailing edge of the otherwise rectangular pulse response. It is important to note that in the case of hot emissions from stacks the Raman-lidar return from nitrogen should have a dip in the range interval above the stack mouth, in contrast to a step in corresponding return signals from other molecular species. Taking this into account we write the models of $N_i(R)$ function for nitrogen and contaminating gases as follows
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From these expressions one may readily see that the parameters of the model that must be fitted numerically are the distance $R_1$ to the emission, the amplitude or level of the emission $A_i$, and the width of the mixing region in the far end of the sounding path within the emission jet. In actual emissions from stacks, especially if they are hot, there is certain amount of nitrogen dioxide that contributes to almost all Raman lines from other gases due to the broad-band and long-lived luminescence. In our model we allow for this factor by adding a corresponding model of this process the input data for which are the experimental data on the luminescence return at a wavelength in a region between Raman lines. An example of such modeling performed to achieve the best fit to experimentally measured lidar responses from nitrogen and SO$_2$ in the emission from an electric power plant is shown in Fig. 2.

Thus it is seen from these data that the modeling approach to Raman-lidar data processing provides for obtaining the estimates of the gas species concentration in the stack emissions since when achieving the best fit of a model to the actual lidar data we automatically determine the amplitudes of the gas concentrations in the emission jet as it is among the model parameters that are being involved in the fitting process.

4. Estimating the emission jet outflow velocity

In contrast to more or less clear physical grounds for extracting information on atmospheric emission gas composition from Raman-lidar returns the problem of estimating the outflow velocity of the emissions from lidar returns is not yet well understood. In this paper we are going to discuss in a more detail the approach that is based on detecting fluctuations of the emission jet boundary and relating their properties to the velocity sought. Figures 3.a and b show two versions of optical arrangement that may be applied to detection of the emission boundary fluctuations. The first one assumes measuring return signals with two beams from two points on the boundary, while the second one suggests to optically isolate two sub-volumes in a scattering volume from a single sounding beam.
Thus recorded returns from the two spots on the emission boundary will bear information on the boundary fluctuations either through varying distance to the boundary directly, or through the fluctuations in the return power, if a photon counting is used to integrate the return power within a single time gate centered at the boundary. It may be shown that correlating the time series of thus recorded return signals one may estimate the outflow velocity of the emission jet. Moreover the estimates that we have already done in a model experiment show a good promise for making this approach practicable.

The model estimates have been done with the allowance for the following factors that may affect the measurement accuracy:
- statistical nature of the interaction between the laser radiation and the aerosol in the emission;
- uncorrelated behavior of random variations in the recording system parameters;
- fluctuations in the tangential component of the jet outflow velocity that may result in deformations of the correlation function shape;
- random fluctuations in time of the recording system triggering;
- fluctuations of the electron travel time through a PMT's dynode system;
- finite length of the laser pulses.

The numerical simulations that we have performed show that it is quite realistic to achieve the accuracy of the velocity measurements within several per cent error interval.
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1. Motivation

Moisture and temperature are important properties of the atmosphere. The study of dynamical processes in the planetary boundary layer requires the capability of daylight measurements of these parameters with high spatial and temporal resolution.

Differential-absorption lidar can meet these requirements (Browell et al., 1979; Bösenberg, 1997). However, DIAL measurements are strongly affected by gradients in the Mie-to-Rayleigh scattering ratio (Ansmann, 1985; Theopold et al., 1993), as they occur in smokestack plumes and at cloud boundaries. Problems are also caused by slightly different fields of view that originate in imperfect alignment of the laser beams. To reduce the influence of these effects, the BELINDA concept (Theopold et al., 1992) has been developed.

2. Principle of measurement

In BELINDA, or Broadband Emission Lidar with Narrowband Determination of Absorption, the basic idea is to perform the spectral separation of the on-resonance and off-resonance signals in the receiving part of the system, in contrast to the usual DIAL setup with two lasers or one laser with wavelength switching. For the implementation of BELINDA, one laser is needed with a linewidth of approximately twice the width of the absorption line of the gas that is to be measured. For the determination of water vapor at wavelengths around 730 nm the required linewidth is around 0.4 cm\(^{-1}\) FWHM. Calculations show that the required smooth lineshape is only necessary on the average, not for every individual laser pulse.

At the receiving end a polychromator with special features must be available. The device currently used is a combination of a Fabry-Perot interferometer for the detection of backscattered radiation in the wings of the absorption line which corresponds to the "off-line" signal of a conventional DIAL, and a special double-cavity etalon (Linow, 1994) with two closely-spaced transmission peaks on either side and close to the center of the absorption line, which transmits the "on-line" lidar signal (Theopold et al., 1996).

3. Experimental setup

In the actual BELINDA setup (Fig. 1) a tunable flashlamp-pumped Ti:sapphire laser (modified Elight, 410HR) is used.

A small fraction of the outgoing laser light is extracted for beam analysis. We currently monitor the temporal behavior, the energy, the center wavelength and the spectral shape of the laser pulses. The wavelength is measured with a commercial instrument (ATOS Lambdameter) that in our application provides the absolute value to an accuracy better than 3 pm or 0.05 cm\(^{-1}\) (only three of the four Fizeau interferometers of the Lambdameter are used). In addition, a photoacoustic cell filled with water vapor is used to determine whether the emission wavelength coincides with the center of the absorption line. The linewidth and the spectral shape are
At 729.6 nm an output of 30 mJ could be achieved. Under these conditions the measured temporal width of the laser pulse is 120 ns corresponding to a minimum spatial resolution of 18 m. The spectral distribution is smooth on a 50-pulse average (= 4 s) yielding a linewidth of 0.38 cm⁻¹. After a warm-up time of 20 minutes the drift of the laser wavelength is stable to ± 0.05 cm⁻¹ which is sufficient BELINDA.

In order to improve the signal-to-noise-ratio (SNR) we cooled one of the APDs with a thermoelectric cooler, thus increasing the gain. A first analysis shows a slightly better SNR, but this result must be confirmed by additional measurements.

The system is now capable of performing routine measurements of water-

![Figure 2. BELINDA measurement of 6.3.1998, 17:30 CET, with a gliding average of 75 m and temporal resolution of 120 s. The „on-line“ and „off-line“-signals are scaled at the left and given by the dotted and dashed lines, respectively. The solid line represents the optical depth and is scaled at right.](image-url)
vapor optical depths as shown in Fig. 2.

The figure shows an almost constant slope between 150 and 1800 m. The average slope is in very good agreement with the one calculated from the ground values of temperature and humidity and a standard atmospheric model. The increase beyond 1800 m is caused by lack of signal and has no physical significance.

As predicted by theory strong gradients in the backscatter ratio have little effect on the measured optical depths. The minimum distance from which the signal can be evaluated without perturbation is about 150 m. This is well within the region of partial overlap of the laser beam with the receiver field of view.

5. Conclusion and future prospects

The work described in this contribution shows that the problems associated with the implementation of the BELINDA concept could all be solved. Several of the predicted advantages have been demonstrated and thus a significant improvement over conventional water vapor DIAL has been achieved.

However, the temporal and spatial resolution is not yet sufficient for flux measurements. To improve the resolution an increase of the signal-to-noise-ratio is necessary. Several steps towards this aim are planned, e.g., injection seeding of the Ti:sapphire laser with a suitably chosen laser diode to increase the output power, more sensitive APDs, and an amplifier with less noise. The greatest effect is expected from an increase of the free aperture of the interferometers inside the polychromator, without change of the achieved transmission characteristics. This now seems possible due to progress in the technology of grinding, polishing, and coating of optical surfaces.
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1. Introduction.
Absorption spectroscopy in the UV-visible region of the electromagnetic spectrum is now a well-established method for measuring the atmospheric concentrations of a range of different constituents. In the troposphere the technique has been used to obtain surface concentrations of a number of species using long path differential optical absorption spectroscopy (DOAS). However, while offering high species selectivity, the DOAS method generally suffers from the limited spatial resolution obtainable in comparison with lidar. Differential absorption lidar (DIAL) and Raman lidar systems used in constituent profiling are also subject to limitations. Vibrational Raman lidar is restricted by the extremely small Raman cross sections of most molecules, a consequence of which is that only in the study of atmospheric water vapor have significant advances been made. DIAL is at present limited to measuring single atmospheric species with well-resolved spectral features and relatively large differential absorption cross sections (H₂O, O₃, and, at very short range and high levels of pollution, NO₂ and some hydrocarbons). The presence of aerosol in significant amounts (as are frequently observed in the troposphere) also leads to substantial errors in DIAL methods. By comparison, DOAS offers a means for the simultaneous detection of many atmospheric trace species. With DOAS, spectrally resolved measurements over a wide bandwidth enable the unambiguous identification of several species even where absorptions overlap. A further advantage is that the method is very insensitive to the presence of Mie and Rayleigh scattering, due to the high-pass filtering technique used to obtain differential spectra. However, DOAS measurements to date have provided only extremely limited vertical resolution in the troposphere, and generally only path-averaged measurements are possible by this method.

We present a development of both DOAS and DIAL in which the advantages of both methods (spatial resolution of DIAL and species discrimination of DOAS) are combined. The method employs a broadband laser, an imaging spectrometer and a CCD camera used in a novel mode, permitting simultaneous altitude- and wavelength-resolved measurements of backscattered photons. We present the principles of a broadband lidar, including the critical element: the use of a CCD detector and present examples of measurements.

2. Principles of Combining DOAS and DIAL
The basis of the development described here is to combine the advantages of both the DIAL technique and DOAS methodology in which a multiwavelength and time-resolved detection system is coupled to a broadband short-duration light source. The aim is to obtain altitude-resolved broadband spectra to which the DOAS technique can be applied to directly derive high-resolution vertical profiles. Central to the operation of such a system is the detector which must combine high wavelength and time discrimination. As the backscattered light must be spectrally resolved (generally at higher resolution than 1 nm full width at half maximum (FWHM) to avoid degrading the magnitude of the differential cross sections of the species to be measured), a grating spectrometer is required; this necessity coupled with the need for “whole spectra” acquisition rates of 10³ s⁻¹ rules out the use of the traditional lidar detector, the photomultiplier tube (PMT). Similarly, the slow readout time of a photodiode array (often used in DOAS instruments) makes their use unsuitable. However, the use of a charge-coupled device (CCD), coupled with an imaging spectrometer, allows both criteria to be met. A CCD is essentially a two-dimensional array of electrodes that are insulated from a light sensitive silicon thin film and from each other by a metal oxide layer. The incident light is converted to photocharge in the silicon layer and is constrained in potential wells. By applying suitably phased voltages to the electrodes along one of the axes of this pixel array, charge can be transferred efficiently between rows of CCD pixels in either direction. The timing
Figure 1. Schematic diagram of the broadband lidar system. Radiation from the Nd:YAG pumped broadband dye laser is expanded and collimated by a Galilean telescope and directed into the atmosphere via a right-angled prism. The receiving optic consists of a 40 cm Newtonian telescope, the output of which is focused into an optic fiber and transferred to an astigmatic Czerny-Turner spectrometer. The wavelength-dispersed light is imaged across the unmasked region of the CCD perpendicular to the axis of fast charge transfer.

and sequence of these phased voltages along the time axis of the CCD are referred to as a clocking sequence. When the photocharge reaches the edge of the array, it can be read out.

In the present application the CCD is positioned in the focal plane of an imaging spectrometer, which disperses the spectrum across rows of the CCD, the CCD is itself masked to prevent illumination of the unexposed parts of the CCD and to improve the definition of the exposed area. The spectrum accumulated within this illuminated region is then transferred along the time axis by a clocking sequence, allowing subsequent spectra to be recorded by the exposed rows. The current system employs a Nd:YAG pumped broadband dye laser with a pulse duration of 6-8 ns. The short pulse duration of the laser means that the maximum obtainable altitude resolution is dictated by the time gate of the CCD detector, defined by the number of exposed rows and clocking rate of charge transfer. In the prototype instrument, for throughput considerations the exposed region has been set at 10 rows; thus, with a maximum clocking rate of 1 μs per row, an altitude resolution of 1.5 km is obtainable.

As the CCD is capable of efficiently transferring data in both directions on the CCD, the altitude-resolved spectra can be returned to the starting position after one laser pulse to await the next, allowing on-CCD integration of laser pulses. What is thus obtained is a series of time- and thus altitude-resolved spectra, to each of which the standard DOAS analysis method can be applied using the first return signal as a zero altitude reference spectrum. Subtraction of line-of-sight amounts then allows the vertical profile to be determined, as with a conventional lidar.

3. Instrument Details

The Cambridge lidar (Figure 1), employs a Q-switched (Spectron SL803-G) Nd:YAG laser
operating at 20 Hz with a nominal divergence of 0.5 mrad. This laser source provides 900 mJ per pulse at 1064 nm, with a 6-8 ns pulse duration. The Nd:YAG second and third harmonics are employed to transversely pump a dye laser (Spectron SL4000B) from which the dispersive element in the laser cavity has been removed to give a broadband spectral output. By selecting suitable dyes, an output pulse with a FWHM of 10-20 nm can be achieved at the required wavelength in the visible spectrum (400-750 nm), pulse energies at 20 Hz are typically in the range 50-150 mJ. The beam divergence of the dye output is 0.8 mrad, although with appropriate beam expansion optics this can be reduced to 0.1 mrad to match the field of view of the detection system. The laser output is directed vertically into the atmosphere via a turning prism 0.25 m from the central axis of a 0.4 m diameter standard f/4 Newtonian telescope of 1.6 m focal length. The backscattered light received by the telescope is focused to a shuttered optical fiber, which in turn relays the light to the entrance slit of an astigmatic imaging Czerny-Turner spectrometer (Chromex 250 IS) with a 250 mm focal length and an f/4 aperture to match the receiving telescope output. The flat field image of the spectrometer is projected onto the CCD perpendicular to the fast charge transfer axis. The CCD camera employed in these studies is an Astrocam 4201 fitted with a TE3A head, which is Peltier air cooled to >40°C below ambient temperature. The CCD itself (EEV 37-10) is an UV-coated 512 times 1024 array of 15 μm square pixels.

4. Observations

The first results with a broadband laser are presented, measurements being performed across the 715-730 nm absorption band for H2O profiles, and the 650-670 nm spectral region for simultaneous detection of H2O and NO3.

4.1 Retrieval of H2O (715-730 nm). Water vapor is the most variable of the major molecular constituents of the atmosphere and plays a primary role in many atmospheric processes; hence measurement of its spatial and temporal distribution is of paramount importance. Because of their large and highly structured absorption cross sections the visible absorptions corresponding to the 4v vibrational overtone bands of H2O are suitable spectral features for broadband laser ranging.

A laser output centered at 715 nm (FWHM 12 nm) was generated by 532 nm pumping of a Pyridine II methanol solution to give a pulse energy of 40 mJ. Spectra averaged over 1 hour periods were accumulated throughout the night of 15 October 1996 (2230-0600 G.M.T.). U.K. Meteorological Office (UKMO) radiosonde data (Vaisala RS80L device) were obtained from the British Atmospheric Data Centre for comparison, from the closest stations in the UK Upper Air Network - Shoeburyness (51.55N, 0.83E) and Herstmonceux (50.90N, 0.33E) - both within 125 km of the lidar location (52.12N, 0.08E).

Zero-altitude spectra (reference spectra) were recorded by sampling the expanded laser beam prior to output to the atmosphere. This was necessary for lower troposphere measurements because the non-coaxial nature of the output and detection systems with the prototype design resulted in poor overlap of the transmitted beam and detector field of view at low altitudes.

The measurement of water vapor profiles employing the 4v vibrational overtone bands of H2O is complicated by the narrowness (<10 pm) and intensity of individual ro-vibrational transitions, so that the Beer-Lambert law may not be directly applied to the measured lower-resolution backscatter absorption spectra. Instead, a line-by-line calculation at high spectral resolution is made using HITRAN data [Rothman et al., 1992]; the resulting transmission is smoothed to the instrument resolution before fitting to the measured absorption spectra. By starting with the lowest-altitude return, and incorporating the fitted amounts of water vapor
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in the calculation of the transmission for higher altitudes, an \( H_2O \) number density profile is obtained. This is converted to a mixing ratio profile by assuming, in this case, the U.S. Standard Atmosphere (1976) temperature profile. An example of the quality of the spectral fit obtained is shown in Figure 2, and the corresponding water profile up to an altitude of ~4 km is shown in Figure 3 with (UKMO) radiosonde data for comparison. It is evident from the presented data that the potential of the lidar system to profile water vapor from the ground to at least the middle troposphere is excellent.

4.2. Simultaneous Retrieval of \( NO_3 \) and \( H_2O \) (650-670 nm). The broadband lidar has also been used to study the much weaker features of the 4\( v+\delta \) overtone region of the \( H_2O \) spectrum and the \( NO_3 \) absorption centered at 662 nm. A consequence of the atmospheric importance of \( NO_3 \) is that this spectral region has been studied extensively by DOAS, zenith sky and moon-pointing instruments. Despite the extensive measurements, tropospheric, or indeed boundary layer, profiling of \( NO_3 \) has yet to be obtained.

To maximize the signal-to-noise ratio, the backscatter spectra from each night were averaged over the whole measurement period and in the altitude axis to give a single profile point relative to the zero-level reference. Spectral fits for \( H_2O \) and \( NO_3 \) were performed across the 651-668 nm region applying functions derived from literature cross sections. The total fit obtained for August 19, 1996 data is illustrated in Figure 4, from which it is clearly evident that the two species \( NO_3 \) and \( H_2O \) are present. The corresponding mixing ratios of the two species are 211±51 pptv and 0.95±0.09 % respectively. The high \( NO_3 \) concentration is indicative of a polluted boundary layer.

5. Summary

It has been shown that the broadband lidar technique is viable for nighttime range-resolved visible absorption spectroscopy in the troposphere. Vertical profiling of water vapor up to ~4 km has been achieved by monitoring spectral features due to the 4\( v \) vibrational overtone bands. It has also been demonstrated that the broadband lidar is capable of multiple species determination, monitoring the 4\( v+\delta \) vibrational overtone band of \( H_2O \) and the \( NO_3 \) radical.
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1 Introduction

Atmospheric aerosol particles influence the Earth's radiation balance both directly by scattering and absorption of light and indirectly by acting as cloud condensation nuclei, thereby influencing the albedo and lifetime of clouds. The Aerosol Characterization Experiments (ACE) are a series of international field studies to understand the combined chemical and physical processes that control the evolution of those aerosol properties that are relevant to radiative forcing and climate. ACE-2 focused on anthropogenic aerosols from the European continent and desert dust from the African continent as they move out over the North Atlantic Ocean.

In ACE-2 we have used the I/T scanning six-wavelength lidar, an 18-channel sun and sky photometer, and a DMPS/APS (Differential Mobility Particle Sizer/Aerodynamic Particle Sizer) system to determine aerosol optical properties and aerosol size distributions. The instruments were operated at Sagres, Portugal, on more than 40 days during the ACE-2 intensive field campaign held in June and July 1997.

In this contribution we show measurements of optical and microphysical particle properties obtained with the aforementioned systems in the case of a well-mixed marine boundary layer. Microphysical particle properties derived from multiwavelength-lidar and sun-photometer measurements with two different inversion techniques and the in situ measured size distributions are compared.

2 Instruments

The I/T scanning six-wavelength lidar uses two Nd:YAG and two dye lasers to emit light simultaneously at 355, 400, 532, 710, 800, and 1064 nm (Müller et al., 1996). Signals elastically backscattered by molecules and particles at these wavelengths as well as Raman-scattered light from nitrogen at 607 nm and from water vapor at 660 nm are detected. From these, six backscatter coefficients and one extinction coefficient and the water-vapor mixing ratio are determined. From measurements at two different zenith angles optical thicknesses of aerosol layers at all six measurement wavelengths can be estimated in addition (Gutkowicz-Krusin, 1993; Ansmann et al., 1998).

The sun photometer (company Dr. Schulz & Partner, Germany) is a compact system which automatically tracks the sun. A silicon diode permits one to measure both direct solar and sky radiance, and thus column-integrated optical depths and sky-brightness phase functions, at 18 wavelengths between 351 and 1064 nm. The wavelengths are selected with interference filters with halfwidths smaller than 5 nm. The instrument was calibrated at the high-mountain site Zugspitze in the German Alps before the ACE-2 intensive field campaign.

Ground-based measurements of aerosol size distributions were carried out with a DMPS for particles in the size range from 3 to 860 nm (mobility diameter) and with an APS in the range from 800 to 10000 nm (aerodynamic diameter). Larger particles were cut off with a pre-impactor at the inlet.

3 Measurement example

In order to make the results of the three very different − profile, path, and point − measurements comparable we chose a measurement taken in the early morning of 20 June 1997. On that day a fairly well-mixed boundary layer was present and no additional aerosol layers above that could be observed. Thus, one can expect that all three devices observed nearly the same aerosol features. In the early morning one can use, on the one hand, data from Raman measurements at night and, on the other hand, sun-photometer almucantar measurements taken shortly after sun rise.

Figure 1 shows the lidar backscatter profiles and the humidity profile calculated from the Raman measurement of the water-vapor mixing ratio and the temperature profile of a radiosonde launched at the field site at 06:10 UTC. The lidar was operated under a zenith angle of 60°. The top of the boundary layer at 550 m can clearly be seen. The profiles indicate a fairly good mixing. The relative humidity increased slightly from the surface to the top of the mixing layer. Some change in the spectral behavior of the backscatter coefficients at different heights was present. Backscatter values below about 250 m are not reliable because of the high uncertainty in the correction of the incomplete overlap between the laser
beam and the receiver field of view. Looking at time series of meteorological data and of measured signals from the three systems one can conclude that the conditions were nearly constant during the measurement period.

Fig. 1: Vertical profiles of backscatter coefficients and relative humidity measured with lidar on 20 June 1997, 02:00 - 05:00 UTC.

The aerosol backscatter coefficients were computed with the Klett method (Fernald, 1984). This method needs a proper set of reference backscatter coefficients and of lidar ratios. Here, for each wavelength a mean boundary-layer lidar ratio was estimated by using the Klett solutions and optical-thickness values obtained from measurements at two different zenith angles (30°, 60°) (Gutkowicz-Krusin, 1993; Ansmann et al, 1998).

The optical data measured with the lidar were inverted into microphysical particle parameters with the method of inversion via regularization (Müller, 1997). We chose two heights, 375 and 465 m. As necessary input data served the five backscatter coefficients shown in Fig. 1, an extrapolated backscatter value at 355 nm (because of detector problems that value could not be measured correctly below about 1000 m on this day) and boundary-layer mean extinction coefficients at 355 and 532 nm determined from the measurements at two zenith angles. From the inversion, that considers particle sizes between 10 nm and 10 μm, effective radius, total number, surface-area, and volume concentrations as well as mean complex refractive index are determined. An initial guess of the shape of the aerosol size distribution is not needed.

Fig. 2 shows the spectral optical thickness measured with the sun photometer, Fig. 3 the normalized sky-brightness phase function at 779 nm derived from the almucantar measurement. The agreement between the particle optical depths determined from the scanning-lidar and the sun-photometer observations was good. Only at short wavelengths the lidar-derived optical depth was lower by about 0.02 at 400 nm and 0.05 at 350 nm. This may indicate the influence of small particles in the free troposphere and in the stratosphere on the sun photometer measurements. In addition, photometer values at short wavelengths seem to be slightly erroneous.

Fig. 2: Rayleigh-corrected optical thickness measured with sun photometer on 20 June 1997, 06:30 UTC. The ozone absorption band can clearly be seen between about 500 and 650 nm. The water-vapor absorption channels around 940 nm are excluded.

Fig. 3: Sky-brightness phase function (779 nm) normalized to 1 measured with sun photometer on 20 June 1997, 06:30 UTC. The strong increase of the scattered intensity in the forward direction indicates the existence of large particles.

Again, from the optical data physical particle properties were calculated. Here, the program CIRATRA (Coupled Inversion Radiation Transfer) developed by von Hoyningen-Huene and Wendisch (1994) was used. The CIRATRA method derives the discrete aerosol size distribution between about 64 nm
and 10 \, \mu m and the real part of the refractive index without any \textit{a priori} guess of the shape of the size distribution.

The results for refractive index, effective radius, total number, surface-area, and volume concentrations as they were obtained from the three systems are shown in Table 1. As mentioned above, one should keep in mind that lidar retrievals are valid for the heights of 375 m and 465 m, sun-photometer-based retrievals represent mean aerosol properties of the whole atmospheric column, and the DMPS/APS provides \textit{in situ} data at the ground. Thus, in a strict sense, the three systems did not observe the same aerosol. However, because of the well-mixed boundary layer the aerosol properties should be comparable.

Tab.1: Mean particle properties derived from lidar, sun-photometer, and DMPS/APS measurements. \( n \) corresponds to the total number, \( a \) to the total surface-area, and \( \nu \) to the total volume concentration, \( r_{\text{eff}} \) denotes the effective radius, and \( m_r \) and \( m_i \) the real and imaginary part of the refractive index. The integration limits of the DMPS/APS-derived values are 64 nm and 3.5 \, \mu m.

<table>
<thead>
<tr>
<th></th>
<th>LIDAR 375 m</th>
<th>SPM 352</th>
<th>DMPS/APS 522</th>
</tr>
</thead>
<tbody>
<tr>
<td>( n ) cm(^{-3} )</td>
<td>\pm 58 \pm 163</td>
<td>\pm 99 \pm 48</td>
<td></td>
</tr>
<tr>
<td>( a ) \mu m(^2)cm(^{-3} )</td>
<td>\pm 3 \pm 2</td>
<td>\pm 9 \pm 9</td>
<td></td>
</tr>
<tr>
<td>( \nu ) \mu m(^3)cm(^{-3} )</td>
<td>\pm 1 \pm 2</td>
<td>\pm 5 \pm 2</td>
<td></td>
</tr>
<tr>
<td>( r_{\text{eff}} ) \mu m</td>
<td>\pm 0.7 \pm 0.1</td>
<td>\pm 0.1 \pm 0.1</td>
<td></td>
</tr>
<tr>
<td>( m_r )</td>
<td>1.450 \pm 0.005</td>
<td>1.400 \pm 0.005</td>
<td></td>
</tr>
<tr>
<td>( m_i )</td>
<td>1.475 \pm 0.01</td>
<td>1.450 \pm 0.01</td>
<td></td>
</tr>
</tbody>
</table>

The table shows a good agreement for the effective radius and the real part of the refractive index within the error limits. These two quantities are characteristic for a particle ensemble and do not depend on the actual number concentration in the measurement volume. But also the values for number, surface-area, and volume concentrations are of the same order of magnitude for the three different measurements. The slightly larger sun-photometer-derived effective radius compared to the lidar-derived value may be caused by larger particles near the ground. The slightly smaller DMPS/APS-derived effective radius might also be due to the cut-off at 5-\mu m aerodynamical radius which leads to a lack of measured large particles.

Finally, the retrieved sun-photometer aerosol size distribution was compared to the size distribution measured with the DMPS/APS system. This is shown in Fig. 4. The sun-photometer retrieved number concentrations are slightly higher than the \textit{in situ} measured values at the ground, but nevertheless the agreement is good over a wide range of radii and over about four orders of magnitude. The comparison of the volume concentration (not shown) gives the same good agreement.

![Fig. 4: Comparison of \textit{in situ} measured (DMPS/APS system) and inverted (using sun-photometer data) aerosol number size distribution on 20 June 1997, 06:30 UTC.](image)

5 Summary

We have compared particle optical and microphysical properties derived from profile, path, and point measurements. In the case of a single, well-mixed aerosol layer, mean particle properties (real part of the refractive index, effective radius, number, surface-area, and volume concentrations) determined from different sets of optical data, measured with lidar and sun photometer, and inverted with different algorithms show a good agreement. The comparison confirms that the new lidar inversion scheme works well and shows further that sun-photometer-derived particle properties are reliable, if the optical information is strongly determined by a well-mixed boundary layer.
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Introduction

The detection of mixed layer depth has been a frequently derived product from both ground-based and airborne lidar [1-3]. The detection of the mixed layer has been based on discontinuities in the aerosol backscatter coefficient (βa) immediately above the boundary layer and relies on sufficient aerosol production in the surface layer to delineate the ML inversion. We will use the lidar backscatter ratio, b = 1 + βa/βR, in this paper as a measure of the lidar backscatter.

Traditional detection techniques have been based on a measure of the discontinuity in the profile, typically a maximum of -db/dz. Endlich [1] used a pattern recognition algorithm to match adjacent values of -db/dz which were similar and thus provide horizontal continuity in the boundary layer height even with a noisy signal. Melfi et al. [3] used an automated detection technique based on a critical absolute backscatter value and also examined the variance of -db/dz which should maximized at the point where convective entrainment is largest.

These techniques are often not reliable. With a noisy signal or low aerosol scattering in the boundary layer, detection of the gradient in backscatter is not always a unique measure of the mixed layer height. In a study from an aircraft mission in the Lower Fraser Valley (Vancouver), British Columbia [4,5], a smoothed set of lidar profiles was used along with a simple derivative technique to determine MLDS. The lidar data were taken at 1s averages (10 shots) with 12m vertical resolution. Even where the aerosol concentration was uniform in the ML, this technique worked adequately only as long as there was a significant horizontal (10 profiles, or about 2km of flight leg) and vertical (5 points or 60 m) smoothing of the data. This smoothing not only decreased the value of the high resolution airborne lidar data, but also opened the possibility of aliasing the data. This is especially problematic in cases where horizontal discontinuities existed (near the shoreline where Thermal Internal Boundary Layer, TIBL, development was seen, for example). For this reason, we have developed a new technique to better retrieve the MLD on the unaveraged lidar data.

The New Technique

We have examined wavelet techniques to extract the MLD from the lidar profiles. Wavelet transforms have been found not to be well suited to the form of the backscatter profile near the mixed layer. In formal wavelet analysis [6], one requires convergence of the integral over all space of the modulus of a wavelet. This requires that the wavelet goes to zero at ±∞. This can be accomplished by subtracting the Rayleigh value to have the backscatter ratio go to zero at ±∞. There is the problem that the wavelet is not defined for negative values and therefore, it would have to be synthetically reflected in the negative domain.

We have chosen a technique which is much simpler and, therefore, easier to automatically process over large volumes of data. This technique fits an idealized backscatter ratio profile <b(z)> to the observed data and using a minimization technique to reduce the variance between the two profiles. The idealized profile is one which fits our expectation of the mixed layer, containing a gradient in backscatter from a mixed layer value, b_m, to the value above the ML, b_u. The idealized profile used is:

\[ <b(z)> = \frac{b_m + b_u}{2} - \frac{(b_m - b_u)}{2} \text{erf} \left( \frac{z - z_m}{s} \right) \]

where \( z_m \) is the mixed layer depth height and \( s \) is a measure of the width of the entrainment zone. With the definition of the entrainment zone being that region where the aerosol concentration is between the 5th and 95th percentile of the mixed layer value [7], the entrainment zone thickness, EZT, is 2.77s. It should be noted that the \( z_m \) and \( s \) parameters correspond to translation and dilation factors in formal wavelet analysis. In this technique, we fit only one daughter function (wavelet) to the observed profile. Figure 1
shows the idealized profile with $z_m = 500\text{m}$, $s = 100\text{m}$, $b_u = 2$ and $b_m = 10$.

A process of multidimensional minimization is needed to find “best fit” values of the profile parameters. Initial attempts to use the downhill simplex method [8] in multidimensions proved unreliable. Implementation of the method of “simulated annealing” achieves very satisfactory results with relatively little computational cost. Routines for implementation of this method are described and presented in Press et al. [8].

**Results using Airborne Lidar Data**

The lidar data used in this work were obtained from 21 missions carried out over the Lower Fraser Valley of British Columbia during July and August 1993 [4,5]. The AES elastic lidar operated at 1.064 um from the National Research Council of Canada’s Convair 580 aircraft. The lidar was flown at a nominal altitude of 4300m and operated at 10 Hz. The data was stored as 10 shot averages giving a horizontal resolution of 1s or approximately 200m and a vertical resolution of 12m.

Figures 2-6 show five profiles from the August 3 mission. Figures 2 and 3 show typical mixed layer profiles which are well delineated and nearly constant under the inversion. Figures 4-6 show profiles which give problems with the traditional retrieval algorithm. In Figure 4, the mixed layer has a layer of relatively cleaner air within the boundary layer. This is believed to be due to advection of the overlying more polluted air over a relatively clean region of the valley. Figures 5 and 6 were obtained closer to the colder waters of the Georgia Straight and thus have shallower boundary layer features. Figure 5 shows an overlying plume over the main portion of the mixed layer. Figure 6 shows a profile which is much shallower than those shown in the other retrievals and has an increasing aerosol content right down to the surface.
The results of these retrievals showed that there was reasonable agreement between the gradient technique (552 m) and the one proposed here (521) only for the first profile (Figure 2). In fact, Figures 3 and 4 show profiles for which the gradient retrieval found large increases near the surface and identified them as very shallow boundary layers (0 m), while the new technique gave more correct heights of 425 and 534 m. In Figures 5 and 6, the gradient retrieval identified the mixed layer height at 170 m where it was more closely determined to be 246 and 236 m, respectively, by the wavelet technique used here.

A fuller discussion of this technique can be found in [9]. Copies of this work can be obtained by contacting the first author.

Acknowledgements

This work was funded by grants awarded by the Atmospheric Environment Service of Environment Canada and by the Natural Science and Engineering Research Council of Canada. MB was able to participate through funding from the NATO/CNR senior fellowships programme.

References


LASE Validation Experiment: Preliminary Processing of Relative Humidity from LASE Derived Water Vapor in the Middle to Upper Troposphere

Vincent G. Brackett¹, Syed Ismail², Edward V. Browell², Susan A. Kooi³, Marian B. Clayton¹, Richard A. Ferrare⁴, Patrick Minnis⁵, Brian J. Getzewich⁶, and Jennifer Staszel⁵

¹Science Applications International Corporation (SAIC), NASA Langley Research Center, Mail Stop 401A, Hampton, VA 23681, USA, Phone: 757-864-5854, Fax: 757-964-7790, email: v.g.brackett@larc.nasa.gov
²NASA Langley Research Center, Mail Stop 401A, Hampton, VA 23681, USA
³NASA Langley Research Center, Mail Stop 420, Hampton, VA 23681, USA
⁴Computer Science Corporation (CSC), NASA Langley Research Center, Bldg 1268, Room 1317, Hampton, VA 23681, USA, (NASA LARSS 97 Program Summer Student)
⁵University of Michigan, Department of Atmospheric, Oceanic, and Space Science, Ann Arbor, Michigan, 48109, USA, (NASA LARSS 97 Program Summer Student)

Introduction

LASE is the first fully engineered, autonomous airborne DIAL (Differential Absorption Lidar) system to measure water vapor, aerosols, and clouds throughout the troposphere [1,2,3]. This system uses a double-pulsed Ti:sapphire laser, which is pumped by a frequency-doubled flashlamp-pumped Nd:YAG laser, to transmit light in the 815-nm absorption band of water vapor. LASE operates by locking to a strong water vapor line and electronically tuning to any spectral position on the absorption line to choose the suitable absorption cross-section for optimum measurements over a range of concentrations in the atmosphere. During the LASE Validation Experiment, which was conducted over Wallops Island during September, 1995, LASE operated on either the strong water line for measurements in middle to upper troposphere, or on the weak water line for measurements made in the middle to lower troposphere including the boundary layer. Comparisons with water vapor measurements made by airborne dew point and frost point hygrometers, NASA/GSFC (Goddard Space Flight Center) Raman Lidar, and radiosondes showed the LASE water vapor mixing ratio measurements to have an accuracy of better than 6% or 0.01 g/kg, whichever is larger, throughout the troposphere [4].

In addition to measuring water vapor mixing ratio profiles, LASE simultaneously measures aerosol backscattering profiles at the off-line wavelength near 815 nm from which atmospheric scattering ratio (ASR) profiles are calculated. ASR is defined as the ratio of total (aerosol + molecular) atmospheric scattering to molecular scattering. Assuming a region with very low aerosol loading can be identified, such as that typically found just below the tropopause, then the ASR can be determined. The ASR profiles are calculated by normalizing the scattering in the region containing enhanced aerosols to the expected scattering by the “clean” atmosphere at that altitude. Images of the total ASR clearly depict cloud regions, including multiple cloud layers, thin upper level cirrus, etc., throughout the troposphere.

New data products that are being derived from the LASE aerosol and water measurements include: 1) aerosol extinction coefficient, 2) aerosol optical thickness [5], 3) precipitable water vapor [5], and 4) relative humidity (RH). These products can be compared with airborne in-situ, and ground and satellite remote sensing measurements. This paper presents a preliminary examination of RH profiles in the middle to upper troposphere that are generated from LASE measured water vapor mixing ratio profiles coupled with rawinsonde profiles of temperature and pressure.

Data Processing

LASE post processing provides profiles of ASR every 3 seconds (the average of 15 laser shots), with a horizontal and vertical resolution of 600 and 30 meters, respectively. The horizontal resolution for the water vapor profiles is 600 meters; the vertical resolution is 330 meters for the weak line (0.2-7 km), and 510 meters for the strong line (7-16 km). Figure (1) shows the ER-2 aircraft track in the vicinity of Wallops Island, Virginia during LASE Validation flight 3, which was conducted on September 13, 1995. Figure (2) shows the corresponding
measurements of ASR (left) and water vapor mixing ratio (right) profiles between 00:00 UT and 01:15 UT from this flight leg.

Figure 1. LASE ER-2 Track (Flight 3) on September 13, 1995.

Figure 2. Atmospheric Scattering Ratio (left) and water vapor mixing ratio (right) measured by LASE on September 13, 1995 during the LASE Validation Experiment. LASE operated using the strong water vapor absorption line during this portion of this flight. Mid and high-level cirrus clouds can be seen in the atmospheric scattering ratio image.

Relative humidity (RH) with respect to water (or ice) is the ratio (in percent) of the water vapor mixing ratio \((W_v)\) to the saturation mixing ratio of water \((W_s)\) with respect to water (or ice) at the same temperature and pressure. There are various methods used, depending on the parameters available, to calculate RH. The following equation was used to calculate RH:

\[
RH = \frac{W_v / 1000 \times (P - V_p)}{0.00622 \times V_p}
\]  

(1)

where RH = relative humidity (%)  
\(W_v = \) water vapor mixing ratio (g/kg)  
\(V_p = \) saturation vapor pressure (mb)  
\(P = \) pressure (mb)
Profiles of temperature, which are required to compute the saturation vapor pressure, and pressure are required. Two different approaches were used to obtain these profiles.

1) Single Point Method

Vaisala radiosondes, which were launched at Wallops Island in support of LASE operations, were used to construct individual profiles of temperature and pressure. Both profiles were interpolated to match the vertical resolution of the LASE water vapor mixing ratio data. These profiles were then used in equation (1) to calculate RH. This point method was considered a viable first order calculation of RH when LASE was within 100 km of Wallops Island.

2) Curtain File Method

Rawinsondes, launched from Upper Air (UPA) sounding stations surrounding Wallops (7 sites), were obtained from the SSEC (Space Science and Engineering Center) at the University of Wisconsin in McIDAS (Man-computer Interactive Data Access System) format for the appropriate LASE flight days. Using McIDAS, contour grids of pressure and temperature at 00Z and 12Z were developed for the radiosonde specified reporting altitudes. Additional McIDAS algorithms were then developed to interpolate these grids in time and space to obtain corresponding profiles of temperature and pressure, for every LASE water vapor profile. These “curtain files” containing temperature and pressure profiles were then used in equation (1) to calculate the RH profiles.

Relative humidity with respect to both water and ice were computed using both methods.

Results

Figure (3) and (4) are images of RH profiles using the two different calculation methods described above.

Regions where the relative humidity with respect to ice is above 98%, which are shown in black in figure (3) and (4), are well correlated with the regions of middle to high-level cirrus clouds shown in figure (2). In general, horizontal gradients of relative humidity are better preserved when curtain files were used. For the data shown in figure (3), the “Single Point” method has a high degree of correlation also since LASE remained in the vicinity of Wallops Island during this period. This would not hold true for transit flights or operations over large geographical
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Introduction
The University of Wisconsin's Volume Imaging Lidar (UW-VIL) [1] was deployed in Sheboygan, Wisconsin, for the Lake-Induced Convection Experiment (Lake-ICE) during December of 1997 and January of 1998. The site (43°4'N, 87°42'W, 176 m ASL) was located within 10 m of the western shore of Lake Michigan for the purpose of measuring the 4-dimensional (space and time) structure of the upwind edge of the unstable thermal internal boundary layer (TIBL) [2] that forms over the relatively warm lake during cold air outbreaks (CAOs).

During CAOs, the air temperature typically drops to -15 to -30°C while the temperature of the lake water remains a few degrees above freezing. This temperature difference generates large surface heat fluxes which creates a convective boundary layer over the lake. Because the large-scale air flow is from the land to the lake and considering the diffusive nature of turbulence, the TIBL becomes deeper with increasing offshore distance. Stratocumulus clouds form offshore, and steam fog often forms over the lake surface. Further downwind, the convection can become intense enough to produce lake-effect snow.

Despite the 1997-1998 midwest US winter being one of the mildest on record, we still experienced a few CAOs that were strong enough to enable us to meet our objective. Furthermore, in addition to the TIBLs we observed, we gathered VIL data on many other very interesting phenomena at the edge of the lake, including a land-breeze (see Eloranta et al., this conference), microscale linear and cellular patterns in shallow convection [3], steam-fog, steam-devils, and gravity waves.

We collected data on 9 days during Lake-ICE, which took place from December 5 until December 22, 1997, and from January 9 until January 22, 1998. The experiment included flights of the NCAR Electra and the University-of-Wyoming King-Air aircraft for in situ boundary layer measurements. Three NCAR integrated sounding systems (ISS) stations and five fixed and one mobile cross-chain loran atmospheric sounding system (CLASS) stations provided additional wind and thermodynamic soundings in the surrounding states. The only ISS in Wisconsin was located about 10 km west of the VIL. Measurements of wind and temperature mentioned here are from the National Data Buoy Center's SGNWS weather station which was located about 750 m north of the VIL. The air temperature and wind were measured at 15.5 m and 19.2 m above the site elevation, respectively.

Motivation
Large eddy simulations (LESs) provide an attractive way of developing parameterizations for large-scale models such as global climate and weather forecast models. This is because they provide 4-D information which can potentially be used to compute fluxes with sampling errors that are much smaller than those made from in situ measurements. LESs, however, are only viable if we have confidence in their solutions. In particular, high resolution 4-D measurements are needed to test the LES.

The UW-VIL is uniquely suited to measure the 4-D structure of aerosol backscatter in the atmo-
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Despite the 1997-1998 midwest US winter being one of the mildest on record, we still experienced a few CAOs that were strong enough to enable us to meet our objective. Furthermore, in addition to the TIBLs we observed, we gathered VIL data on many other very interesting phenomena at the edge of the lake, including a land-breeze (see Eloranta et al., this conference), microscale linear and cellular patterns in shallow convection [3], steam-fog, steam-devils, and gravity waves.

We collected data on 9 days during Lake-ICE, which took place from December 5 until December 22, 1997, and from January 9 until January 22, 1998. The experiment included flights of the NCAR Electra and the University-of-Wyoming King-Air aircraft for in situ boundary layer measurements. Three NCAR integrated sounding systems (ISS) stations and five fixed and one mobile cross-chain loran atmospheric sounding system (CLASS) stations provided additional wind and thermodynamic soundings in the surrounding states. The only ISS in Wisconsin was located about 10 km west of the VIL. Measurements of wind and temperature mentioned here are from the National Data Buoy Center's SGNW3 weather station which was located about 750 m north of the VIL. The air temperature and wind were measured at 15.5 m and 19.2 m above the site elevation, respectively.

Motivation

Large eddy simulations (LESs) provide an attractive way of developing parameterizations for large-scale models such as global climate and weather forecast models. This is because they provide 4-D information which can potentially be used to compute fluxes with sampling errors that are much smaller than those made from in situ measurements. LESs, however, are only viable if we have confidence in their solutions. In particular, high resolution 4-D measurements are needed to test the LES.

The UW-VIL is uniquely suited to measure the 4-D structure of aerosol backscatter in the atmo-
spheric boundary layer. By rapidly moving the laser beam in a series of RHIs, each with a slightly increased azimuth angle, we can measure the 3-D structure within a few minutes. For example, a volume which spans 40° in azimuth and 15° in elevation angle requires about 2 minutes and contains about 80 RHIs. The change in elevation angle between two laser pulses during an RHI is 0.23°. By repeating such volume scans, we can also monitor the temporal evolution of the structures. This is possible because the lifetimes of the individual thermals and large-eddies within the boundary layer are long compared to the time it takes to complete one volume scan.

In addition to volume-scans, we also repeated RHI scans at constant azimuths and PPI scans at constant elevations to obtain high temporal resolution 2-D animations of the boundary layer. For example, RHIs (between 0° and 15° elevation) at a constant azimuth direction allow us to produce animations of a vertical slice of the atmosphere with new frames every 2 s. The configuration of the VIL used in Lake-ICE allowed us to transmit 400 mJ/pulse at 100 Hz, and record backscatter intensity at 15-m intervals out to a range of 18 km.

**Interesting observations**

Perhaps the most interesting VIL observation during Lake-ICE was open-cell convection patterns in the steam-fog about 5 meters above the surface of the lake on 10 and 13 January 1998. Cold air advection was occurring on both of these days and visual observations confirmed clear skies over the lidar site and steam fog on the surface of the lake. On 10 January the minimum temperature reached -16.7° C at 14 UTC with the wind from 236° at 6.5 m s⁻¹.

The VIL's beam-steering-unit (the point at which lidar beam is transmitted from) was located approximately 5 m above the lake surface. Thus, PPI scans at 0° elevation allowed us to map the horizontal distribution of steam-fog in a plane approximately 5 m above and parallel to the surface of the lake. Figures 3 and 4 are PPI scans of this type. In figure 3, the data range from 5 to 10 km offshore. RHI scans within an hour of this image show that the steam-fog did not rise above ~50 m on this day.

The narrow walls of the cells, where the steam is concentrated, is probably a region of convergence and upward motion with weaker compensating sinking motion in the larger clear interior of the cell. The cells appear to be slightly elongated in the direction of the wind. Their somewhat hexagonal shape allows any one cell to share most of its walls with neighboring cells. The horizontal cell dimensions increase with increasing offshore distance. Cells on the left side of the image range from approximately 200-500 m wide while the cells on the right range from 500-1000 m wide. The streaks across the image are caused by attenuation from the steam fog.

While the steam on the 10th did not appear to rise more than about 50 m above the lake, RHI scans from 13 January reveal narrow rising columns of steam which sometimes extend to the top of a 400-
m deep mixed-layer. The minimum temperature on the morning of the 13th was -20°C and the wind was from 280-290° at 5-10 m s⁻¹. The columns are very bright near the surface and decrease in intensity with altitude. In figure 5, there is one such feature at about 4.4 km range that extends from the surface up to about 200 m. Some of these features may be steam devils and we hope that the VIL observations of them will enable us to quantify their size and number density.

Figure 4. PPI of range-corrected backscatter intensity showing the open-cell organization of the steam fog on 13 January 1998 from a few hundred meters to 5.9 km offshore. At the shore the mean wind during this time was from 280-290° at 5-10 m s⁻¹ and the air temperature was -20°C. The open-cells range in horizontal size from about 100 m at 1 km offshore to about 500 m at 5.9 km offshore.

Figure 5. RHI of range-corrected backscatter intensity showing the vertical structure of the steam fog and TIBL over the lake on 13 January 1998.

We saw evidence of lake-induced unstable TIBLs on most of the days we operated the VIL at Lake-ICE. Our first operational day, 5 December 1997, showed a complex boundary layer in which snow caused the air above the TIBL to be higher in scattering than the thermals with origins over the lake.

Figure 6 shows the vertical structure of the lower atmosphere over the lake on 19 January 1998. A shallow mixed layer can be seen from the surface up to about 100 m. A residual layer, or mixed layer produced from the land, which is lower in scattering, can be seen from 100 to 200 m. Gravity waves can be seen between 500 and 600 m above the lake. The waves have an amplitude of approximately 50 m and a wavelength of about 500 m.

Figure 6. RHI aligned downwind (120° azimuth). This vertical cross-section of the atmosphere over the lake on 19 January 1998 shows gravity waves above a shallow mixed layer.

On 14 December 1997, we observed a “criss-cross” pattern of waves, or waves and linear convective features, within a 100-km² area on PPI displays. The linear features (or waves) with crests that were oriented north-south were moving toward the east and the linear features with crests oriented approximately west-east were moving to the north. The result is a pattern which resembles a “waffle” and is shown in figure 7. The coherent structures are much more obvious in animated color images. The wavelength of both features is 400-500 m. The animation also reveals some counter-clockwise turning of the flow field which may be related to the terrain causing a coastal eddy.
While light snow acted as a tracer on a few days, we found the coastal environment near Sheboygan to offer high contrast in the aerosol scattering. Even on days with very high visibility, there was abundant scattering to resolve boundary layer structure. Steam-fog over the lake also provided a high scattering tracer in extremely shallow convection.

All the images shown here are frames extracted from high-resolution color animations. These MPEG movies can be downloaded from our website at http://lidar.ssec.wisc.edu.

Summary

Deployment of the UW-VIL in Lake-ICE during the winter of 97-98 allowed us to collect a rich set of unique measurements of atmospheric boundary layer structures. Our next steps include using the VIL data to quantitatively estimate the shapes of the structures and to compute wind profiles as a function of offshore distance. We also plan to compare these measurements with LES of intense cold-air advection over warm water.
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Figure 7. PPI of range-corrected backscatter intensity showing a "criss-cross" of waves or waves and linear coherent structures over the lake on 14 December 1997.

Figure 8. Snow acting as a tracer as it falls into the mixed layer over the lake.

Figure 8 shows patterns in a light snowfall on 20 December 1997. Surface measurements indicated the wind was from 310° at 3-5 m s⁻¹ and the air temperature was near 0° C. Animations of the lidar data show structures flowing from the north and a convergence band along a line from approximately 3 km south of the lidar site to a point 5 km east and 10 km south of the lidar. This case was particularly impressive because the signal-to-noise ratio at 18 km was still very high.
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1 Introduction

The investigation of exchange processes between the earth’s surface, the boundary layer, and the free troposphere is essential for the understanding of weather and climate. The vertical transport of water–vapor is an especially important issue which is dealt with in several projects of the World Climate Research Programme (WCRP) (see e. g. [1, 2]).

In previous publications it was shown that water–vapor differential absorption lidar (DIAL) has the potential to make important contributions to this research due to its high accuracy and resolution (see [3, 4] and references within). However, only recently an experimental proof of this potential became possible as operational DIAL systems which fulfill all requirements for accurate water–vapor measurements became available [5, 6, 7, 8].

This paper focuses on the investigation of transport processes using the ground–based water–vapor DIAL system of the Max–Planck–Institute for Meteorology (MPI) in Hamburg, Germany [9]. This system demonstrated a high absolute accuracy of the water–vapor profiles which is typically better than 5% in the whole troposphere. Furthermore, the statistical error of the DIAL measurements was extensively characterized and is about 0.1 g/m³ using a vertical resolution of 75 m to 150 m and a time resolution of 1 min up to 2 km [9]. This is to our knowledge to date the lowest statistical error of a water–vapor remote sensing instrument for day– and nighttime measurements. These specifications will be confirmed at the conference both theoretically and experimentally.

The MPI DIAL system is transportable, operational and was deployed during two field campaigns. A 150-h dataset is available with the above mentioned accuracy and resolution which allows for a detailed investigation of boundary layer processes.

2 Measurements

Data are presented which were collected during a field experiment performed within the scope of the Baltic Sea Experiment (BALTEX) [2]. An overview on the results is given in [10]. The measurement site was located at the eastern coastline of Gotland, a Swedish island in the Baltic Sea, at 57:24 N and 18:55:30 E. The site was equipped with the DIAL system, a Radar–Radio Acoustic Sounding System (Radar–RASS) of the University of Hamburg, a rain radar, and a ceilometer. Furthermore, a group from the University of Uppsala, Sweden, and the Rise National Laboratory, Roskilde, Denmark, performed in–situ surface flux measurements on the island of Östergarnsholm 6 km northeast of our measurement site.

The data analyzed here were extracted from a 24-h continuous measurement on September 13, 1996. During the whole measurement period cold air was advected from the Baltic Sea to our site so that the measurement was performed in the convective marine boundary layer. The horizontal wind velocity was about 9 m/s, the absolute humidity in the boundary layer \( \approx 6 \text{ g/m}^3 \), and the surface temperature amounted to about 13°C. The boundary layer had a depth of \( z_i \approx 700 \text{ m} \).

Mainly three scientific questions will be addressed in this paper:

- What accuracy can be expected with respect to noise and sampling errors for the determination of turbulent quantities in the boundary layer? To address this question profiles of second to forth–order moments of the water–vapor fluctuations are shown including a detailed error analysis (see sections 2.1 and 2.2).
- Can a comparison of the measured variance profiles with published large eddy simulation (LES) model results be applied to determine of surface and entrainment latent heat fluxes (see section 2.1)? An introduction to this method
which is referred to as the variance method is found in [11].

- Does a relationship between the water–vapor flux divergence and the skewness exist to help distinguish between entrainment drying and moistening boundary layers as suggested by Mahrt [12] (see section 2.2)?

2.1 Water–vapor variance and dissipation profiles

Water–vapor variance profiles will be shown for four different 1-hour time periods. The statistical errors were estimated using the high–frequency wing of the variance spectra [13] in combination with the error propagation of the equation for the atmospheric variance. The sampling error was estimated directly by the determination of the integral scale in combination with the error propagation formulas found in [14, 15, 16].

Fig. 1 shows an example of a variance profile measured on 13 September 1996 between 4.5 UT and 5.5 UT using a vertical resolution of 60 m and a gliding average of 15 m. The noise error is < 10 % in the entire range, and the sampling error is about 20 %. A least–squares–fit to LES model results [17, 18] is also indicated. In the mixed layer the fit reproduces the shape of the variance profile well up to \(0.7 \frac{z}{z_i}\). It will be shown that this result led to a promising agreement between in–situ surface latent heat fluxes and the surface flux estimated with the variance method. However, the small error bars allow the conclusion that a significant deviation between the LES model results and the measurements is found in the entrainment zone.

The first attempt of a comparison of water–vapor DIAL data with LES model results was reported in [19]. Kiemle et al. also found strong deviations of up to 60 % between fluxes derived using the variance method and in–situ measurements in the entrainment zone. However, they did not investigate whether this discrepancy was due to errors in the DIAL data or if the applicability of the LES model results should be questioned. Fig. 1 shows clearly that the published LES model results cannot be applied generally for comparisons with water–vapor variance profiles in the entrainment zone. The reasons are discussed in detail at the conference and in [20, 21, 22].

In a further step a method is presented to determine experimentally the shape of the top–down variance function calculated with the LES models.

Figure 1. Water–vapor variance profile including noise and sampling errors in comparison with LES model results. The fit was only possible up to 0.7 \(\frac{z}{z_i}\); otherwise the fitted profile did not resemble at all the shape of the measured profile (thin line extending to 0.9 \(\frac{z}{z_i}\)).

This can be an important tool to investigate the applicability of model results.

A fit of the structure function to the humidity autocovariance yields water–vapor dissipation rate profiles which will be presented and discussed.

2.2 Water–vapor skewness and kurtosis profiles

The calculation of profiles of the third and forth–order moments is more sophisticated as higher–order noise terms have to be removed. It is far beyond the scope of this paper to discuss the methodology which will be presented at the conference [22]. For four time periods skewness and kurtosis profiles will be shown including an error analysis with respect to noise and sampling errors. An example is shown in fig. 2.

During the experiment high–resolution vertical wind data were measured using the Radar–RASS
so that water–vapor flux profiles could be measured simultaneously to the higher-order humidity moments. Comparisons of skewness with water–vapor flux profiles will be presented. It is shown that a clear relationship between the water–vapor flux divergence and the sign of the skewness was not found in contrast to the suggestion of Mahrt [12]. Further applications of higher–order moments for the investigation of the structure of the water–vapor transport will be discussed.

3 Conclusion and outlook

High–resolution water–vapor profiles measured with ground–based DIAL make an important contribution in boundary layer research. The measured water–vapor variance profiles can be used to investigate and to improve LES models. It is demonstrated that the application of the variance method for the determination of surface latent heat fluxes yields a promising agreement with in–situ surface fluxes. However, the variance method cannot be applied generally for the determination of entrainment fluxes. The results of high–resolution models – even if these were derived from LES models – still have to be interpreted and applied with care when comparisons with “real–world” data are performed. Furthermore, suggested flux–gradient as well as similarity relationships can be investigated.

In the future it is planned to contribute to the improvement of small–scale parameterizations in mesoscale models by intercomparison of the collected data sets with model runs.
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First results from the aerosol lidar and backscatter sonde intercomparison campaign STRAIT’97 at Table Mountain Facility during February–March 1997


1 Abstract

First results of an intercomparison measurement campaign between three aerosol lidar instruments and in-situ backscatter sondes performed at Table Mountain Facility (34.4°N, 117.7°E, 2280 m asl) in February–March 1997 are presented. During the campaign a total of 414 hours of lidar data were acquired by the Aerosol-Temperature-Lidar (ATL, Goddard Space Flight Center) the Mobile-aerosol-Raman-Lidar (MARL, Alfred Wegener Institute), and the TMF-Aerosol-Lidar (TAL, Jet Propulsion Laboratory), and four backscatter sondes were launched. From the data set altitude profiles of backscatter ratio and volume depolarization of stratospheric background aerosols at altitudes between 15 and 25 km and optically thin high-altitude cirrus clouds at altitudes below 13 km are derived. On the basis of a sulfuric acid aerosol model color ratio profiles obtained from two wavelength lidar data are compared to the corresponding profiles derived from the sonde observations. We find an excellent agreement between the in-situ and ATL lidar data with respect to backscatter and color ratio. Cirrus clouds were present on 16 of 26 nights during the campaign. Lidar observations with 1-7 minute temporal and 120–300 m spatial resolution indicate high spatial and temporal variability of the cirrus layers. Qualitative agreement is found between concurrent lidar measurements of backscatter ratio and volume depolarization.

2 Introduction

Ground-based lidar observations of the stratosphere are an integral part of the Network for the Detection of Stratospheric Change (NDSC). The high quality level of the NDSC data set is guaranteed by periodic intercomparisons between measuring instruments [e.g., McDermid et al., 1995]. Here we report on results from an intercomparison campaign which has taken place at the NDSC complementary station Table Mountain Facility in southern California (34.4°N, 117.7°E, 2280 m asl) between February 19 and March 18, 1997. Three aerosol lidar instruments participated in the campaign:

- a mobile aerosol Raman lidar (AT-Lidar or ATL) Gross et al. [1995] from Goddard Space Flight Center (GSFC), USA,
- a mobile aerosol Raman lidar (MARL) [Schäfer et al., 1995] from Alfred Wegener Institute for Polar and Marine Research (AWI), Germany, and
- an aerosol lidar (TAL) from Table Mountain Facility / Jet Propulsion Laboratory, USA.

Four balloon-borne backscatter sondes (BKS) [Rosen and Kjome, 1991] from University of Wyoming were launched to provide independent data on aerosol backscatter coefficient.
3 Results and discussion

The three aerosol lidar systems were placed in close vicinity. The distance between MARL and TAL was about 30 m, the AT-Lidar was located at a distance of about 500 m. Test measurements showed that all three aerosol lidar could be operated simultaneously with no detectable interference or cross-talk between the instruments. During the campaign a total of 413.6 hours of lidar data were acquired by the three instruments.

3.1 Stratospheric background aerosol

In order to compare the lidar observations of the stratospheric background aerosol (SBA) layer with the in-situ data an aerosol model is used [Steele and Hamill, 1981]. The model is based on the assumption that SBA consists of H$_2$SO$_4$/H$_2$O droplets in equilibrium with 5 ppmv ambient water vapor mixing ratio [Hamill et al., 1997]. The size distribution $dN/dr$ is assumed to follow a log-normal distribution,

$$dN/dr = \frac{N_0}{\sqrt{2\pi}r \ln \sigma_g} \exp \left(-\frac{\ln^2(r/r_m)}{2 \ln^2 \sigma_g}\right)$$

where $N_0$, $r_m$, and $\sigma_g$ denote the particle number density, the median radius, and the geometric standard deviation, respectively. Pinnick et al. [1976] give the parameterization $N_0 = 10 \text{ cm}^{-3}$, $r_m = 0.075 \mu\text{m}$, and $\sigma_g = 1.86$. We assume $N_0$, $r_m$, and $\sigma_g$ to be constant throughout the aerosol layer.

The wavelength dependence of the aerosol backscatter coefficient $\beta^A$ can be expressed in terms of the color ratio

$$C_{\lambda_1,\lambda_2} = \frac{R(\lambda_1) - 1}{R(\lambda_2) - 1} = \frac{\beta^A(\lambda_1)}{\beta^A(\lambda_2)} \left(\frac{\lambda_2}{\lambda_1}\right)^k.$$

Here, $R$ is the backscatter ratio at wavelength $\lambda$ and $k = -4.13$ denotes the wavelength dependence of molecular scattering [Ciddor, 1996].

In Figure 1 the enhancement of backscatter ratio due to the presence of the SBA as observed by AT-Lidar and BKS sonde on March 11 and 13, 1997 is shown. The lidar measurement time periods were 6.5 h and 5.5 h, respectively. Both, the lidar and sonde observations are in good agreement with the model results (thick lines) at altitudes between 15 and 19 km.

Figure 2 shows the color ratio calculated from the lidar and in-situ data at 532 nm, 351 nm and 940 nm, 490 nm, respectively. We find a good to excellent agreement between observations and the model calculations (thick lines). As color ratio does not depend on particle number density $N_0$ (Equation 2) the agreement with respect to $C$ (Figure 2) above 19 km and disagreement with respect to $R$ (Figure 1) suggests that $N_0 < 10 \text{ cm}^{-3}$ above 19 km.

3.2 High-altitude cirrus

During the campaign cirrus clouds were observed on 16 of 26 nights. Analysis of high temporal resolution data (6.6 and 1 minute for MARL and TAL, respectively) reveals a strong spatial and temporal variability of the observed cirrus clouds.
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Figure 6: Temporal development of backscatter ratio at 532 nm on March 13, 1997 as observed by MARL. The tropopause altitude is marked by a dotted line.

Figure 7: Temporal development of volume depolarization at 532 nm on March 13, 1997 as observed by MARL. The tropopause altitude is marked by a dotted line.

- Frequently cirrus clouds are observed in close vicinity below and at the tropopause. There is no indication that cirrus cloud occur in the lower stratosphere.

- The cirrus layers exhibit a high degree of spatial inhomogeneity.

- In-situ and lidar observations show vertical scales on the order of several tens of meters.

- The vertical and horizontal extend of cirrus clouds can accurately be mapped by the high-resolution lidar data set.
Figure 3: Cirrus cloud observation by lidar (left panel) and in-situ sonde (right panel) on March 11, 1998. All profiles have been converted to a common altitude resolution of 600 m. Lidar integration times vary between 3 and 4.5 h. (The dotted line in the right panel marks the original profile.) Tropopause altitude is marked by an arrow.

In general, the layers extend vertically over 1–2 km; occasionally, clouds appear in several distinct layers separated by 1–2 km. Cirrus clouds are found in close vicinity below and at tropopause altitudes. There is no indication for cirrus occurrence in the lower stratosphere.

Figure 3 shows the cirrus cloud observation of March 13, 1997. The tropopause altitude is derived from the in-situ temperature profile. In order to facilitate the comparison all backscatter ratio profiles are converted to a common altitude resolution of 600 m. We find substantial differences not only between sonde and lidar profiles but also between lidar observations. For example, values of \( R \) obtained by ATL and MARL deviate by almost 50% despite an almost identical measurement period and an integration time of several hours.

These deviations are caused by a strong temporal and spatial variability of cirrus clouds as can be seen from Figure 4-7. In Figures 4 and 6 the temporal evolution of backscatter ratio at 532 nm is plotted as a function of altitude and time. The tropopause altitude is derived from the in-situ temperature profile. Taking into account that the temporal and vertical resolutions of the underlying data set are not identical (1 minute/300 m and 6.6 minutes/120 m for TAL and MARL, respectively) a general similarity between Figures 4 and 6 is observed. We note that for the graphical representation the data sets have been interpolated in time using Gaussian weights with a standard deviation of 1.5 minutes.

Likewise, the temporal evolution of volume depolarization \( \delta = \beta_\parallel / \beta_\perp \) show qualitative agreement (Figures 5 and 7). (\( \beta_\parallel, \perp \) denote the backscatter coefficient in the aligned- and cross-polarization detection channel, respectively.)

4 Conclusions

Based on our observations we draw the following conclusions.

- Good or excellent agreement is found between lidar and in-situ measurements of the stratospheric background aerosol.
Evaluation and optimization of lidar temperature analysis algorithms using simulated data.
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1. Introduction

The middle atmosphere (20 to 90 km altitude) has received increasing interest from the scientific community during the last decades, especially since such problems as polar ozone depletion and climatic change have become so important. Temperature profiles have been obtained in this region using a variety of satellite-, rocket-, and balloon-borne instruments as well as some ground-based systems. One of the more promising of these instruments, especially for long-term high resolution measurements, is the lidar. Measurements of laser radiation Rayleigh backscattered [Elterman, 1951], or Raman scattered [Moskowitz, 1988], by atmospheric air molecules can be used to determine the relative air density profile and subsequently the temperature profile if it is assumed that the atmosphere is in hydrostatic equilibrium and follows the ideal gas law [Hauchecorne and Chanin, 1980]. The high vertical and spatial resolution make the lidar a well adapted instrument for the study of many middle atmospheric processes and phenomena as well as for the evaluation and validation of temperature measurements from satellites, such as the Upper Atmosphere Research Satellite (UARS). In the Network for Detection of Stratospheric Change (NDSC) [Kurylo and Solomon, 1990] lidar is the core instrument for measuring middle atmosphere temperature profiles. Using the best lidar analysis algorithm possible is therefore of crucial importance.

In this work, the JPL and CNRS/SA lidar analysis softwares were evaluated. The results of this evaluation allowed the programs to be corrected and optimized and new production software versions were produced. First, a brief description of the lidar technique and the method used to simulate lidar raw-data profiles from a given temperature profile is presented. Evaluation and optimization of the JPL and CNRS/SA algorithms are then discussed.

2. Determination of the atmospheric temperature profile from lidar measurements.

Laser radiation transmitted into the atmosphere is backscattered by the air molecules and collected by the lidar telescope. The number of photons received from a scattering layer &e, at a mean altitude z, is proportional to the number of photons emitted in the laser pulse and to the number of molecules or air density. Mie scattering by aerosols is typically only important below 25-30 km and can be neglected for the air density derivation above 30 km. However, following volcanic eruptions particular care is required to ensure that the density derivation is not corrupted by aerosol scattering. Then, the temperature is derived from the air density assuming hydrostatic equilibrium and the ideal gas law [Hauchecorne and Chanin, 1980].


Starting with known, user-defined temperature profiles the corresponding pressure and density profiles can be deduced and, in turn, theoretical or simulated raw-data profiles can be calculated using the known or measured characteristics of any specific lidar instrument. Simulated raw-data profiles are generated and then analyzed using the standard analysis algorithms as though they were measured profiles. The ‘retrieved’ temperature profiles are compared to the ‘original’ simulated ones. In this section, the simulation process is briefly described. Comparisons between retrieved and the original profiles will be presented in the next sections.

The first step in the data simulation procedure is the creation of the initial temperature profile. The CIRA-86 model was chosen as the climatological reference and as the starting point for the generation of test profiles. This model includes the zonal and monthly mean temperature between 0 and 100 km. The January-mean temperature profile at 44°N, 6°E was chosen as the basic reference profile. Various disturbances to this profile were introduced to simulate non-climatological profiles for the case studies described below.

The second step is to create the pressure-density profile associated with the generated temperature profile. A 2.7 hPa reference pressure at 40 km has been used to compute these profiles using the hydrostatic equilibrium and ideal gas law. The simulated interdependent temperature-pressure-density profile is then used to compute the theoretical number of photons that would be received by a given lidar instrument taking into account the known parameters of that...
instrument. This is the main part of the simulation process.

1) The Rayleigh lidar equation is first evaluated, considering only the atmospheric backscattering and the constant terms relevant to the emitting system.

2) The Rayleigh extinction and ozone absorption corrections are then applied to the signal for the round-trip of the light between the instrument and the altitude of measurement. It is assumed here that no aerosols contribute to the signal extinction or backscattering, allowing comparisons of Rayleigh temperatures well below 30 km.

3) The signal is then corrected by the solid angle and normalized by the fov of the telescopes when different.

4) Then a noise from the sky background light must be added to the signal. When several independent channels are used, the sky background noise should be normalized by the fov of the telescopes when different.

5) The signal and sky background light are then transmitted between the receiving and counting systems. An efficiency coefficient has to be introduced to account for the optical transmission between the telescope surface and the photomultiplier detectors, and for the quantum efficiency of the counting system.

6) The photomultiplier and the counting system then translate the photons received into electronic pulses which are counted by the MCS. Due to the high dynamic range of the signal, the system can be either saturated if too many photons arrive in a short period or under-saturated if the magnitude of the electronic pulse caused by a low signal is too small to be retained [see for example, Donovan et al., 1993]. The number of photons counted is therefore different from the true number of photons received. The correction applied is function of the maximum counting rate of the electronics and level of discrimination of the electronic pulses.

7) Finally, an instrumental noise has to be added. This so called signal-induced-noise is a reaction of the photomultipliers to the very strong signal received from the lower altitudes which results in a time dependent enhancement of the background counts.

The number of photons finally obtained is assumed to be the raw-data, as if it were really measured by the instrument. The output data must present signal levels similar to those obtained with real measurements since the analysis algorithms typically use these levels in various steps of the temperature derivation. To ensure that the results were not dependent on the simulations themselves, the latter were performed using characteristics typical of several different existing lidar systems. The simulated data are analyzed and the temperature results are compared to the original simulated temperature profiles.

The simulation of vibrational Raman lidar temperature measurements was also performed. The methods and equations used are similar to the Rayleigh simulation, except for few points (nitrogen density instead of air density, wavelengths and cross sections). Only the results from the Rayleigh simulations will be shown, since the results for the Raman case are strictly similar.

4. Evaluation of the JPL and CNRS/SA temperature lidar algorithms.

The simulation procedure described above was used to evaluate the temperature retrieval algorithms of the JPL and CNRS/SA lidar systems, and to diagnose inaccuracies or identify limitations in these analysis methods. Simulations were performed taking into account the actual characteristics of three different lidar systems: the Table Mountain Facility (TMF) and Mauna Loa Observatory (MLO) lidars of JPL, and the Observatoire de Haute-Provence (OHP) Rayleigh lidar system of CNRS/SA, France. Because the same analysis software is used for both TMF and MLO lidar systems, only MLO results will be shown, together with the OHP results.

As a starting point, a standard CIRA [Fleming et al., 1990] temperature profile was used in the raw-data simulation. Since the lidar algorithms necessarily use model information in at least one part of the analysis, a simulated profile taken from a climatological model allows the study of analysis errors independent of the model errors. Raw data profiles corresponding to the CIRA-86 temperature profile at 44°N, 6°E in January were simulated and retrieved. Realistic experimental noise was included in the raw-data profiles to simulate a real data acquisition. The retrieved and original temperature profiles were compared. Both retrieved profiles remained close to the original, at least below 70 km (not shown). The MLO profile was systematically cut-off at 80 km, while the OHP profile was cut-off at a given signal to noise ratio. Some significant differences between the original and retrieved profiles appeared below 40 km for both the JPL and CNRS/SA profiles. These departures were much greater than the one sigma standard deviation, especially for the JPL profile below 25 km and were indicating that there were some problems with these versions of the algorithms.

To help identify the source(s) of the errors leading to such departures the same profile was simulated but without instrumental noise. Figures 1(a) and (b) show the difference between the retrieved and original simulated temperature profiles. At this point, the shape of the departures is clear, and the departures are apparently of different origin for OHP and MLO.
Large steps are observed every ten kilometers on the MLO which were not clear with the profiles containing instrumental noise. These steps were easily identified as being related to the smoothing part of the algorithm since they occur at the altitudes, every ten kilometers above 40 km, where the vertical smoothing range was increased. Review of the JPL algorithm revealed that a linear smoothing function was applied to the density signal which is actually an exponential function, decreasing with height. This source of inaccuracy was removed by applying the same smoothing method to the logarithm of the density which can be considered as a nearly linear function of altitude. Repeating the analysis with the corrected smoothing routine completely removes the steps (not shown here).

Several other departures were identified and corrected using the simulated data. Some of the errors identified have been summarized below:
- An error of a few hundred meters in the site altitude assignment produces a maximum error of 5 K at 15 km, 2 K at 30 km, decreasing to near-zero as the altitude increases to 80 km.
- An error of a factor 2 in ozone vertical distribution causes a temperature error reaching more than 1 K at 20 km.
- An inaccurate background extraction (especially in the presence of non-linear signal induced noise) can lead to some errors reaching 5 K in the 10 upper kilometers of the profile.

5. Optimization of the JPL and CNRS/SA temperature lidar algorithms.

The simulation was then used to optimize the temperature retrievals of the JPL and CNRS/SA lidar systems. In this work, we will focus on a specific subject: The effect of introducing a priori information into the instrumental data, and the effect of smoothing. For lidar temperature retrievals, a priori information is necessary at two different steps in the data processing:
1) when normalizing the signal (relative density) to an a priori density taken from a CIRA-like climatological model or from a NCEP analysis.
2) when starting the downward integration of the temperature profile from the top.

Figure 2 illustrates, using the MLO retrieval, the effect of the temperature initialization at the top of the profile. The lidar temperature retrievals always need such an initialization which can be made by taking an a priori temperature and density or pressure at the top. The temperature profile is then integrated downward. In the case of Figure 2, the simulated profile is 15 K warmer than the CIRA profile at all altitudes. Therefore, when initializing at 90 km to the CIRA temperature, TOp, a -15 K departure is observed. Then, the error quickly decreases as we integrate downward because of the quasi-exponential growth of the density. Starting with a 15 K error at 90 km, it drops to 4 K at 80 km and 1 K at 70 km and becomes negligible below this. This error cannot be removed and can be a significant limitation of the lidar temperature analysis, especially near the mesopause which is a region with large temperature variability. However, Figure 2 illustrates the worst condition of using the a priori information since real temperature profiles are never 15 K hotter than the climatology throughout the entire profile (15-90 km). Even if deviations of 25-30 K occur at mesospheric heights, small vertical scale wave structures allow the real temperature to reach climatological values in several kilometers, making the...
convergence from the outlying a priori values to the real values much faster.

Figure 2: Deviation between original and MLO retrieved profiles for a simulated profile 15 K warmer than the standard CIRA profile.

6. Conclusion.

The use of simulation has been shown to be useful for testing the lidar analysis algorithms. Using known temperature-pressure-density profiles some typical raw-data profiles were simulated and then analyzed by different lidar softwares as if they had been obtained by real measurements. The retrieved temperature profiles were then compared to the simulated original profiles. By using different analysis methods, or by purposely introducing inaccuracies, the effects on the error related to different parts of the lidar analysis could be determined. Different error sources have been identified and quantified.

When the simulated profile is far from a climatological profile the most dramatic departures are located in the first 10 kilometers from the top due to the necessary initialization by model data (20 K departure of temperature is frequently observed). Also, the accuracy of the smoothing method and background subtraction are of crucial importance. A secondary effect is the inaccurate normalization of density, used in the extinction correction at UV wavelengths, leading to departures up to 3 K at the very bottom for UV wavelengths. Finally, range correction errors or altitude shifts can lead also to significant departures in the lower part of the profiles.

After these errors have been corrected the difference between retrieved and original profiles remained very small (< 0.5 K, not shown here), illustrating the usefulness of such approach. Other useful tests, concerning notably noise and saturation correction effects, can be investigated in the future simulations. The simulations presented in this work demonstrate the capability to evaluate lidar temperature analysis programs and to diagnose typical problems. Application of this technique to evaluate the different temperature analysis programs used by most of the lidar groups within the NDSC is planned.
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1 Introduction

There has been a long tradition of Alpine monitoring stations, such as Zugspitze, in the investigation of stratospheric air parcels descending down to these height levels (e.g., Reiter et al., 1971). The analysis of these processes has been based on the measurement of tracers such as ozone, $^7\text{Be}$, humidity and temperature. Tropopause folds have been associated with anticyclonic bending of the jet stream over Central or North-west Europe. A long record exists for the IFU stations Zugspitze and Wank near Garmisch-Partenkirchen. The data of these two monitoring stations were recently partly re-analysed by Elbern et al. (1997) who point out that for a selected period of ten years 195 stratospheric events could unambiguously be identified for the Zugspitzen summit (2962 m a.s.l.), 85 of which reaching even the Wank station (1776 m a.s.l.). In no case stratospheric air could be verified in the valley (IFU, 730 m a.s.l.). The fraction of intrusions not reaching 3 km a.s.l. as well as the stratospheric ozone fluxes to the troposphere above and below this height remained unknown.

In order to obtain additional information we have attempted a better approach based on sufficiently dense sounding with an ozone lidar. The lidar method has been demonstrated to be a powerful technique for the investigation of stratospheric air intrusions (Browell et al., 1987; Ancellet et al., 1991; Ancellet et al., 1994; Langford et al., 1996). The upgraded ozone lidar at IFU offers a unique detection range between 0.2 km above the ground and least 4 km above the tropopause and is, consequently, an ideal tool for such investigations. Dense long-term series of soundings may be carried out under automatic control. The lidar measurements since January 1996 have revealed a lot of interesting details on stratospheric air intrusions. Although the data are far from being sufficient for an attempt to determine fluxes, we are able to give a first estimate of the fraction of stratospheric air intrusions reaching the Zugspitze summit. In this contribution we give just a brief overview of the work done. A full description, including colour plots of two longer time series, was recently submitted for publication (Eisele et al., 1998). This work forms a part of Work Package one of the VOTALP project (Vertical Ozone Transport in the Alps, funded by the European Union).

2 Description of the Experimental Approach

The stationary ozone lidar at IFU, after its modification in 1995 (Eisele and Trickl, 1997), is operated with three laser wavelengths, 277, 292 and 313 nm. The ozone distribution may be separately evaluated from the atmospheric backscatter signals for two different wavelength pairs, usually 277/313 nm and 292/313 nm. The comparison of the ozone data for these two pairs yields an ideal system performance check. Under optimum conditions the results for different wavelength pairs agree to within 5% which is comparable to the accuracy of in-situ instruments. This error limit, which was verified by numerous intercomparisons, is achieved with a vertical resolution dynamically varied from 50 m next to the ground to about 0.5 km near the tropopause, thus compensating the declining signal-to-noise ratio of the backscatter signals, and a signal averaging time as short as 40 s. The vertical resolution is selected by setting the interval size of a sharp-edge numerical low-pass filter to the ozone densities calculated from the backscatter signals. It could be demonstrated by comparisons with station and sonde data that stratospheric ozone tongues, which may be in some cases as narrow as 300 m, may be correctly reproduced. Details of the lidar and the data evaluation will be published separately.

It has long been known that $^7\text{Be}$ peaks at Zugspitze are correlated with the occurrence of clear, cloud-free air, nicknamed $^7\text{Be}$ weather. In fact, only very few such episodes have escaped lidar sounding due to non-dissipating low lying clouds in two years. Long-term observations with the lidar are facilitated by the option of automatic system control.

The meteorological prediction of stratospheric air intrusions is based on the criteria mentioned in the introduction. In addition, a custom-made model package has been applied which yields quick-look
analyses of radio-sonde and meteorological data as well as trajectory calculations.

3 Results and Discussion

During a total of 43 stratospheric episodes in 1996 and 1997 lidar soundings were carried out. The events were mostly predicted by the meteorological analysis, but also identified later on from a more intense data inspection. In 1996, due to periods of system shutdown, the number of episodes with lidar soundings were limited to 16 mostly due to two periods of system shutdown, but also due to less concentrated efforts at the beginning of the project. The lidar method has been applicable in almost all cases since the residual, low-lying clouds above the valley usually dissipate quite rapidly. However, during quite a few of these episodes they do not dissipate before the stratospheric layer reaches the Zugspitze summit.

Not in all cases a unambiguously discernible ozone peak was verified, mostly due to a late or early period of observation. However, such peaks were seen at the Zugspitze station in all but one case, together with elevated $^7$Be and a humidity dip. For that case elevated ozone was, nevertheless detected with the lidar above the Zugspitze height. One intrusion proceeded all the way down to the ground the final step very likely being supported by convective mixing (May 29, 1996).

Figure 1. Two examples of ozone distributions during tropopause folding events showing different cases of ozone peaks in the lower troposphere; for details see text.

Figure 1 shows two examples of vertical ozone distributions during tropopause folding events. The narrow peak at 1.9 km above the ground on February 4, 1997, descended with a speed slightly below 100 m/h and corresponded to a 3.5-h ozone rise (f.w.h.m.) at the Zugspitze summit (relative height 2.22 km with respect to the lidar zero). The Zugspitze mixing ratios before and after the passage of the stratospheric layer, 47 and 52 ppb, respectively, agree well with the ozone values measured with the lidar below and above the peak. The peak mixing ratio of the lidar exceeds the Zugspitze value by 4 ppb which demonstrates the absence of smoothing errors during the data evaluation. The example of January 13, 1997, corresponds to the intrusion generating the second highest $^7$Be peak (21 mBq m$^{-2}$) in 1997. No large ozone peak is seen. However, the vertical width of the stratosperic layer around 3 km is about 1.5 km. Although the background mixing ratio (35 to 40 ppb is a typical winter-time value) is exceeded by just 10 to 15 ppb a lot of stratospheric air is contained in that layer and causes the pronounced increase in radioactivity (24-h accumulation).

An important result of our work has been the observation that in a surprisingly high number of cases intrusions of stratospheric air into the troposphere are not confined to a single, primary tropopause fold. Quite frequently secondary ozone tongues occur which subside towards the lower troposphere with similar speed as the primary fold and may contain a substantial amount of ozone. In a series started on May 29, 1996, the secondary structures were traced over a total of four days after the occurrence of the fold, with lidar running under automatic control during the entire period of observation (Eisele et al., 1998). In this case the secondary peaks did not penetrate the troposphere below 4 km. However, also the Zugspitze data show multiple ozone peaks (humidity dips) during several extended periods of stratospheric air intrusions during which the jet stream position was almost fixed for several days in a row.

Figure 2 shows examples from a series of lidar measurements between May 28, 1997, 4 p.m. and May 29, 1997, 6 p.m. Starting at 6 p.m. on May 28 every third profile is displayed, i.e., at intervals of three hours. The distributions are mutually shifted by 50 ppb in order to make the time dependence visible.

Two main conclusions can be drawn from this series of vertical soundings. First of all it is the only case in two years for which we were able to register a tropopause-folding event from its very beginning. Secondly, again two secondary ozone tongues are
seen, the first one starting at about 7 km above the ground near 22:00 CET (Central European Time) and descending to about 3.8 km in the final ozone profile shown in Fig. 2, the second one at about 8 km near 7:00 CET. on May 29 and reaching 6.8 km at 15:00 CET.

Quantitative flux determinations involving experimental data have so far been concentrated on tropopause folds, which form isolated features with rather defined boundaries (for a recent review see Beekmann et al., 1997). It is obvious that a quantitative evaluation of the contribution of the secondary structures to the stratosphere-troposphere ozone flux will be substantially more difficult. Even criteria for a prediction of their occurrence are currently missing. These structures may contain even more stratospheric ozone than the primary fold. Consequently, their analysis is an important task. Some information is expected to be contributed from ongoing model calculations within the VOTALP project based on both MM5 and trajectory model approaches.

Finally, we have derived a value for the fraction of the deep stratospheric air intrusions reaching the Zugspitze summit. Between January 1996 and November 1997 a total of 59 folding events associated with anticyclonic jet bending over Europe north or north-west of us yielded enhanced ozone and Be concentrations as well as low humidity. Discarding 5 cases for which the relative humidity dip ended near the 40 % level and considering a single case in which the lidar revealed an intrusion not reaching 3000 m a.s.l. the fraction of those episodes successfully registered at the Zugspitze station is 98 %.

This high value is remarkable, in particular since less than 50 % of the intrusions have been found to reach the Wank station at 1780 m a.s.l. (Elbern et al., 1997). However, it underlines the significance of the continuous measurements made at high mountain peaks. The ten-year analysis published by Elbern et al. would suggest just 37 stratospheric episodes for the Zugspitze station in 23 months. We tentatively ascribe the difference to our higher value by our different approach to select the cases (Eisele et al., 1998).

4. Conclusions

The lidar measurements of tropopause-folding events have revealed a number of interesting details not easily accessible with other experimental techniques. Several more years of concentrated data acquisition will be necessary before a meaningful analysis can be made. A lot of questions need to be answered, dealing with the duration of stratospheric air intrusions, the height-dependence of the flux, the nature of the secondary ozone maxima in the upper troposphere, the effective width of a layer of stratospheric air, which starts to mix with the surrounding troposphere during the penetration process, as well as the total flux.
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1. Introduction

Based on the observational data of the CRESTech (Center for Research in Earth and Space Technology) Differential Absorption Lidar (DIAL) and the NASA Stratospheric Aerosol and Gas Experiment II (SAGE II) in 1994 and 1995, the temperature and ozone profiles derived from the two measurement systems over Toronto region are analyzed and compared in this paper.

The SAGE II limb-scanning solar photometer instrument is part of the Earth Radiation Budget Satellite. It was designed to observe atmospheric O₃, H₂O, NO₂, and aerosol profiles at wavelengths between 0.385 and 1.02 μm. It is a multi-channel spectral radiometer that measures the attenuation of solar radiation at seven wavelengths (1020, 940, 600, 525, 453, 448 and 385 nm) as they pass through the earth's atmosphere during the spacecraft's sunrises and sunsets. SAGE II performs 15 sunrise and 15 sunset measurements each day around the globe and covers a latitudinal range from approximately 70° S to 70° N over a period of about one month [11]. The temperature is measured using the a band of O₂.

Studies using the SAGE II ozone data set have included analyses of the ozone quasi-biennial and semiannual oscillations, Antarctic and Arctic springtime ozone variabilities, and global ozone trends Zowodny (1991). Comparison of SAGE II ozone and temperature profiles with ground-based and other satellite measurements have been reported by, Tsou (1995), Veiga (1995), Margitan (1995) and others.

Veiga (1995) pointed out that the best ozonesonde / satellite comparisons were found in the altitude range near the ozone maximum (21 ~ 26 km), where essentially all comparisons showed the median percentage differences less than 5%. The largest median percentage differences ranged between -5 and -30% were found between 15 and 20 km (Veiga, 1995). Some of these assessments showed that ozone trends derived from SAGE data agree well with SBUV trends in the lower to middle stratosphere but that the results disagreed in the upper stratosphere McPeters (1994).

The DIAL system at CRESTech (Carswell et al., 1991) uses a high-power xenon chloride (XeCl) excimer laser that operates at a wavelength of 308 nm for the ozone probing, with the reference beam at 353 nm (Raman 1st Stokes in H₂). The laser beams at two wavelengths are transmitted simultaneously in time and coincidentally in space. The backscattered radiation is collected with a 100 cm telescope, and the two wavelengths are separated by a series of dichroic mirrors and interference filters. The signal is then measured with photomultipliers and photon-counting methods. The observational data set can be archived by a 66 MHz AST 486 computer. The computer is also connected to the SUN 3/280 network server for data processing.

How to further assess the precision and reliability of SAGE II and DIAL systems is of great significance for improving their observational quality and is very useful for our atmospheric ozone research. In this paper, the data preprocessing and a detailed intercomparison between these two measurements are presented. The differences in vertical resolution and spatial sampling are also taken into account. Furthermore, some characteristics for stratospheric temperature and ozone are discussed and analyzed.
2. Data Comparison Technique

For the investigations, we use coincidence criteria of ±2.5 degrees Latitude, ±12 degrees Longitude, ±1, ±2, ±3 days time-lag. We then obtain a rectangular region of 41.3N – 46.3N and 67.5W – 91.5W, centered around Toronto. Our comparisons take into consideration all SAGE II data points within this range.

In 1995 within the measurement region around Toronto there were 14 events of SAGE II data. Among them there are 6 events which are comparable to the DIAL data, but they cover only 4 months (February, March, April, and June), hence we cannot present the whole year's evolution. For the data of 1994, there were 38 events of SAGE II data and among them 13 events are comparable, and they covered almost whole 1994. The following discussion is mainly based on the data set for 1994 and 1995.

The SAGE II data sets were provided by the NASA Langley Research Center, Hampton, Virginia. All of the published comparisons mentioned above were performed using versions of the SAGE II data set earlier than that used here. The improvements for the version used here (version 5.93) include the aerosol correction to the ozone below 15 km, a long-term time-varying mirror reflectivity correction which affects ozone concentration above 50 km, and some recent corrections to the ozone below 30 km.

3. DIAL / SAGE II Temperature and Ozone Profiles Comparison

Temperature and ozone number density profiles are compared from DIAL and SAGE II data sets. It is clear that atmospheric variability has always been a problem that has affected the measurement intercomparison. In order to minimize this effect here, the data to be compared measurements, in this section are primarily from the measurements during the summer seasons as summer is a period of the reduced variability.

3.1 Temperature Profiles Comparison

Our analysis results show that both DIAL and SAGE II measurements can give a complete temperature profile, including inversion structure. The degree of the lidar and SAGE II temperature agreement depends largely upon the distance from SAGE II data points to the lidar observatory position (Toronto), especially on their latitude difference (absolute latitude difference, from Toronto to SAGE II point).

Now considering the data of 1994 and 1995 where our time-lag selection is firstly restricted to less than 1 day which means the time difference between a pair of comparable DIAL and SAGE II data must be less than 2 days, we have five comparable profiles.

As for the profile shown in Fig. 1 on May 1, 1994, the nearest point to Toronto (|ΔLat.| = 0.1 degrees), the agreement between the profiles is excellent. Furthermore, we found that the corresponding relative difference between SAGE II and DIAL, from 20 km to 50 km, is roughly within ±1%.

For 1994 and 1995 we selected fourteen cases from SAGE II and DIAL data sets from 15.5 to 40.5 km. It was found that when both time-lag and the latitude difference between the measurements was relatively small (with a latitude difference of less than 0.8 degrees and a time-lag of less than 1 day, the profiles were found to be in good agreement. Also, when the distance between Toronto and SAGE II point is relatively small the profiles were in good agreement.
3.2 Ozone Number Density Profiles Comparison

Because the DIAL system is designed to measure profiles of the stratospheric ozone concentration at altitudes between about 15 km to 40 km, our attention in following intercomparison will be mainly focused on this vertical range.

An example measurement for May 6, 1995 is shown in Figure 2. The deviation is relatively small in the vertical region of about 18.5 km ~ 32.5 km, where both systems have higher precision. Over the altitude range from 18.5 km ~ 32.5 km, the averaged relative difference value is (5.2 ± 4.4) % (1σ). Below 18.5 km and above 32.5 km, the averaged relative difference values are (9.8 ± 5.8) % and (15.0 ± 11.1) % respectively.

Fig. 2 Example of ozone comparison.

It can be seen from Fig. 3 that most of the points fall into the 1σ uncertainty margin, and from about 20 km to 36 km the relative difference values are quite close to zero. Below 21 km some points exceed the uncertainty margin.

Fig. 3 Relative Difference for 8 days ozone number density profiles, 1994-1995.

4. Annual Variation of Maximum Ozone Number Density and its Corresponding Height

In order to see whether there is any correlation between maximum number density and maximum number density height in 1994, we used our DIAL data and all SAGE II data that fall into the defined Toronto region (41.3 N ~ 46.3 N, 67.5W ~ 91.5W). Using these data sets we plotted annual variation curves of maximum number density and maximum number density height, as shown in Fig. 4.

Both SAGE II and DIAL measurements demonstrate that the height of maximum ozone number density has a distinct seasonal variation. Their polynomial curve which looks like a standard sine curve, reaching its minimum value during winter/spring and maximum value during summer/fall period. More precisely, the minimum is at about 21 km, occurring during February and March 1994; and the maximum value is about 24 km, occurring during September and October 1994. This result is consistent with Kerr et al. (1991).

From Fig. 4 it can be seen that, both the DIAL and SAGE II data sets show that the maximum ozone number density itself has an evident one-year oscillation. During January and February 1994, the maximum value is about 6.0×10¹² mol·cm⁻³; and during August and September 1994 it became close to 4.5×10¹² mol·cm⁻³ That is to say, the maximum value is relatively higher in winter/spring and lower in summer/fall period.

Generally speaking, at the altitude of the ozone peak, the maximum ozone content derived from the DIAL system is higher than that from the SAGE II measurement, although we do not have the lidar data set for December, 1994. However, during January to March, the time-lag between two systems is usually larger than 2 days.

Thus we can conclude that there is roughly an anticorrelation between the maximum number density and the maximum number density height. Both maximum ozone number density and their corresponding height have a one-year oscillation. This is an interesting phenomenon, because the tropopause height will increase with the solar altitude and solar radiation, that can play an important role in ozone photochemical reaction process in the stratospheric atmosphere.
Moreover, we can deduce that when a maximum ozone layer descends or ascends, a notable vertical exchange will take place, the lower the maximum ozone height, the much more strongly the downward ozone transport occurs. Of course, a further, more detailed investigation of this phenomenon needs to be done.

Fig. 4 Comparison of Max. Number Density, SAGE/DIAL, 1994.

Summary

The results indicate that: (1) temperature profiles from the SAGE II data files are in good agreement with those from DIAL measurements, especially in the vertical range of 15.5 km - 35.5 km, in which the relative difference between two measurements, defined as (DIAL - SAGE II)/SAGE II, ranges from -4.35 % to +4.32 %, and the mean value of those differences is only 0.2 %; (2) in the vertical range of 15.5 km - 40.5 km the absolute difference between DIAL and SAGE II ozone mixing ratio is at most ±1 ppmv, and the mean value of those absolute differences is only 0.137 ppmv. This means that these two ozone measurements are, generally, in agreement with each other; (3) under usual conditions, below 35 km or so, ozone number density profiles derived from DIAL measurements possess higher precision than those from SAGE II measurements, and above this altitude, vice versa. Especially in the altitude range 21.5 km - 35.5 km, including the maximum O₃ number density layer, the 8-profile-averaged relative difference is extremely close to zero, and the vertical mean value is 0.96 %; (4) the agreement degree for the two measurements is mainly affected by the latitude difference between Toronto and concerned SAGE II data points; (5) both DIAL and SAGE II measurements show that the maximum ozone content and its corresponding height have a one-year-oscillation feature which is accompanied with the tropopause seasonal variation. A negative correlation was found between the ozone maximum content and the maximum height of ozone maximum; (6) during 1994 and 1995 averaged column ozone values for DIAL and SAGE II (altitude range 13.5 to 45 km) are 268 and 285 Dobson Units respectively and their relative difference is about -5.9 %.
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1 Introduction

Measurements of temperature in the middle atmosphere have been obtained by a Rayleigh lidar in the Canadian High Arctic at Eureka (80°N, 86°W) each winter since the 1992/93 season. High Arctic observations are of particular interest because of the influence of the polar stratospheric vortex, an immense cyclone some 4000 km across with peak winds in excess of 80 m/s. Perturbations, by way of planetary wave disturbances (McIntyre and Palmer, 1983) and interactions with deep vortices produced in the mid-latitude buckling (surf) zone (O’Neill and Pope, 1988), may displace the vortex from its quiescent position over the pole. The choice of Eureka as a location for a stratospheric observatory was fortuitous, since the vortex may be positioned so that Eureka is beneath the vortex core, below the vortex jet, or outside of the vortex altogether (see Fig. 1).

Internal gravity waves (Hines, 1960) have a profound effect on the thermal and dynamical structure of the Arctic middle atmosphere. Gravity waves that propagate upward from tropospheric sources grow in response to the decreasing background density and break when they induce unstable temperature gradients (Hodges, 1967). In the mean, the drag induced by breaking gravity waves forces flow into an adjacent region where it descends and warms adiabatically, an effect recently referred to as “downward control” (Haynes et al., 1991). The climatological warm Arctic winter mesopause (Lindzen, 1981; Holton, 1982) and the separated polar stratopause (Hitchman et al., 1989; Garcia and Boville, 1994) are thought to be formed in this manner.

In this paper, we present observations of thermal structure from the lidar at Eureka that show an annual warming of the upper stratospheric vortex core. The warming propagates down into the lower stratosphere and is sustained through the winter. Coincident with the warming onset is an increase in gravity wave activity in the jet of the stratospheric vortex. These observations are interpreted as evidence of downward control extending deep into the stratosphere. Since the midwinter formation of polar stratospheric clouds (which are thought to begin the ozone depletion process) is very sensitive to the temperatures within the lower stratospheric vortex core (Schoeberl and Hartmann, 1991), a detailed understanding of the processes that control intra-vortex temperatures is important.

2 Measurement Technique

The lidar at Eureka is a pulsed ozone-DIAL system operating in the ultra-violet at 308 and 353 nm. Approximately 10% of the power of the 308 nm XeCl laser source is Raman shifted via an H₂ cell to 353 nm, the Rayleigh (elastic) backscattered wavelength that we use for temperature measurements. The receiver optics consist of a 1 m Newtonian telescope coupled to a set of photomultiplier tubes (PMTs). Tropospheric signal is blocked via the use of a mechanical chopper in order to ensure PMT linearity. Stratospheric signal is accumulated for ten minute durations, and then stored off-line for processing. Temperatures are derived according to the standard method described by Hauchecorne and Chanin (1980). Technical details of the lidar at Eureka are given by Carswell et al. (1991) and Pal et al. (1996).

Gravity waves are observed by the fluctuations that they induce in ten-minute average temperature profiles. The wave perturbations are extracted from each profile by using a series cubic polynomial fits to estimate a background profile. The gravity wave potential energy density, our measure of the gravity wave activity, is then given by $E_p = (g/N^2)(T'/T)^2$, where g is the gravitational acceleration, N is the atmospheric buoyancy frequency, and $(T'/T)^2$ is the
nightly average variance of the fractional temperature fluctuations. Gravity wave studies at Eureka have previously been conducted by Whiteway and Carswell (1994), Whiteway and Duck (1996), and Whiteway et al. (1997).

3 Observations

The measurements at Eureka reveal that the stratospheric temperatures are highly dependent on the location of the polar vortex. Fig. 2 shows two contrasting temperature profiles that are representative of observations within the vortex core and outside of the vortex respectively. As illustrated in Fig. 2, the upper stratosphere of the vortex interior is very warm and the lower stratosphere is very cold relative to the temperatures obtained outside of the vortex. That the upper stratospheric intra-vortex temperatures are so warm is at first surprising, since the air mass contained in the vortex core is isolated from the rest of the atmosphere during the mostly sunless High Arctic winter. The peak temperature in the vortex core profile is perhaps 80 K warmer than expected from radiative considerations alone (Fels, 1985).

In order to examine the winter evolution of this upper stratospheric intra-vortex warm pool, all of the nightly average temperature profiles measured within the vortex core were separated for further investigation. A strong annual warming of the upper stratosphere that commences in late December was found. To illustrate, a selection of profiles obtained within the vortex core during the 1996/97 season are given in Fig. 3. Note that the temperature at 45 km increases by about 30 K during the eighteen days between the first and last profiles.

To better visualize the average altitude-dependent magnitude of the annual warming, all of the temperature profiles obtained within the vortex core were collected and arranged by date (without considering the year they were obtained). Radiosonde temperatures were used at altitudes inaccessible to our lidar (i.e. below 25 km). A temperature profile representative of mid-December was subtracted from each daily profile. The results are shown in Fig. 4a, which depicts the daily temperature deviation by altitude from the mid-December temperature profile.
As shown in Fig. 4a, stratospheric temperatures within the vortex core slowly decrease through November and until late December, when a strong warming of the upper stratosphere occurs. A smaller but significant cooling is also observed above 60 km in altitude. The warming propagates down into the lower stratosphere, and is sustained through the winter. Since radiative calculations indicate that high latitude upper stratospheric temperatures should decrease until late February (Shine, 1987), we anticipate a dynamical origin for this warming.

The average gravity wave potential energy densities measured between 30 and 35 km in altitude within the jet of the vortex are arranged by date in Fig. 4b. Since observations within the vortex core yield consistently low gravity wave energies (Whiteway et al., 1997), they were not considered in this analysis. Measurements beyond the jet maximum were also excluded due to their distance from our region of interest (i.e. the vortex core).

As shown in Fig. 4b, the gravity wave energies during November and until late December are generally low. However, coincident with the warming onset in late December are episodes of increased gravity wave activity. The variance of the wave energy distribution before the warming is 11 J/kg², and after the warming onset it is 47 J/kg². These variances are significantly different, which emphasizes the fact that the wave activity after the warming onset is statistically spread to higher energy values.

4 Discussion

The observed late December increase in gravity wave activity was not anticipated, and appears to be (at least partially) associated with a change in gravity wave transmission due to critical level filtering (see, for example, Whiteway and Duck,
1996, and Whiteway et al., 1997). We interpret the coincidence of increased gravity wave activity within the vortex jet and warming of the vortex core as evidence of "downward control" extending deep into the stratosphere. We propose that the late December increase in gravity wave activity is accompanied by vigorous breaking above the vortex jet. The resulting gravity wave drag increase will force flow into the vortex core where it descends and warms adiabatically.

That the vortex interior experiences an annual warming extending down into the lower stratosphere is of interest with respect to the ozone depletion problem. The formation of polar stratospheric clouds (which begin the ozone depletion process) within the lower stratospheric vortex core is temperature sensitive. Reproducing the observed gravity wave activity distribution and annual intra-vortex warming should be a goal for global circulation models in any effort to predict the future state of the ozone layer and the stratospheric circulation in general.
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Introduction

Based on the technique and equipment of the sodium fluorescence Lidar which we established earlier in our Institute[1], We have recently developed a Rayleigh/Raman scattering Lidar for measuring atmospheric parameters of troposphere, stratosphere, and mesosphere over Wuhan, China(30.6N 114.4E). As well known, the Rayleigh scattering Lidar is the best candidate for the atmospheric parameter measurements of the mesosphere and the upper stratosphere[2,3]. The highest altitude that a modern Rayleigh Lidar can reach is up to the mesopause region, but the lowest measurable altitude of the Rayleigh Lidar is limited, usually to about 25-30Km. The reason for this is that the Rayleigh scattering signal will be contaminated by the stronger Mie scattering below this altitude range, and no atmospheric parameters can be obtained from Rayleigh scattering directly. There are two methods that can be used to solve this problem. One is using high spectral resolution technique to separate the contributions from Rayleigh and Mie scatterings[4], and the other is using Raman scattering to extract the atmospheric molecular scattering only[5]. We chose to use the Raman Lidar for measuring atmospheric parameters below about 25Km because of its technical simplicity.

Lidar equipment

Our Rayleigh/Raman Lidar uses one laser beam as the common emitting beam for both Rayleigh and Raman scatterings. The beam at wavelength 532nm is from the second harmonic output of an YAG laser (DCR-2) working at a repetition rate of 20Hz. The energy and the divergence of the beam are about 150mJ per pulse and 0.5 mrad respectively. An homemade transmitting type telescope is used as the receiving optics of the Lidar, and it consists of a Φ40Cm, f/3-8 non-spherical lens, an variable
field stop and a collimating lens. We choose to use transmitting type telescope because that it is easier to make and its light collecting efficiency is higher than the reflecting type telescope with the same diameter. By using the non-spherical main lens, the optical quality of our telescope is high, and its field of view can be controlled down to smaller than 1 mrad. The photon detection system consists of a cooled PMT(RCA31034), a preamplifier (bandwidth 300MHz, Gain 25), and a photon counting scaler(SR-430). The synchronization of the system is realized by optical triggering, the system control and automatic data acquisition is accomplished by a computer. For the Rayleigh detection, a filter with $\lambda = 532.5$nm, bandwidth=1nm, and peak transmission = 40% is used; for the Raman detection, we use a combination of an interference filter and two color filters to get about $10^6$ rejection of 532nm. The combined filter has a peak wavelength of 607.2nm and a bandwidth of 3nm to transmit the rotational band of $N_2$ Raman $\nu=0-1$ vibration transition, which is shifted from emitting wavelength by 2330.7 cm$^{-1}$.

**Preliminary results**

The high optical efficiency and low noise level of the system is most important for the Rayleigh operation of the Lidar. Besides the careful control of the receiving field of view and the interference from electrical and optical sources, more attention was put on the accurate alignment of the emitting beam to the receiving axis throughout the detection altitude range. At present, the detectable altitude range of our Rayleigh Lidar is about 25~70Km(Fig.1), and thus the information about density and temperature profiles of the atmosphere in this altitude range can be obtained. For the Raman version of the Lidar operation, most critical problem is the disturbance of the weak Raman signal by the much stronger Mie scattering and the light induced fluorescence of the filters. We have tried various filter combinations, and changed the sitting order of the filters to
make sure that this disturbance was below the detectable Raman scattering level. At the present time, the detectable altitude range of our Raman Lidar is about 2~10Km(Fig.2), and so the atmospheric parameters in this altitude range can be obtained. We are now trying to extend the detectable range of both Rayleigh and Raman versions of our Lidar to cover most altitude range from lower troposphere to the mesopause region.
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Using lidar data collected at the following sites: Northern Finland, Sodankyla (67°N, 26.50°E); New Zealand, Lauder (45°S, 170°E); Antarctica, Dumont d’Urville (66.41°S, 140°E); Italy, Florence/Brasimone (43.5°N, 11°E), we obtained a three-year stratospheric aerosol climatology for the northern and southern hemispheres. This analysis will provide stratospheric aerosol loading trends, which can be used to include aerosol corrections in the algorithms employed to produce a long-term homogeneous large-scale data set of vertical ozone profiles or to verify aerosol impact on climate modifications.

At the Arctic site of Sodankyla, a four wavelength-depolarisation lidar has been operating since 1991. Three winter campaigns were carried out from December 1991 to March 1992, from late November 1994 to April 1995, and from late November 1996 to April 1998. The aim of these campaigns was the monitoring of stratospheric aerosol loading and the evolution of PSCs formation during the Arctic winter.

The two-wavelengths depolarisation lidar place in Florence, has been collecting monthly background aerosol measurements since February 1996. The lidar station of Brasimone, that has been operating since 1994, is close to Florence. Therefore, the two data sets were used together, in order to obtain more extensive information on stratospheric aerosol loading at mid latitude in the Northern hemisphere.

In the southern hemisphere, at the mid-latitude site of Lauder, since January 1994 a two wavelengths depolarisation lidar has been carrying out routine measurements of stratospheric aerosols, while at Dumont d’Urville, Antarctica, a single-wavelength depolarisation lidar has been working since 1989. Year-round lidar measurements were carried out in order to study stratospheric aerosols and PSCs evolution.

PTU soundings are available for almost all measurements. Even if three of the four lidars have more then one wavelength, for aerosol climatology we used only the second harmonic of Nd:YAG laser, 532 nm, to monitor the changes in the mean scattering ratio, integrated backscattering and aerosol mass content above the four sites.

The philosophy of lidar measurements strictly depends on both the parameters to be measured and the type of aerosol loading to be investigated. Other constraints derive from the features of the lidar system (i.e. laser pulse energy and repetition rate, optical efficiency).

From lidar profiles, the backscatter and extinction coefficient, the depolarization, and the scattering ratio (SR) were retrieved. Inversion algorithms and software codes were carefully tested, using both computer simulation and real lidar profiles. The procedures involved are: a modified backward Klett method and an iterative numerical solution developed at IROE-CNR. Both methods compute the profiles of the aerosol backscatter and extinction coefficients and of the depolarization ratio.

Not all the sites started their operation during the same period. We choose therefore, for uniformity in data representation, a three-year period, from 1.1.1994 to 31.12.1996 to monitor the dissipation of the Pinatubo aerosol.

With regard to the evolution in aerosol loading after the volcanic eruption of Pinatubo, the aerosol decay time constant was evaluated for the January 1994 – December 1996 period. The decay time was obtained by linearly interpolating the logarithm of the integrated backscattering value. The results are summarised in table 1.
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Table 1 Evaluated aerosol decay time constant for the period 1994-1996

<table>
<thead>
<tr>
<th>Location</th>
<th>Decay Time Constant</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sodankyla (Finland)</td>
<td>2.54 years</td>
</tr>
<tr>
<td>Lauder (New Zealand)</td>
<td>2.39 years</td>
</tr>
<tr>
<td>Firenze-Brasimone (Italy)</td>
<td>2.47 years</td>
</tr>
<tr>
<td>Dumont d'Urville (Antarctica)</td>
<td>2.23 years</td>
</tr>
</tbody>
</table>

Calculations show a shorter time constant for the Antarctica station compared to the one observed in the Arctic region. For mid-latitude sites, the time decay was almost the same. In any case, it seems to be consistent with the value of sedimentation velocity for sulfuric aerosol particles, with a mean radius of around 0.3-0.4 microns.

Under the assumption that aerosol particles are a homogeneous sphere, the backscattering efficiency may be approximated as a linear function of the particle size parameter $x^2$:

$$4\pi Q_B(x,n) = C(n)x$$

where $x=2\pi r/\lambda$, $r$ is the particle radius and $n$ is the refractive index of the particle.

Using such an assumption, it is possible to relate the aerosol mass content, $M$, to the integrated backscattering coefficient $\beta$, regardless of the dependence on size distribution as follows:

$$M \approx \frac{8\rho\lambda\beta}{(3C(n))}$$

with $\rho$, is the density of the aerosol droplets and $\lambda$, is the wavelength of the incident radiation.

The linear coefficient $C(n)$ is dependent on particle composition. It was evaluated for different refractive index and aerosol particle composition, linearizing the computed Mie backscattering efficiencies with respect to their size parameter.

The composition of sulfuric acid aerosols as a function of temperature and water vapour pressure was derived by Steele and Hamill. We combined their results with the information coming from the PTU soundings to determine the refractive index and density of aerosol sulfuric acid droplets. These data and the values of integrated backscattering were employed to evaluate the aerosol mass loading for all the lidar sites when temperature and humidity information was available.

In figure 1 we plotted the integrated backscattering between 10-25 km. The columnar mass content reported in figure 2 was evaluated using mean values for both temperature and humidity. As shown in figure 1-2, the columnar aerosol mass evolution follows the integrated backscattering trend, but differences may be noted between the different sites, with higher values at the Antarctica site compared to the Arctic and Mid-latitude stations.
For mid-latitude stations, the northern site of Florence/Brasimone shows values for the aerosol mass content that are higher than the ones measured in the southern station of Lauder. With regard to the evolution of aerosols loading above these sites, both aerosol mass content and mean scattering ratio (see fig. 4 and 5) showed during 1995-1996, some peaks above the general decreasing trend. In particular a strong increase could be noticed in the aerosol loading during September 1996.

During 1994 the aerosol mass content at mid-latitude ranged from the 0.20 mg m\(^{-2}\) for Lauder to the 0.30 mg m\(^{-2}\) for Florence/Brasimone. For the polar site of Dumont d'Urville it reached a value of 0.40 mg m\(^{-2}\). Starting from 1995, a decreasing trend could be noticed which continued during 1996, with values, for the aerosol mass content, of less than 0.10 mg m\(^{-2}\) for the Lauder and Sodankyla stations and around 0.10-0.15 mg m\(^{-2}\) for Dumontd'Urville and Florence/Brasimone.

Fig. 3 Mean scattering ratio for the four stations since 1.1.1994

Fig. 4 Aerosol mass content above mid-latitude sites since 1.1.1994

Fig. 5 Mean scattering ratio above mid-latitude sites since 1.1.1994
These preliminary observations, which are consistent with the ones reported by the NDSC sites of Garmish-Partenkirken and Mauna Loa, may show that the aerosol layer is reaching a situation like the one observed before the eruption of Mt. Pinatubo on June 1991.
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- ABSTRACT -
We have been measured tropospheric and stratospheric ozone profiles at Suwon(37N/140E) Korea from October 1992 to July 1997. For these experiments, ILE combined ozone lidar system are used. Here, we reports the variation of ozone concentration in stratosphere and troposphere during last 5 years.

I. Introduction
Recently, The decrease of ozone concentration in northern hemisphere have been reported[1]. So, many scientists in the regions focus their interesting on variation of ozone in stratosphere and troposphere. DIAL measurements is known as one of the most effective and accurate method for ozone measurements. Since October 1992, we have been measured atmospheric ozone concentration from 5 km upto 30 km over Suwon, Korea by Combined Lidar [2,3,4]. We used 308/353 nm and 292/319nm pair for stratospheric and tropospheric simultaneous ozone measurements. Here we reports the time variation of ozone concentration from 5 km upto 30 km and annual variation of partial ozone column (D.U.) from 10 km upto 30 km.

II. Instrumentation and Data processing
The ILE Ozone Lidar system described in Fig. 1. comprises two transmitting system and one receiving system for the simultaneous DIAL measurement of tropospheric ozone from 5 to 15 km and stratospheric ozone from 10 to 30 km. We use two excimer laser pumping stimulated raman lasers to generate two wavelength pairs, and one receiving system which is consist of telescope, 4 channel optical spectrometer, detector, photon-counter and data processing system. After sounding two wavelength pair into atmosphere inturn with 10 ms, then backscattered 4-wavelength signals are processed by one receiving system. So, we can measure stratospheric and tropospheric ozone concentration profiles simultaneously.

308/353 nm generated by XeCl excimer laser pumping H2 Raman laser and 292/319 nm generated by KrF excimer laser pumping D2 Raman lasers is used for stratospheric and tropospheric measurements respectively. The output energy of each wavelength pair are 32/10 mJ and 8/4mJ. The beam divergence are in 9.5 mrad and size of beam is 20 x 8 mm².

The backscattered light collected by cassegrain telescope consisted of 600mm primary mirror and 200mm secondary mirror. To cut-off the unwanted strong signal from low altitude, the chopper is installed behind the input pin-hole. The light passed throught the pin-hole seperated into same wavelength as transmitting wavelength by spectrometer. This spectrometer have 4 channels of 319nm, 353nm and two 292/308nm channel. The spectrum bandwidth of Interference filter at each channels are 8 nm (292/308nm), 5 nm (319 nm), 5 nm (353 nm). The signals after optical parts are detected by PMT, then digitised by amplifier and discriminator. These digitised signals are transmitted to photon counter. The main function of synchronisation system is control of the trigger circuit of the lasers to sounding the 5 pulses in turn with 10msec delay.

For the data processin of ozone concentration, we used well known Browell's equation [5]. Because
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of the effect on ozone data processing by Pinattubo aerosol is not so negligible, we corrected the aerosol backscattering and extinction term with the equation of transmission method[6]. For the calculation of backscattering term, we used 353nm return signal. Lastly, we eliminate the data which have the stastical error over 30%.

Fig. 1. Block diagram of Combined Ozone Lidar

III. Measurements

3-1. Time variation of vertical ozone concentration profile.

Fig. 2. Show the the variation of stratospheric and tropspheric ozone measured during 3 hours on November 21, 1993. 3 times stratospheric measurements are performed marked as ST in Fig. 3. The time difference between first and second is 5 min. and second and last is 2 hours. The time differences on each tropspheric measurements marked TR are 15 min. The temporal resolution on each experiments are 15 minutes.

As a results, the small variation in stratosphere less than 10 % over 10 km altitude are measured. But, in troposphere lower than 10 km, the dynamic variation more than 30 % are measured. In this experiments, we can estimate the bounday layer between stratospher and tropspher is about 10 km around.

Fig. 2. Time variation of vertical ozone concentration over Suwon
3-2 Annual variation of column ozone (D.U.)

Fig. 3. show the yearly periodic variation of column ozone Dobson unit from 10 km upto 30 km measured by lidar from October 1993 to July 1997. the dot line is a averaged value (183 D.U.) of each daily measurements data during last 5 years. The error bar mean the statistical error of lidar measurements. As a results of this analysis, we can see the seasonal variation ozone concentration in each year are very similar except winter of 1992. From December to May, almost data show the higher value than averaged value. On June, July and August are similar with averaged value. The maximum value is in 220 to 240 D.U. on spring. Otherwise, the minimum is in 140 to 160 D.U. on autumn (September and October). Especially, September and October in 1992, the value of column ozone is lower 40 D.U. than others. It's results are know as the effects of Pinatubo eruption. It is very difficult to say the annual trends of decrease or increase because of lack of measurements cases. So, our future goal are day-time and night-time routine measurements and construction of database of ozone measurements.

Fig. 3. The annual variation of column ozone (D.U.) from 1992 to 1997
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Current interest to lidar studies of stratospheric ozone above Western Siberia is caused by its role in the formation of the Earth’s climate and by the lack of any information about the vertical ozone distribution (VOD) above the vast territory of the Asian part of Russia. Therefore, occasional lidar sensing of ozone was started in Tomsk (56.5°N, 85°E), Western Siberia, in 1989. Regular lidar sensing of ozone has been performed since 1995 with the use of a XeCl excimer laser and a mirror of a receiving telescope 1 m in diameter. Lidar measurements have been performed between 12 and 40 km, with vertical resolutions of 100-200 m below 24 km and 400 m above 24 km and with the relative measurement error less than 12%. The results of the preliminary analysis of the ozone vertical distribution are described in Ref. 1.

By now we have accumulated about 115 vertical profiles of ozone concentration. This allowed us for the first time to perform climatic studies of the state of the stratospheric layer above Western Siberia.

Statistical analysis of the VOD with the use (as in Ref. 2) of average values, variances, autocorrelation functions, eigenvectors, and eigenvalues of covariance matrices $S_{n,n+3}$ revealed its features typical of the examined region.

In particular, it was demonstrated:
- the maximum ozone concentration at the mean profile is observed at 18–22 km altitudes (Fig. 1);

![Figure 1](image_url)

Fig. 1. Vertical distributions of the average values ($n_3 \times 10^{18}$, mol×m$^{-3}$) and standard deviations ($\sigma_{n_3} \times 10^{18}$, mol×m$^{-3}$) of the stratospheric ozone concentrations above Tomsk (1) and the station Legionovo (2) in winter-spring (a) and summer-fall (b).
the decreased ozone content in the layer between 21 and 27 km recorded in winter and spring above Western Siberia (in comparison with Eastern Europe – st. Legionovo, 52°N and 21°E) is caused by specific features of the stratospheric meridional circulation which brings an ozone-poor air in this region;

- the average stratospheric ozone concentrations above Western Siberia, in analogy with other regions located at the moderate latitudes of the Northern Hemisphere (Ref. 2, 3), exhibit clearly pronounced annual behavior. The maximum ozone concentration ($-5.0-5.2 \times 10^{18} \text{ mol} \times \text{m}^{-3}$ between 18 and 22 km) was observed in winter and spring, whereas the minimum ozone concentration ($-3.6-3.7 \times 10^{18} \text{ mol} \times \text{m}^{-3}$ between 20 and 23 km) was observed in summer and fall.

- the variability of ozone, i.e., its rms deviation $\sigma_{n}$ has its maximum values in winter-spring, when large day-to-day variations of the ozone contents are caused by the intensive cyclogenesis, typical of the this period of the year;

- the degree of ozone interlayer correlation above the ozone peak (that is, above 19-22 km) depends on the season (it is sufficiently high in winter and spring when ascending air flows predominate; vice versa, it is very low in summer and fall when descending air flows predominate);

- the first three components of the vector $\mathbf{F}_n(\alpha=1, 2, 3)$ and the corresponding eigenvalues $\lambda_n$ of the covariance matrix $||S_{n,i,j}||$ used to investigate the properties of the natural orthogonal components of vertical profiles of the stratospheric ozone concentration and the quality of their representation by the first terms of the expansion. The first eigenvectors of the covariance matrix $||S_{n,i,j}||$ in the examined seasons have some common features and noticeable differences. In particular, both in winter-spring and summer-fall the first eigenvectors reach their maxima ($-0.30-0.31$) somewhere above the stratospheric ozone peak, namely, near 23 and 21 km, respectively. At the same time, whereas in winter and spring the eigenvector $\mathbf{F}_1$ remains positive between 15-30 km, in summer and fall it is negative above 28 km. This specific feature in the behavior of the eigenvector $\mathbf{F}_1$ in summer and fall is due to the fact that above 28 km the correlation functions of the stratospheric ozone that determine the shape of the first eigenvectors pass through zero.

- the first three eigenvectors of the matrix $||S_{n,i,j}||$ (from $n=16$) contribute 90-91% to the total variance in both examined seasons. Four eigenvectors describe the profiles $n_1(H)$ with the relative error $\leq 5\%$.

From this it follows that few-parameter models can be used to describe the realistic vertical profiles of the stratospheric ozone concentration due to sufficiently fast convergence of their expansion in the natural orthogonal components. At the same time, the main components of this expansion also can be used to construct regional statistical prognostic models of the stratospheric ozone.
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Summary

Lidar measurements of gravity wave activity have been conducted throughout each winter since 1993 at the
Arctic Stratospheric Observatory in the Canadian High Arctic. The observatory is located on a mountain ridge near
Eureka Weather Station (80° N, 86° W) on Ellesmere Island. The lidar system is based on a XeCl excimer laser that
emits 70 Watts at a wavelength of 308 nm and this is partially converted to 353 nm by stimulated Raman scattering
in a Hydrogen gas cell. The receiver detects backscatter at four wavelengths corresponding to elastic (308 nm, 353
nm) and Raman (from N₂: 332 nm, 385 nm) scattering for measurements of ozone, aerosol and temperature (Pal et
al. 1996). The 353 signal is used for conventional Rayleigh lidar measurements of temperature in the upper
stratosphere and mesosphere (Hauchecorne and Chanin 1980).

Gravity waves are observed by the fluctuations they induce in temperature. Figure 1 shows a measured
temperature profile which clearly exhibits perturbations that were induced by a large amplitude gravity wave. The
wave induced fluctuations are isolated for analysis by subtracting an estimate of the unperturbed background state (a
combination of cubic polynomial fits to the night’s mean temperature profile). The corresponding profile of wave
induced temperature perturbation is shown in Fig. 1b. In this case there is a dominant wave with amplitude growing
exponentially with height as expected when a wave is not dissipated. The exponential growth appears to cease
above 43 km where the dominant wave is inducing a marginally unstable temperature gradient (-10 deg/km as
illustrated in Fig 1a). Also, waves with smaller vertical scales appear to be combining with the dominant one to
induce marginal convective instability (e.g. at 37 km).

Figure 1. (a) A half hour average temperature profile measured at Eureka on 14 Feb. 1993. The smooth line is the estimated
unperturbed background state. (b) The corresponding profile of fractional temperature perturbation from the background state.
Shading indicates the limits of uncertainty in the measurement.

Figure 2. Maps of Geostrophic wind speed computed from the NCEP analysis at the 10 hPa pressure level (height approximately
30 km) above the northern hemisphere for a) 28 Dec. 1994, b) 6 Mar 1995, and c) 7 Feb. 1995. The position of Eureka is indicated
by the white dot. The dark ring is the westerly (eastward) jet of the polar vortex (counter-clockwise motion). The corresponding height
profiles of wind speed above Eureka are shown in d).
The location of Eureka is ideal for ground based studies of stratospheric dynamics since a wide range of meteorological conditions can be observed as the polar vortex changes position. As demonstrated in Fig. 2, the vortex position may change such that Eureka is situated beneath: a) the westerly jet (vortex edge), b) the vortex core, and c) outside of the vortex. The measurements at Eureka have sampled each of these distinct stratospheric conditions and there is a clear pattern in the distribution of gravity wave activity within and around the polar vortex.

The amount of wave activity was gauged by the potential energy density associated with the wave induced temperature fluctuations. The gravity wave potential energy density is determined by multiplying the fractional temperature variance by \((0.5)(g/N)^2\), where \(g\) is acceleration due to gravity and \(N\) is the buoyancy frequency (which is derived from the night’s mean temperature profile). Figure 3 shows profiles of gravity wave potential energy density that were averaged separately according to the different positions within and around the polar vortex. The gravity wave activity was greatest within the westerly jet (Fig. 2a) of the polar vortex and the minimum was in the core (Fig. 2b) of the vortex. This pattern has been observed each winter since 1993.

This research is continuing with the aim of investigating the link between polar vortex dynamics and gravity wave activity. Further analysis has shown that the enhancement of wave activity in the jet corresponds to meteorological conditions that are favourable for vertical propagation of gravity waves from the troposphere (Whiteway et al., 1997). Also, there is new evidence which indicates that thermal structure in the vortex core is influenced by gravity wave activity in the vortex jet (Duck et al. 1998).
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1. Introduction

Temperature measurements in the middle atmosphere using Rayleigh lidars have been performed for several decades now. The high accuracy and vertical resolution provided by lidars allow to study the temperature variability at various scales with high confidence levels. One of the numerous applications is the study of the middle atmospheric thermal tides. Although Rayleigh lidar measurements are basically possible only at nighttime, diurnal and semidiurnal components can often be extracted if the results are taken with care and correctly interpreted.

Using results from more than 200 hours of nighttime measurements obtained by lidar in October 1996 and 1997 at Mauna Loa Observatory, Hawaii, a study of the middle atmospheric (25-90 km) thermal tides is presented in this paper. The amplitudes and phases of the diurnal and semidiurnal components were calculated for some altitudes where the fits converged significantly, and compared to that of the Global Scale Wave Model (GSWM).

2. Lidar principle, data sets and data analysis.

Laser radiation transmitted into the atmosphere is Rayleigh backscattered by the air molecules and collected by a telescope. The number of photons received is proportional to the number of photons emitted and to the number of molecules i.e. air density. Except following volcanic eruptions when particular care is required, Mie scattering by aerosols is only important below 25-30 km and can be neglected for the air density derivation above 30 km. Then, the temperature is derived from the air density assuming hydrostatic equilibrium and the ideal gas law [Hauchecorne and Chamin, 1980].

10 nights of measurements (typically 11-hours per night from 19:00 to 5:00 Local Solar Time) obtained by the Jet Propulsion Laboratory (JPL) Rayleigh/Raman lidar [McDermid et al., 1992] at Mauna Loa (19.5N) between October 3-16, 1996, and 10 nights obtained between October 2-11, 1997 were used for this study. For both October 1996 and 1997 periods, the raw signal taken every night at a given Local Solar Time (LST) has been summed into a composite raw signal and analyzed to obtain 11 hourly-mean composite temperature profiles (15-95 km). Also, the nightly average temperature profile over the 10 nights in October 1996 and that over the 10 nights in October 1997 has been calculated. The temperature determination by Rayleigh lidar requires an a priori initialization at the top. For the two nightly average profiles the CIRA-86 temperature at 103-105 km was used. Then, for each 1996 hourly-average profile the 1996 nightly average temperature at 93.4 km has been used, and for each 1997 hourly-average profile, the 1997 nightly average temperature at 94 km has been used. Thus it is certain that at these tie-on altitudes the temperature will remain constant throughout the night and the calculated fits for both diurnal and semidiurnal components will result in zero-amplitudes. Then, a few kilometers lower the calculated amplitudes are expected to rapidly increase to their observed values as the temperature is calculated downward and converges into its true value. The total error at the top of a typical temperature profile is about 20 K, rapidly decreasing to few Kelvin 10-15 km below and to less than 1 K 25 km below.

3. Results.

In a first step, for each given LST the temperature difference between the composite profile and the nightly average profile has been calculated. These temperature differences were seen to be LST dependent and were fitted temporally using 2 cosine functions to represent the diurnal and semidiurnal components only. When the nightly average temperature is close to the true 24-hour-average temperature the calculated fits will give correct and significant results. However, this is not true when the nightly average is far from the true 24-hour-average. For this reason, some estimated components were taken from GSWM [Hagan et al., 1995] and introduced to calculate an estimated 24-hour-average to be subtracted from the LST composite profiles. Figure 1 gives the results of the calculated diurnal and semidiurnal amplitudes and phases between 25 and 95 km for the 1996 period, using the phases given by GSWM, and twice the amplitudes given by GSWM for the estimation of the 24-hour average. Unlike GSWM, the calculated amplitudes (in K) and phases (LST) are given with their 1σ standard deviation (horizontal bars). The effect of an 11-hour wide measurement window is clearly seen. The semidiurnal component can be retrieved correctly but the diurnal component can not be well identified at all altitudes.
Figure 1: Amplitude (top) and phases (bottom) of the diurnal (left) and semidiurnal (right) components calculated for 10 nights of October 3-16, 1996. The amplitudes and phases are plotted with their 1σ standard deviation (horizontal bars) while twice the GSWM amplitudes and the GSWM phases are represented by single lines and dots.

Basically, the significant results are:

For the semidiurnal component:

a) A small amplitude (< 1K) below 60 km.
b) A maximum amplitude of 4 K at 70 km, with a corresponding phase around 10:00 - 11:00, 2 hours away from the theoretical model GSWM.

c) A minimum of amplitude corresponding to an out-of-phase transition (from 6:00 to 12:00) just below 80 km.
d) An 8 K maximum amplitude at 82 km, with a corresponding phase of 11:00-12:00.

For the diurnal component:

c) A small amplitude (< 1K) below 45 km.
f) A maximum amplitude of 2 K around 47-51 km, with a corresponding phase around 18:00 - 19:00, in good agreement with GSWM.
g) A minimum amplitude corresponding to an out-of-phase transition (from 19:00 to 7:00) at 57-58 km. This may indicate an actual phase around 12:00 at this altitude.

h) A double maximum of 3 K at 66 and 73 km. The phase corresponding to the upper maximum occurs at 16:00, which is in total disagreement with the 7:00 phase of GSWM.

i) A minimum amplitude at 78 km. Once again, this may indicate an actual phase around 12:00 at this altitude.

First, all results show that the observed amplitudes appear to be twice as large than predicted by GSWM (the modeled amplitudes plotted in Figure 1 are equal to twice the GSWM). Results b) shows that a maximum in the semidiurnal amplitude has not been predicted by the model. Results c) f) g) h) and i) together may suggest the presence of a locally forced diurnal mode at 78 km not predicted by the model, or that the diurnal mode propagating from below 50 km has a near-20-km
vertical wavelength, much shorter than predicted and already suggested by [Dao et al., 1995].

Figure 2 is similar to Figure 1 but for the October 1997 period. When compared to the October 1996 period, some remarkably consistent results are found.

For the semidiurnal component:

j) Same as a) with a first secondary maximum in amplitude (1.5 K) around 45 km.

k) Same as b), a maximum amplitude of 5 K around 70-75 km, analog to the result b)

l) A minimum amplitude corresponding to an out-of-phase transition (from 12:00 to 6:00) just below 80 km, but in out-of-phase compared to 1996.

For the diurnal component:

m) Same as e): small amplitude below 45 km.

n) Same as f): Maximum amplitude of 23 K but at 46-47 km instead of 47-51 km, with a corresponding phase around 18:00 - 19:00, in good agreement with GSWM.

o) Same as g): A minimum amplitude corresponding to an out-of-phase transition (from 19:00 to 7:00) at 56 km. Once again, this may indicate an actual phase around 12:00 at this altitude.

p) A phase located at 15:00 around 75 km, once again in total disagreement with GSWM.


More than 200 hours of nighttime measurements obtained by the Jet Propulsion Laboratory (JPL) Rayleigh/Raman lidar in October 1996 and 1997 located at Mauna Loa Observatory (19.5°N) have been used to extract the diurnal and semidiurnal components in the middle atmospheric temperature (15-95 km) and to compare them to the Global Scale Wave Model (GSWM). Despite a short 11-hour wide measurement window, some significant results have been obtained:

- Both observed diurnal and semidiurnal amplitudes appeared to be twice as large as predicted by GSWM.
- Both diurnal and semidiurnal amplitudes are less than 1 K below 40 km.
- The calculated semidiurnal amplitude has a maximum at 70-75 km, not predicted by GSWM. The corresponding phase is around 11:00 – 12:00, in good agreement with GSWM.
- The calculated diurnal amplitude has a maximum at 45-50 km, with a phase around 19:00, in good agreement with GSWM.

- For both 1996 and 1997 periods, a minimum in the calculated diurnal amplitude associated with an out-of-phase transition from 19:00 to 7:00 is clearly observed at 55-58 km. Since the 11-hour measurement window is centered on 00:00 LST, the diurnal phase at this altitude is likely to be around 12:00 and the true amplitude is likely to be larger than calculated. This minimum, together with the maximum found at 45-50 km and a well defined 16:00 diurnal phase at 75 km may suggest

the presence of an upward propagating diurnal mode from below 50 km with a vertical wavelength of approximately 20-km, or the presence of a forced mode trapped around 75 km.

- Both observed diurnal and semidiurnal amplitudes are less than 1 K below 40 km.

- The calculated semidiurnal amplitude has a maximum at 70-75 km, not predicted by GSWM. The corresponding phase is around 11:00 – 12:00, in good agreement with GSWM.

- The calculated diurnal amplitude has a maximum at 45-50 km, with a phase around 19:00, in good agreement with GSWM.

- For both 1996 and 1997 periods, a minimum in the calculated diurnal amplitude associated with an out-of-phase transition from 19:00 to 7:00 is clearly observed at 55-58 km. Since the 11-hour measurement window is centered on 00:00 LST, the diurnal phase at this altitude is likely to be around 12:00 and the true amplitude is likely to be larger than calculated. This minimum, together with the maximum found at 45-50 km and a well defined 16:00 diurnal phase at 75 km may suggest

the presence of an upward propagating diurnal mode from below 50 km with a vertical wavelength of approximately 20-km, or the presence of a forced mode trapped around 75 km.

- For both 1996 and 1997 periods, a minimum in the semidiurnal amplitude associated with an out-of-phase transition from 6:00 to 00:00 in 1996, and from 12:00 to 6:00 in 1997 is clearly observed just below 80 km.

- Unlike the diurnal minimum at 55-58 km, the out-of-phase transition at this altitude and the 12 hours difference observed between 1996 and 1997 can not be explained at this date. However, the nightly averaged profiles calculated for 1996 and 1997 appeared to be extremely different especially above 80 km, and may play a major role in modulating and/or ruling the semidiurnal and diurnal components.

- More investigations and observations are necessary to confirm these results. In particular, the use of simulated data and the refinement of estimated components for the calculation of a correctly estimated 24-hours average profile should give some important answers for a better understanding of the thermal tides in the middle atmosphere.
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Abstract
An intercomparison campaign for Lidar measurements of stratospheric ozone and aerosol has been conducted at the Primary Station of the NDSC in Ny-Alesund/Spitsbergen during January-February 1998. In addition to local instrumentation, the NDSC mobile ozone lidar from NASA/GSFC and the mobile aerosol lidar from AWI participated. The aim is the validation of stratospheric ozone and aerosol profile measurements according to NDSC guidelines. This paper briefly presents the employed instruments and outlines the campaign. Results of the blind intercomparison of ozone profiles are given in a companion paper by Steinbrecht et al. (1998) and temperature measurements are described in this issue by McGee et al. (1998).

1 Introduction
Ny-Ålesund/Spitsbergen (79°N, 12°E) is a primary site within the Network for the Detection of Stratospheric Change (NDSC). Lidar observations of the stratosphere are performed with a multiwavelength lidar facility for observations of ozone, aerosols, and temperature. To maintain the high standards of data quality required within the NDSC, regular intercomparisons are conducted within the network. Here we describe an intercomparison campaign in winter 1997/98 for measurements of stratospheric ozone, temperature, and aerosol profiles. The intercomparison focused on ozone measurements of the lidar instrument at Ny-Ålesund and the NDSC travelling ozone lidar maintained by NASA’s Goddard Space Flight Center (GSFC). In addition the Rayleigh temperature and aerosol profiles are compared between the above mentioned lidar systems, the new Mobile Aerosol and Raman Lidar (MARL) of AWI, and the aerosol lidar of the Universities of Nagoya and Fukuoka. Additional techniques used on site for the ozone intercomparisons are the ozone microwave radiometer and balloon borne ECC ozone sondes. Planning of this campaign resulted from contacts at the 1994 and 1996 Int. Laser Radar Conferences (ILRC) and NDSC-Lidar-Meetings.

Lidar algorithm intercomparisons recently carried out for the retrieval of aerosol profiles and for ozone profiles give are basis for this on site instrument intercomparison. The algorithm intercomparisons were presented by Steinbrecht et al. (1996) at the 18. ILRC for aerosol retrievals and by S. Godin at the NDSC-Lidar-PF-Workshop 1996 (Godin et al., 1998) for ozone profile evaluations.

2 Experimental procedures
The intensive measurement period for the campaign started on 19 January and ended on 10 February 1998. Weather conditions have been extremely favorable, with cloud cover never preventing measurements for more than 24 h. Accordingly lidar measurements could be taken on every day.

Due to optical interference problems, the two ozone lidars had to operate alternately on interleaving times. The Rayleigh lidar systems could measure independently from each other. Due to high background levels of the approaching daylight, measurements were prevented around local noon.

Raw data for the ozone profiles were integrated over 2 - 6 hours and the retrieved ozone profiles transferred via internet to the referee. The intercomparison of the ozone profiles was conducted blindly. Data from ozone sondes, however, which were performed almost daily during the intensive measurement period, are publicly available and accessible to the participants.

Ozone profiles of the microwave radiometer on the other hand are compared blindly as well. They were recorded semi-automatically for 12 min. on every hour. As the ozone microwave radiometer is practically insensitive to clouds, this instrument has the best overall measurement statistics.

Although usually the January-February period is the high season for observations of Polar Stratospheric Clouds (PSCs) by aerosol lidar, only one minor PSC event occurred during the intercomparison period, limiting the aerosol intercomparison to this one case.

On the other hand, the absence of large aerosol signals allows to derive atmospheric temperature data...
from elastically scattered laser lines e.g. at 353 nm in addition to the temperature data collected by Raman channels.

3 Instrumentation for the intercomparisons
The following paragraph gives an overview of the instruments, which are summarized in table 1.

The Ny-Ålesund Multiwavelength Lidar facility
The ozone- and aerosol-lidar instruments at Ny-Ålesund are realized as one combined multi-wavelength system. It comprises a XeCl-Excimer laser for UV-wavelengths, running at 90 Hz and a Nd:YAG-laser for near IR- and visible wavelengths running at 30 Hz pulse repetition. Laser pulses are emitted into the atmosphere with dedicated 'sender-optics' consisting of beam expanders and steerable mirrors. During the campaign the 'old' 60 cm and a recently installed 150 cm telescope were alternately used to collect the return signals. The new large telescope focuses received light into a glass fibre, which guides it into a two channel detector, which can be equipped with Fabry-Perot etalons for daylight suppression at the ozone DIAL wavelengths of 308 and 353 nm. As the measurements reported here were taken in the polar night, no etalons were installed. The smaller telescope is the standard used since lidar operations began on Spitsbergen. It is coupled to the multi channel detection system used during the polar night for simultaneous detection of elastically and inelastically scattered signals (Neuber et al., 1991, 1994, von der Gathen et al., 1994). Aerosol data is obtained at the wavelengths 353 nm, 532 nm, and 1064 nm with additional depolarization measurements at 532 nm (Beyerle et al., 1994), and the ozone measurements are performed using the DIAL principle and employing the signals at 308 and 353 nm. In addition to the emitted wavelengths also the wavelengths of nitrogen Raman scattered light are recorded at 607 nm.

The Ny-Ålesund Microwave Radiometer
The Radiometer for Atmospheric Measurements (RAM) has been developed by the Institute of Environmental Physics of the University of Bremen as an instrument for ground-based millimeter-wave observations of trace gases in the stratosphere and lower mesosphere in the frequency range from 100-300 GHz. As part of the German ozone research program (OPP) and the European Stratospheric Monitoring Stations projects (ESMOS/Arctic I & II) this instrument is operated continuously according to the requirements for a primary NDSC station.

The RAM is a heterodyne receiver consisting of two front-ends for the observation of ozone at 142 GHz and chlorine monoxide (CIO) at 204 GHz, which are operated in a time-sharing mode. Both front-ends consist of a rotatable mirror for calibration, a quasi-optics and a mixer-HEMT pre-amplifier stage which is cryogenically cooled to about 12 K.

The back-end consists of a 2048 channel acousto-optical spectrometer (AOS) with a center frequency of 2.1 GHz, a bandwidth of 945 MHz and a frequency resolution of ~1.3 MHz. This allows to retrieve trace gas volume mixing ratio profiles in the altitude range from 15 to 60 km from the shape of the observed signal. The whole system is computer controlled and can operate automatically (Langer et al., 1998).

The Ny-Ålesund ozone sonde facility
At Ny-Ålesund ECC ozone sondes of type 6A from Science Pump Corp. are launched with RS80 radiosondes from VAISALA. A recently modernized VAISALA DigiCORA receiver is used for collection of

---

### Table 1 Participating institutes and instruments

<table>
<thead>
<tr>
<th>Instrument</th>
<th>Spezies measured</th>
<th>Operating institution</th>
<th>Validation history</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) regularly in Ny-Ålesund:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>multiwavelength lidar for aerosol and ozone</td>
<td>ozone, temperature, aerosols</td>
<td>AWI</td>
<td>algorithm intercomparisons for aerosol and ozone profiles</td>
</tr>
<tr>
<td>Microwave Radiometer for Atmospheric Measurements (RAM)</td>
<td>ozone</td>
<td>Univ. Bremen</td>
<td></td>
</tr>
<tr>
<td>ozone sondes</td>
<td>ozone</td>
<td>AWI</td>
<td></td>
</tr>
<tr>
<td>aerosol lidar</td>
<td>aerosols</td>
<td>Univ. Nagoya</td>
<td></td>
</tr>
<tr>
<td>(ii) campaign operation:</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NDSC Mobile Ozone Lidar</td>
<td>ozone, temperatures</td>
<td>NASA/GSFC</td>
<td>NDSC traveling intercomparison standard</td>
</tr>
<tr>
<td>MARL (Mobile Aerosol Raman Lidar)</td>
<td>aerosols, temperatures</td>
<td>AWI</td>
<td>on site intercomparison with NDSC aerosol lidars during winter '96/97 at JPL/TMF Calif.</td>
</tr>
</tbody>
</table>
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data. The sondes are flown with Totex rubber balloons, which are pre-treated during periods of low stratospheric temperatures resulting in burst altitudes usually above 30 km. Altitude resolution of the data transmittance is approximately 50 m depending on the balloon ascent rate. The altitude resolution, however, is reduced to about 300 m due to the response time of the sensor, which is filled with 3 cm³ of 1% KI solution. The ECC data is treated according to the manufacturer’s instructions, which follow those by Komhyr (1986), including the tabulated pump correction factors given there (that is e.g. 1.054 at 10 hPa). Due to polar night conditions for about half of the year no total ozone correction by a Dobson spectrometer is performed.

The University of Nagoya lidar at Ny-Ålesund
The lidar operated by the Universities of Nagoya and Fukuoka is a conventional Nd:YAG laser based aerosol lidar. Two wavelengths at 1064 and 532 nm of the laser are used in the lidar system. The vertical profiles of backscattering coefficient at the two wavelengths and the depolarization profiles at 532 nm are measured for the observation in the stratosphere. The echo, Raman-shifted from 532 nm, at 607 and 660 nm by N₂ and H₂O molecules are also detected for the observation in the troposphere. The laser energy is 200 mJ/pulse at each wavelength, and the pulse repetition is 10 pps. The diameter of the telescope is 35 cm.

The NASA/GSFC lidar
The Goddard Space Flight Center mobile Stratospheric Ozone Lidar was developed under the auspices of the Network for the Detection of Stratospheric Change (NDSC). It is a DIAL instrument capable of making measurements of the vertical profiles of temperature, ozone and aerosols simultaneously (McGee et al. 1995). The lidar instrument uses excimer lasers with 200 Hz pulse repetition rate to generate the two wavelengths (308 and 351 nm) which are transmitted into the atmosphere. A 30" Dall-Kirkham telescope collects the backscattered radiation, and a series of beamsplitters spectrally separate the light into four wavelengths; the elastically backscattered signal from each of the transmitted laser beams, and the N₂ Raman shifted wavelengths for each laser wavelength. The combination of Raman scattered, and elastically scattered signals yields aerosol information as well as returning a more accurate ozone measurement in regions of heavy aerosol loading. The GSFC lidar has been used extensively in NDSC, and satellite validation intercomparisons, most recently at the Observatoire de Haute Provence in southern France. The 1998 NAOMI campaign at Ny-Ålesund was the first set of measurements under extreme weather conditions.

The Mobile Aerosol Raman Lidar (MARL)
The MARL consists of a high power Nd:YAG laser emitting at 532 and 355 nm wavelengths with 30 Hz repetition rate. The laser light is polarized to a high degree (>99.65%) and has a low divergence (< 50 micro rad). A quasi Cassegrainian telescope assembly collects the return signals and feeds them into a polychromator detector, which simultaneously records the laser wavelengths in both planes of polarization, the vibrational N₂-Raman scattered light from the air at 387 and 607 nm and of water molecules at 408 nm. The instrument is designed as an autonomous system installed in a 20 ft laboratory container. It only needs hook-ups for power and communication lines.

4 Examples of data sets
The results of the ozone measurement intercomparison are presented by Steinbrecht et al. in this issue. As it is a blind intercomparison no results can be shown here. The night of 21/22. January was a typical measurement period with all lidars operating and covering many hours. It was a non-typical night in so far, as it was the only night, when signals of Polar Stratospheric Clouds (PSCs) could be recorded. Still, the signature was very weak and practically only detectable in the depolarization channels of the Rayleigh lidars operating...
in the visible. Figures 1a and 1b display the backscatter ratios and total depolarisations averaged over several hours during that night as they were recorded by the Univ. Nagoya lidar and the AWI-NDSC-Lidar. In both cases the 532 nm wavelength of the Nd:YAG lasers is employed. Fig. 1a shows that both lidars track the very small backscatter ratio quite well, with the fine structure seen in both profiles. With a backscatter ratio around 1.05, however, this signal is practically that of the stratospheric background ('Junge') layer. The PSC only shows up in the depolarisation channels between 21.5 and 23 km (Fig. 1b). While the Junge layer between 12 and 20 km displays no depolarisation (spherical particles), the PSC clearly stands out. This is a good example of the necessity to operate depolarisation channels when searching for PSCs. The systematic difference in the depolarisation values is due to the fact that the U. Nagoya lidar employs a small bandwidth filter centered on the Cabannes line, while the AWI system records the complete Rayleigh spectrum.

Data of the same night is used to derive temperatures from the tropopause up to the mesosphere, as displayed in figure 2. Here the data from the AWI Nd:YAG system is shown together with the high altitude profile of the MARL (both at 532 nm) and the GSFC lidar. The later uses the N$_2$-Raman line at 382 nm for the lower part of the profile and the DIAL reference line at 351 nm for the upper part. Data shown here is an average of several hours during the night 21. 22. January. Between 30 and 50 km all systems agree very well, above 50 km both AWI lidars retrieve with high uncertainty only. Below 25 km the AWI NDSC lidar records temperatures considerably lower than the GSFC system, which can be attributed to the backscatter signal enhancement by the background aerosol layer.
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1 Introduction

Stratospheric aerosols play a number of important roles in the winter polar stratosphere. In particular, they play a key role in polar ozone chemistry. At temperatures below around 195 K, heterogeneous reaction probabilities associated with the "background" mainly sulphate/water aerosol greatly increase, leading to significant conversion of chlorine from inactive to active forms (Del Negro et al. 1997). At temperatures below around 193 K, the sulphate/water aerosol may grow significantly via increased absorption of HNO₃ and water (Carslaw et al. 1994) leading to polar stratospheric cloud (PSC) formation. Stratospheric aerosols can also serve as tracers of air motion. To a first approximation they are passively carried along by the winds and as such their distribution can often be useful in dynamical studies.

In order to study the role of stratospheric aerosols it is necessary to be able to make quantitative measurements of the aerosol size distribution. With respect to lidar measurements this implies inverting a collection of aerosol backscatter and/or extinction measurements in order to extract information about the aerosol size distribution. In general, it is not possible to extract reliable detailed size distribution information from a few lidar backscatter and/or extinction measurements (Müller and Quenzel, 1985). However, it is possible to make reliable estimates of such quantities related to the lower moments of the size distribution namely; surface area density, volume density, and aerosol effective radius.

In this paper Principle Component Analysis (PCA) is applied to a large time series of multiwavelength lidar measurements. The lidar measurements were made during January to March of 1995 at the Eureka NDSC (Network for Detection of Stratospheric Change) observatory in the Canadian high Arctic. The work presented in this paper demonstrates the application of a recently developed extension of PSA to the case of lidar signals (Donovan and Carswell, 1997). PSA had been previously applied to the case of the SAGE II aerosol extinction measurements (Thomason and Osborn, 1992).

2 Principle Component Analysis

Here a brief overview of the theory relating to PCA as employed in this work is given. A more detailed account is given in Donovan and Carswell, 1997 (see also Twomey, 1977).

In general, the the aerosol extinction or backscatter for a wavelength of λᵢ at a given altitude is given by

\[ gᵢ = \int_0^∞ Kᵢ(r) \frac{dV(r)}{dr} dr \]  (1)

where \( \frac{dV(r)}{dr} \) is the aerosol volume size distribution. \( gᵢ \) is either a backscatter or extinction measurement and \( Kᵢ \) is the appropriate Mie backscatter or extinction kernel which is equal to \( 3Q_{p, λᵢ}(r)/4r \) for extinction or \( 3Q_{p, λᵢ}(r)/4r \) for backscatter. Here \( N (i = 1 \ldots N) \) is the number of extinction and/or backscatter measurements.

After applying an appropriate quadrature rule Eqn. 1 can be re-written in matrix form as

\[ \overline{g} = Kν \]  (2)
where \( \mathbf{g} \) is the measurement vector and \( \mathbf{v} \) is the volume size distribution vector. A principle component retrieval may then used to invert Eqn. 2 to recover an estimate of \( \mathbf{v} \).

Any estimate of an integral property of the size distribution (such as total aerosol volume) can be expressed as a weighted sum of the elements of the size distribution vector

\[
P = \mathbf{w}^t \mathbf{v}
\]  

(3)

\( \mathbf{w} \) is the weighting vector for the property in question. For example, in the case of aerosol volume \( w_j = 1 \), for surface area \( w_j = 3/r_j \) and for aerosol extinction at a given wavelength \( w_j = 3Q_{a,\lambda}(r_j)/4\pi r_j \). It can be shown that Eqn. (3) can be written as

\[
P = \mathbf{a}^t \mathbf{g} \tag{4}
\]

where

\[
\mathbf{a}^t = \mathbf{w}^t \mathbf{K}_t \mathbf{U}^{-1} \mathbf{U}^t \tag{5}
\]

where \( \mathbf{U} \) is a matrix containing, as its columns, the eigenvectors of the kernel covariance matrix and \( \mathbf{L} \) is a matrix containing the corresponding eigenvalues as its diagonal elements. Thus the estimated value of any integral parameter can be expressed as a linear combination of the \( N \) measurements without explicitly evaluating the size distribution \( \mathbf{v} \). Once the coefficients (the elements of \( \mathbf{a} \)) have been calculated for a given aerosol refractive index they can be stored and conveniently applied to a given data set.

In general, a given set of aerosol and or extinction measurements can often be strongly correlated. This leads to sometimes large error magnifications associated with the PCA parameter estimates. To reduce the degree of error magnification here usually only the first two lowest order component functions are retained in Eqn. 5.

In the previous discussion the size distribution was formulated in terms of the volume size distribution. In practice, it was found that by reformulating the problem in terms of the surface area size distribution it was possible to make more accurate estimates of the total surface area than by using the volume formulation alone.

### 3 Lidar Measurements and Observations

Two separate lidars are located at Eureka, the AES/CRESTech Raman DIAL and the MRI/CRL Nd:YAG system. The DIAL system is designed around a XeCl laser and makes measurements of the aerosol backscatter and extinction using the elastic and Raman ‘off’ wavelength pair (353/385nm). The system is described in detail elsewhere (Donovan et al., 1995). The Nd:YAG system makes aerosol backscatter and depolarization measurements at both 532 and 1064 nm. The YAG system is described by Nagai et al. (1997) in detail.

Figure 1 shows an example of a set of backscatter ratio \( R = 1.0 + \beta_{\text{aerosol}}/\beta_{\text{molecular}} \) and extinction measurements made at Eureka on the night of March 04, 1995. The observations shown here were taken when the stratosphere above Eureka was within the polar vortex. This is consistent with the fact that very little aerosol was present above about the 450 K potential temperature \( \theta \) surface. The observations shown here are an average of the night’s data (typically several hours worth). Aerosol extinction effects in the backscatter retrivals were accounted for in a consistent manner by using PCA relationships to predict the aerosol extinction at 532 and 1064 nm. The temperature and density profiles used were deduced from local radiosondes which were launched at least twice daily. In order to deduce the the refractive index of the aerosol a constant water vapor mixing ratio of 5 ppm was assumed (Russel and Hamill, 1984).

Figure 2 shows the volume density \( V \), surface area density \( S \), and the effective radius \( 3V/S \) predicted using the data shown in Figure 1. Above 450 K there is very little aerosol so it is difficult to make reliable estimates of aerosol parameters in this region. Below 400 K in the lowermost vortex and sub-vortex regions reliable estimates can be made. The error bars denote the statistical error.
limits (±1σ) while simulations indicate that the estimates are likely biased by no more than 30% (Donovan and Carswell, 1997).

Fig. 2: PCA estimates of aerosol volume, surface area, and effective radius for the data shown in Figure 1.

Unfortunately, no other instruments to compare results with, such as optical particle counters, were operated at Eureka during the 1994/95 season. However, the results were tested for self-consistency. As mentioned previously PCA can be used to predict the optical properties of the aerosol as well as physical properties. Simulations have indicated that for aerosol size distributions where the majority of particle radii are in the 0.1-0.5 μm range that it should often be possible to predict the aerosol scattering properties at a single measurement wavelength using PCA analysis applied to the remaining measurements. Figure 3 shows a typical example of the measured aerosol scattering ratio at 532 nm compared with the scattering ratio profile predicted using PCA and the measured aerosol backscatter and extinction at 353 nm together with the measured backscatter at 1064 nm. The comparison between the measured and predicted scattering ratios are typically good indicating that the calculations are self-consistent and that perhaps in many cases one of the backscatter measurements can be considered somewhat redundant as far as adding new information about the aerosol size distribution.

Fig. 3: Comparison of the measured green backscatter ratio for 04 March 1995 and that predicted from PCA using the remaining measurements.

Figure 4 shows the average surface area density profiles deduced for periods where Eureka was clearly outside (Jan 20–Feb 07) or clearly inside of the polar vortex (remaining profiles). Only cases where no strong depolarization signatures were present (which would indicate the presence of non-spherical particles) were used here. Non-spherical PSC scatterers were indeed found to be present over Eureka in mid December 1994 and early January 1995 (Nagai et al. 1997). The error bars in Figure 4 show the standard deviation of the average surface area density at that level. Corresponding to Figure 4, Figure 5 shows the average aerosol volume.

In Figures 4 and 5, the Jan 20–Feb 7th data were acquired when Eureka was well outside of the polar vortex, correspondingly there are significant levels of aerosol surface density present above 450 K compared to the periods when Eureka was inside of the vortex. Comparing the Jan 01–Jan 08 profile with the Mar 01–Mar 12 profile shows a substantial decrease in aerosol surface area and volume at all levels. This is likely due to the effects of diabatic descent which would tend to ‘shift’ the profiles downward (Rosenfield et al. 1994) and possibly aerosol sedimentation.

4 Summary

The application of PCA to the Eureka lidar systems has enabled us to make estimates of the lower stratospheric liquid aerosol bulk physical properties. Because of the low amount of aerosol above 450 K within the polar vortex it is hard to comment reliably on the aerosol physical characteristics above this level. However, the Eureka data are useful in studying the morphology of the stratospheric aerosol within the lowermost vortex (where ozone destruction still occurs) and sub-vortex regions.
The interpretation of the Eureka multiwavelength data for the 1994/95 season is still ongoing. Lidar PCA estimates have not yet been compared directly with in-situ sensors. However, the results using actual data are self-consistent and are consistent with previous simulation studies. Moreover, the PCA results in the context of SAGE II aerosol extinction measurements have been shown to agree well with other sensors (Yeu et al. 1995).
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1. Introduction

Physics and chemistry of mesopause region are thought to be complex and interesting. Recently, experimental approach to this region with sodium or potassium temperature lidars have been carried out and a lot of important results are reported (von Zahn et al., 1996; She et al., 1994). Though the temperature lidar technique is quite powerful to probe the mesopause region, no observation has been conducted over Antarctic stations because the systems are quite large and need continuous maintenance. Newly developed sodium temperature lidar based on injection-seeded Nd:YAG lasers will start observation at Japanese Syowa station, Antarctica, from 1999. This paper presents an overview of the Japanese Antarctic physics program and the sodium temperature lidar system.

2. Antarctic Physics Program with the Lidar

The 5 year observation campaign of Japanese Antarctic Research Expedition started at Syowa Station (60°00'S, 39°35'E) from 1996. The main objective of this campaign is to study the energetic coupling processes between the upper mesosphere and the lower thermosphere through the mesopause region over Antarctica. During this campaign, the sodium temperature lidar measurements are programed from 1999 to 2001. The lidar measures the vertical structure of temperature and sodium density variation in the height region from 85 km to 105 km. Daytime (summertime) observation is also carried out with an extremely narrowband Faraday filter. Further, HF and MF radars, a Fabri Perot Doppler imager and several kinds of auroral imagers will be cooperatively operated (see Fig.1). These radar and optical measurements are complementary with each other, and combined observations of them are expected to give us useful data set for better understandings of polar middle atmosphere.

3. Temperature Measurement Technique and the Lidar System

Our temperature measurement technique is the same as that of Bills et al. (1991). Because the $D_2$ peak and the intermediate minimum between the $D_m$ and $D_i$ peaks are particularly sensitive to temperature, the ratio of the minimum to the peak can be used to accurately derive the sodium temperature. By collecting lidar photocount profiles with a narrowband lidar at each of these two wavelengths, then taking the ratio of the photocounts collected at each altitude, one can derive the vertically resolved temperature structure throughout the sodium layer region.

One of the interesting coincidence of nature is that the sum frequency of two appropriately tuned Nd:YAG lasers near 1064 nm and 1319 nm can generate resonant wavelength of the sodium $D_2$ transition (589.158 nm). Using non linear optical crystals such as Lithium Triborate (LBO) or Barium Borate (BBO), 589 nm pulse laser can be generated from the two wavelengths of the Nd:YAG lasers. To make the spectral width narrow and to tune the wavelength finely, seed lasers for the each infrared wavelengths are necessary. The injection seeding technique is much superior to that using etalons because of no energy loss. Chiu et al. (1994) built the transmitter with injection-seeded Nd:YAG lasers with the LBO crystal. The spectral linewidth was quite narrow, less than 100 MHz (0.1 pm), which is enough for the temperature observation from the Doppler broadened sodium $D_2$ cross section (~3 pm). Our transmitter is basically following the Chiu's system and constructed in HOYA Continuum, Inc.

Fig. 2 shows an overall layout of the lidar system. Two seed lasers are used to characterize the spectral...
Fig. 1 Schematic diagram of the sodium temperature lidar system.
profiles of the laser pulses. The laser can be tuned to the sodium D$_2$ resonance peak by monitoring resonance scattered light intensity from the sodium vapor cell. For the switching of the frequency between the D$_2$ peak and the minimum between the peaks (about 850MHz), an AO frequency shifter (N17425, Neos) is used in the laser line of the 1064 nm seed laser. The retro-reflected seed laser goes through a +425 MHz AO driver again and the frequency is finally shifted by +850 MHz. In the actual operation, for example, 10 second accumulation at each frequency may be repeated to obtain one temperature profile and after totally 10 minute accumulation, a ten minute averaged temperature profile is calculated and saved to a computer. This procedure can make less error caused by even a short period temporal variation of the mesospheric temperature. Together with 589 nm, the transmitter also emits 1064 nm and 532 nm laser pulses for the observation of polar stratospheric clouds or cirrus. The 532 nm channel is used as a Rayleigh lidar to obtain temperature profiles between 35 - 60 km height. Scattered light is collected by a 0.5 m diameter Dall-Kirkham Cassegrain telescope (Kiyohara Optical Lab.) by pulse to pulse shot. The light is focused through a field stop iris and collimated by a lens. After separated by dichroic mirrors, the light passes through an interference filter centered at the each laser wavelength and is photocounted by a cooled low-noise photomultiplier tube (R943-02, Hamamatsu Photonics Co.). The PMT pulse current is processed to produce digital pulses corresponding to each photon received, and these pulses are counted over 96 m range intervals by Multichannel Scaler (SR430, Stanford Research Systems, Inc.). The MCS integrates the range-gated photocounts over many laser pulses to generate photocount profiles. For the 589 nm channel for the temperature measurement, a couple of MCSes

![Fig. 2 Schematic drawing of observational height region with optical instruments and an MF radar at Syowa station.](image_url)
are independently used for the integration at the original and shifted frequency. The profile data are transferred to a computer to display real-time A-scope and for further processing. All the system is controlled by personal computers through GPIB interface. The PMT is gain switched to prevent saturation by the strong returns below 15 km. Further, because the strong scattered light gives damage to the photoelectric surface of the PMT, the low altitude returns (< 10 km) are masked by an optical chopper. The chopper also gives laser trigger timing. A cooled CCD camera (CV-04, Mutoh) images zenith direction to align the axes of the telescope and the laser beams easily.

A fiber coupled dispersive sodium Faraday filter is installed for the daytime observation of mesospheric temperature. A Colorado State University group has already fabricated the Faraday filter and made successful wind/temperature observations in daytime and nighttime (Chen et al., 1993; Chen et al., 1996). The FWHM transmission of the filter is quite narrow, 2 pm which is comparable to the width of sodium D$_2$ resonance spectrum of 3 pm and the peak transmission is quite high, 86%. Sky background light is effectively rejected to $2 \times 10^{-5}$. The Faraday filter consists of a temperature controlled (~170°C) sodium vapor cell ($\phi$25mm, $l = 25$mm, Opthos Instruments, Inc.) between a pair of crossed polarizers (03PTH403/A, Melles Griot), and rare-earth magnets which make a strong axial magnetic field in the cell position. Because of Faraday rotation and Zeeman effect, near sodium resonance light is alternatively pass through the crossed polarizers. Since strong magnetic field of ~1800 G is achieved, the Faraday filter is connected with optical fiber cable and placed away from the PMTs. The Faraday filter enables us to make summertime observations as well as wintertime observations with HF and MF radars and is expected to reveal seasonal variations of mesospheric temperature and wind.

4. Conclusion

We presented in this paper the sodium temperature lidar system and the future lidar observation plan at Syowa Station, Antarctica. The daytime and nighttime temperature observations will be the first ever made of the mesopause region in Antarctica. The injection-seeded Nd:YAG laser base transmitter is newly developed for the sodium D$_2$ resonant wavelength. It is a reliable and easily operated system for the continuous observation. Moreover, the combined operation with MF and HF radar and other optical instruments at Syowa Station would provide us invaluable information about atmospheric dynamics in vertically and horizontally wide spatial area.
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Introduction
The Purple Crow lidar (PCL) is a high power-aperture product lidar that is used for lower and middle atmospheric studies. The PCL utilizes Rayleigh, Raman and sodium-resonance fluorescence scattering to measure atmospheric parameters from a few kilometers to over 100 km in altitude.

This presentation will give a description of the instrumentation, focusing on some of the unique features of the PCL and present result obtained with this instrument.

The PCL transmitter is a 12 W frequency-doubled Nd:YAG and a 1.2 W tunable pulse-dye-amplifier (PDA). The YAG is used for mesospheric and stratospheric Rayleigh temperature measurement as well as tropospheric and lower stratospheric vibrational Raman-water-vapor measurements. The PDA is used to obtain measurements of the temperature in the mesosphere utilizing the sodium resonance fluorescence technique. The PCL utilizes a 2.65 m diameter liquid mirror telescope as the collector for the detector system.

Telescope
The large power aperture product of the PCL is due in large part to the large liquid mirror telescope (LMT). A LMT in its simplest form consists of a spinning dish with a thin layer of mercury covering the surface. The rotation of the dish naturally forms a parabolic surface on the liquid mercury. The LMT technology is being developed principally by a group at Universite Laval headed by Dr. Borra. The development of LMT's has been mainly for astronomical use. However, our experience over more than five years has shown the value and advantage of using an LMT as a part of a lidar. LMT's can be produced at a fraction of the cost of conventional glass telescopes of the same size.

A major limitation of the LMT technology is that it is difficult to use the telescope to view off-zenith. Many other lidar systems are imposed with the same zenith pointing restriction due to the difficulty in maintaining the alignment between the transmitted laser beam and the field-of-view of the detector system when changing viewing direction.

A high speed rotating shutter is used to block the low level high intensity returns for both the Rayleigh and sodium systems. The PCL data collection system uses photon counting to record the intensity of the backscattered light. Due to the high power-aperture product of the Purple Crow Lidar, significant counting losses occur in the data collection system of the Rayleigh channel at altitudes below about 45 km. The efficiency of the data collection system has been measured as a function of input light intensity and so this inefficiency can for the most part be corrected.

Instrumentation
Transmitter
The PCL transmits two laser beams into the sky. The more powerful of these is the 20 Hz, 12 W injection-seeded, frequency-doubled YAG that provided the light source for the Rayleigh and water vapor systems.

The transmitter used for the sodium system consists of a tunable ring-dye-laser that is pumped by an Ar+ laser. This ring laser is used to "seed" a pulsed dye amplifier which is pumped by a 12 W injection-seeded frequency doubled YAG. The maximum average output power of the PDA is 1.8 W at Pulse repetition frequency of 20 Hz.

Both laser beams are transmitted into the sky coaxial with the field-of-view of the detector system. This arrangement ensures that the laser beams are fully contained within the field of view of the detector system at all altitudes.

Rayleigh Scatter Lidar
The PCL Rayleigh system has been in routine operational since the summer of 1994. Since that time temperature profiles have been measured on approximately 100 nights. The length of these data set varies from about one hour up to twelve or more hours. Most of these measurements have been made between late spring to early fall due mainly to local weather conditions. Some of the
more interesting temperature profiles, those which show significant variations from models such as CIRA or MSIS, can be seen in the limited winter measurement that have been made.

On average temperature profiles for the summer months are a few degrees Kelvin cooler than predicted by the MSIS model from 30 km up to about 80-85 km (figure 1). At higher altitudes the monthly average Rayleigh lidar temperature profiles are much warmer than those for the model, up to 25 K. This difference is in agreement with seasonally averaged sodium lidar measurement from other locations.2

The lidar has been used for the study of super adiabatic lapse rate in the middle atmosphere (Figure 2; Sica et. al.3&4). These studies have shown “whitecaps” in the atmosphere due to the passage of gravity waves through the atmosphere. Indications of seasonal variations of the regions is also evident.

The high temporal-spatial resolution measurements of density fluctuation can be used to study the spectrum of gravity waves. An example of a temporal spectrum from the upper stratosphere is shown in Figure 3. Spatial and temporal spectra are being used to study the intermittancy of the spectrum as well as the energy deposited by gravity waves in the middle atmosphere5&6.

Sodium Lidar

The PCL, sodium system is used to measure the temperature in the mesosphere sodium layer. This temperature measurement is achieved by determining the spectral width of the resonance scatter from the sodium atoms in this layer, as described by Bills et. at.7 and She et. al.8

In order to determine the spectral width of the light
backscattered from the sodium atoms the laser is alternately tuned to two very precisely determined wavelengths within the sodium D_2 line. The backscattered intensities are then measured at these two wavelengths. The ratio of these intensities is equal to the ratio of the scattering cross-sections at the two wavelengths, which is a function of temperature. This enables temperature measurement using this two-wavelength technique.

For the practical application of this technique it is necessary to tune the transmitted laser wavelength alternately, quickly and with high precision to two well known wavelengths within the sodium D_2 line. This is achieved by actively locking the laser wavelength to the sharp spectral features obtained using a technique known as Doppler-free-saturation spectroscopy. This technique uses a cell containing sodium vapor and two counter propagating beams of light derived from the same tunable laser. If the intensity of the beams is selected appropriately for the density of vaporized sodium atoms in the cell, sharp spectral features can been seen in the fluorescence from the cell. Figure 4 shows a measurement a spectra containing these Doppler-free features. The Doppler-free-features are sharp enough and spaced appropriately so that they allow tuning of the laser as required for atmospheric temperature measurement. (Also see the paper by Vassiliev et. al in this volume.)

Water Vapor

The third part of the PCL is the tropospheric water vapor systems. The water vapor system uses the same 12W, 532nm transmitted laser beam as the Rayleigh temperature system and the same 2.65m diameter LMT. Water vapor mixing ratios can be determined by measuring the Raman component of the backscatter from both nitrogen and water vapor molecules and taking the ratio of these two measurements as described by Melfi et al. (Also see the paper by Bryant et. al in this volume.)

Initial measurements (figure 5) have been made using this system and these have been compared to radiosonde measurements and shown good agreement.

It is expected that the PCL water vapor system will have to ability to measure water vapor profile up to at least the tropopause with temporal and spatial resolution adequate to measure tropospheric-stratospheric exchange processes using water vapor as a tracer.

**Future**

Further work on this system is required in order to make these water-vapor-mixing-ratio profiles on a routine basis. Current work on a detector system upgrade will give an increase in the efficiency of the detector system by about a factor of 2 and will also allow all three parts of the PCL, Rayleigh, sodium and water vapor, to operate simultaneously.

The simultaneous operation of these thee system will allow a large improvement in the measurement of atmospheric temperature profiles. The sodium system measures temperature profiles from about 85 to 105 km. These temperatures can then be used to "seed" the temperature retrieval algorithm for the Rayleigh temperatures. This will eliminate the usual uncertainty inherent in this type of temperature measurement. The lower limit of the Rayleigh temperature profiles is about 30km.
This limit is imposed by the ability of the detection system to adequately cope with the larger number of photons being detected from below this altitude. Below 30 km the Raman component of the backscatter from nitrogen molecules can then be used to extend these temperatures profiles down to approximately the altitude of the tropopause. Again, the Rayleigh scatter temperatures can be used to seed the vibrational-Raman-scattering temperatures.

**Conclusion**

The Purple Crow Lidar (PCL) is routinely used to measure temperature profiles throughout the stratosphere and mesosphere using the Rayleigh lidar technique. The data set for the measurements starts in the summer of 1994 and contains temperature profiles from approximately 100 nights.

Both sodium resonant fluorescent and Raman water vapor measurement have been demonstrated with the PCL. The implementation of these measurements on a routine basis along with planned improvements instrumentations will make the PCL a powerful tool for study of atmospheric dynamics and thermodynamics.
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1. Introduction

Narrowband sodium lidar systems have been shown to provide high resolution temperature profiles for the upper mesosphere and lower thermosphere [Fricke et al., 1985, Gardner et al., 1989, She et al., 1992].

The lidar at the University of Western Ontario uses the two-frequency technique for measurement of the temperature. The technique is based on the fact that Doppler broadening makes the cross section of Na D2 transition a sensitive function of temperature. The lidar transmitter can be tuned to two frequencies: \( f_a \) near the \( D_{2a} \) resonance, and \( f_c \) near the midpoint between the \( D_{2a} \) and \( D_{2b} \) transitions. This choice of the frequencies is optimal in terms of the accuracy of transmitter tuning and temperature retrieval. The temperature is determined from the ratio of the fluorescence signals registered at the two frequencies.

2. Lidar description

The lidar is located at the Delaware observatory (42°52'N,81°23'W), ~30 km southwest of London, Ontario.

The transmitter frequency is determined by a tunable ring-dye laser. A small fraction of the beam is forwarded to an intensity stabilizer and then split into two beams so that to illuminate a sodium vapour cell by two counter-propagating overlapping beams. The fluorescence spectrum of the cell then exhibits the Doppler-free features. The fine structure of the features provides a reference for the laser tuning and for absolute calibration of its frequency. The fluorescence signal from the cell is monitored continuously and processed by a computer that controls laser parameters to lock it at the required frequency. Switching from one of the two frequencies to another takes about 5 s.

A greater fraction of the beam is forwarded to a pulse dye amplifier. The latter is pumped by a powerful Nd:YAG laser (600 mJ/pulse at 20 Hz). The amplified beam is directed vertically to the sky. A small fraction of the outgoing beam is forwarded to a spectrum analyzer, that provides the measurement of the output beam shape necessary for the temperature retrieval.

The axis of the outgoing beam coincides with the optical axis of a 2.65-m-diameter liquid mirror. Fluorescence photons emitted by the atmospheric sodium and collected by the mirror are registered by a photomultiplier. The signal from the photomultiplier is processed using a multichannel scaler-averager. A complete description of the receiver is given elsewhere [Sica et al., 1995].

3. Determination of Absolute Transmitter Frequency

Parameters of the Na D2 hyperfine transitions are well known. However, the fine structure of the Doppler-free features depends on the actual system set-up. For this reason a theoretical calculation of the fluorescence spectrum can improve significantly the accuracy of the transmitter frequency calibration and, as a result, the accuracy of the measured temperatures. It has been estimated that the corresponding contribution to the total uncertainty can be reduced from 1-2 K to 0.2-0.4 K using the model to be described.

To calculate the spectrum we use a procedure based on a model by Papen et al. [1995] that takes into account excitation, relaxation, stimulated emission of six major transitions of the Na D2 doublet and motion of atoms across the area illuminated by the beam. Fig. 1 and 2 show comparisons between the calculated and measured spectra at frequencies near \( f_a \) and \( f_c \) respectively. Some differences in the amount of fluorescence can be attributed to the model limitations discussed by Papen et al. [1995]. Beam frequency and intensity fluctuations as well as magnetic fields in the vicinity of the cell can also contribute to the calculation uncertainties. However, the most important quantity, the location of the features, is particularly stable with respect to reasonable variations in the system.
parameters. Variations in calculated frequencies $f_a$ and $f_c$ are less than 2-4 MHz.

![Figure 1](image1.png)

Figure 1. Fine structure of the sodium cell fluorescence spectrum near the frequency $f_a$. The vertical bar indicates the locking position used by the lidar control software.

![Figure 2](image2.png)

Figure 2. Fine structure of the sodium cell fluorescence spectrum near the frequency $f_c$. The vertical bar indicates the locking position used by the lidar control software.

4. Observation data

The sodium temperature lidar is presently making its initial measurements which are currently being analyzed. A representative sodium density profile is shown in Fig. 3. The data were acquired during the night of March 6, 1998. The profile is the average of 23 scans of 30s duration at the frequency $f_a$. Each of the scans was converted to a density profile with 48-m height resolution and was low-pass filtered with a bandwidth of 1 km. Estimated photocount uncertainty for the shown profile is less than 3% in the region 85-98 km. The profile generally agrees with the similar data reported by Gardner et al. [1989].

Fig. 3 also shows the RMS magnitude of the density variations during the observation period. The variations have the time scale of tens of minutes and may be associated with gravity wave activity. The study of gravity waves and related phenomena in this region of the atmosphere is the intended focus of the lidar operation.

The temperature retrieval procedure is currently being tested using the real observation data. More comprehensive data, including observed temperature profiles, will be presented in our talk.

![Figure 3](image3.png)

Figure 3. Average sodium density profile (dotted line) and RMS variations in the density (solid lines) during the observation period.

5. Summary

The Purple Crow sodium resonance fluorescence Lidar has started acquiring measurements which will allow routine high resolution studies of the temperature and sodium density in the middle atmosphere. In preparation is a modification of the transmitter that allows tuning to additional two frequencies for simultaneous measurements of the wind velocity.
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1. Introduction

Lidar technique has been used for atmosphere probing for many years and proved itself as an excellent technique for investigating the middle atmosphere. By making use of a variety of scattering and absorption processes it is possible to obtain a great deal of information about the atmosphere, its constituents and their changes in both time and space (eg., Chanin and Hauchecorne, 1981; Hauchecorne and Chanin, 1983; Shibata et al., 1986). Lidar, in addition to its important DIAL measurement of ozone and other trace gas concentration in the atmosphere, measurements of density and temperature at the altitude range 30-65 km, in particular, have provided immense information of this region, which is known as the gap region. Even high powered radars are blind to this region and balloon, rocket, and satellite observations were the main sources of information of this region. However, these datasets showed many discrepancies and suffered deficiencies due to poor vertical resolution and sporadic nature of the observations. To this respect Rayleigh lidar complements to the other techniques; it is capable to make measurements of a number of the atmospheric parameters with excellent space and time resolution.

Density and temperature profiles are widely used to study phenomena such as tides, planetary and gravity waves, sudden warmings and chemical equilibria (Chanin and Hauchecorne, 1981; Gardner et al., 1989; Hauchecorne and Chanin, 1982; Whiteway and Carswell, 1994; Wilson et al., 1991). The ozone lidar observation at the National Institute for Environmental Studies (NIES) is continuing on routine basis, providing high quality data on the ozone concentration, aerosol, and neutral air density. Density measurements are used to calculate the temperature in the 30-70 km height region. In the present study data collected for 33 nights during the winter seasons of 1995 and 1996 have been used to study the winter thermal structure over Tsukuba (36°N). First, an effort has been taken to validate the temperature profiles with other observations/models. Temperature profiles are further used to study the dominant gravity wave activity in the height region.

2. Technical Summary and Methodology

NIES ozone lidar system is comprised of two subsystems, a low altitude system (LA) for the troposphere observation and a high altitude (HA) system for the stratosphere and mesosphere. In the present use of high altitude sounding the system employs the XeCl and XeF excimer lasers to emit light with wavelengths of 308, 339 and 351 nm, and a receiving telescope with a diameter 2m. The laser beam at each wavelength is detected by photomultiplier (PMT) tubes which are used for high sensitivity and low sensitivity channels to maintain a wide dynamic range of detectable signal. To avoid strong background echoes, which results in a saturation of PMTs and signal induced noise, the HA system is equipped with a mechanical chopper rotating at a frequency 188 Hz, which...
provides timing signals for other instruments in the lidar system. A detailed account of the system can be seen elsewhere (Sugimoto et al., 1989).

Basically, at altitudes above 30 km Mie-scattering from the aerosol component is reduced to a negligible level and above this altitude the atmosphere scatters essentially as a molecular gas. A propagating laser beam undergoes Rayleigh scattering in this gaseous medium and the backscattering detected by the lidar receiver is directly proportional to the molecular density. Thus density profiles can be derived directly from the scattered intensity if the density values at a reference altitude is known. The temperature values are derived from the density profiles by assuming that the atmosphere is in hydrostatic equilibrium and obeys the perfect gas equation.

3. Results

The observed temperature profiles (figure not given) show the typical pattern of winter variability. The stratopause near 44-50 km is clearly evident in the profiles. The observed stratopause temperature is typical for this latitude and season. However, we have observed few days in Jan/Feb 1995 with increasingly warm stratopause. We have checked the occurrence of any major stratospheric warming during this period. But no major warming implying the reversal of the stratospheric temperature gradient between 60°N and 90°N and reversal of stratospheric winds were recorded during this period of lidar observations. The increase in temperature may be due to planetary wave activity or minor warmings at the poles. Another feature observed in the profiles is the presence of temperature inversions on some days at heights above 65 km. This phenomenon is interpreted as being a result of gravity wave breaking within and above this inversion.

For the purpose of validation/comparison of our temperature profiles we have used different datasets based on measurements/models. These datasets include rocket measurements at Ryori (39°N), Solar Mesosphere Explorer (SME) spacecraft measurements and CIRA 86 model.

![Figure 1. Lidar and rocket temperature profiles for 5 individual days. Solid and dotted lines represent the lidar and rocket profiles, respectively.](image)
The databases of lidar and rocket observations have been examined and fortunately we found 5 dates for which both the observations were conducted. Although these measurements were conducted on the same date, there is a time difference between the observations; rocket launchings were carried out during daytime at around 11 AM and the lidar observation was conducted between 1700 LT and 2200 LT.

Figure 1 shows the temperature profiles obtained by lidar and rocket soundings on the same dates. From the figure it is clear that there is encouraging agreements between the two observations. Except the case for 14 December 1995, all the profiles show very good resemblance. The stratopause is situated at the same altitude in both the observations. Any small differences observed can be attributable to the difference in the time of observation or the location of the two measurements. The overall scenario is promising and it can be concluded that the lidar produces absolute temperature values.

Comparisons were performed between monthly mean temperature profiles obtained by lidar and other datasets. Figure 2 depicts the results for the month of February. SME and CIRA-86 temperature profiles are representative for 35°N. Excellent agreement is evident in the case of February. For all the plots temperature values show good resemblance in the entire height region. Stratopause is located at around 48 km in each plots and the temperature is about 260 K.

![Figure 2. Monthly mean temperature profiles for February. Various datasets such as lidar, rocket, SME and CIRA 86 are presented.](image)

We also have studied the results obtained for other winter months (figs. not shown). Climatological trends observed in the plots are very interesting.

The temperature profiles are further used to study the gravity wave activity. The nightly mean vertical wavenumber potential energy spectra, calculated for 24 Jan. 1995, over the altitude intervals 30-45 and 45-60 km are shown in Figure 3. The model spectrum is also plotted (dashed line) using the observed values of N². Spectral amplitudes for small wavenumbers for example, \( m = 2 \times 10^{-4} \text{cyc/m} \) (or 5 km in wavelength) showed an increase from the lower altitude interval to the upper interval. By comparing the observed values with the model prediction, it can be suggested that the wave components with \( m = 2 \times 10^{-4} \text{cyc/m} \) were able to increase in amplitude in the...
stratosphere and shows signs of saturation in the mesosphere. Spectra computed for individual profile of certain nights showed considerable variability in the distribution of spectral energy over the period of observations indicating one or more dominant gravity wave components.

![Figure 3. Nightly average vertical wavenumber potential energy spectra computed for 24 Jan. 1995, from the altitude regions 30-45 km and 45-60 km. The straight dashed line represents the broadband convective instability limit.](image)

4. Concluding Remarks

In the present study we have focussed on the validation/comparison results of the temperature profiles derived by using the ozone lidar system at the National Institute for Environmental Studies, Tsukuba. Temperature profiles of the winter season of 1995 and 1996 are used in this study. Validation/comparison of the temperature profiles are carried out using other datasets such as rocket, SME and CIRA 86. Lidar and rocket observations of the same dates show encouraging agreements between the profiles. Climatological comparison of the lidar temperature with other databases also shows a high level of consistency in their trends. Gravity wave analysis identified the dominant wave field and suggests the growth of wave amplitude from the lower atmosphere to the upper atmosphere.
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1. Introduction

The Na layer is generally found at an altitude range from 80 to 110 Km and the density peak close to the mesopause (~90 Km) is of the order of $10^3$ to $10^4$ atoms per cm$^3$ (Richter et al., 1981). Since this region is relatively inaccessible to in situ measurements, most studies have relied on remote sensing, although at the far range of these techniques. The accuracy, the spatial and temporal resolutions of the LIDAR observations have allowed the study of the seasonal, daily and small scale variations of the Na layer (Simonich, et al., 1979).

The Na layer, also, is a good tracer to determine mesospheric wave activity. Actually, it is very sensitive to perturbations of atmospheric tides and gravity waves (Gardner and Schelton, 1985). Moreover, the Na layer is confined in a definite zone with large density and this amplifies the observed wave perturbations.

LIDAR measurements of the Na layer are conducted in different sites in the world, since the late 60s, but in Southern Europe they are absent. This gap is filled up with the development of the LIDAR of University of L’Aquila. In this work we presents the features and the capabilities of the system and some preliminary results.

2. System configuration and performances.

This system is situated at 42.35°N and 13.38°E, and it is set up in a monostatic configuration. For this type of measures the emission laser wavelength is matched up the wavelength of the Na transition from the ground state to the first excited state (resonance transition). The radiation emitted by the excited sodium atoms (resonance scattering) is detected. Actually, the cross section of resonance scattering is many order of magnitude larger than the Rayleigh cross section.

The transmitter part of the system consists of a tunable dye-laser pumped by a frequency doubled Nd:YAG laser. The dye-laser uses a solution of Rodamine 590 and 610 and it can be tuned to the D$_2$ line of Na using a computer-controlled grating in the laser cavity. The emission linewidth is about 0.05cm$^{-1}$. The Nd:YAG and dye-laser main characteristics are reported in Table 2.1.

1% of laser energy is used to illuminate a hollow cathode Na lamp. The fed back of the induced opto-galvanic signal allows to keep the tuning to the D$_2$ line of Na within 0.1 pm during the measurements.

A Cassegrain telescope, coupled with field lens to an interference filter and a photomultiplier is used as receiver. The characteristics of the receiving part of the system are reported in Table 2.2. The mechanical chopper, between the telescope and the field lens, prevents saturation effects by the low altitude backscattering. The chopper is also used to synchronize the laser with the receiving electronics.

The data acquisition chain consists of a preamplifier, a pulse discriminator, an EG&G multi-channel scaler card and a computer. The photon-counting sampling gate is 2μsec large, corresponding to an altitude resolution of 300m.
An example of backscattering profile is reported in Figure 2.1; it has been obtained accumulating the signals from 2000 laser shots. There are evident two altitude regions, the lower (30 to 60km) is the signature of the molecular backscattering (below 25km the PMT is obscured by the chopper wheel), while the higher (between 80 and 110Km), is the resonant signal of Na atoms.

![Figure 2.1. Backscattering profile obtained accumulating the signals from 2000 laser shots.](image)

From this sort of profile, it is possible to retrieve the Na density profile (Figure 2.2) according to standard algorithm (i.e.: Mégie, et al., 1978, Measures, 1988).

![Figure 2.2. The Na number density profile retrieved from the backscattering signal shown in Figure 2.1. The error bars indicate 3 times the standard deviation.](image)

The calibration of the resonant backscattering signal over the altitude range where the molecular backscattering is dominant (usually between 35 and 50km) eliminates the dependencies from the laser power fluctuations, the optical transmission of the lower atmosphere and the efficiency of the receiving chain.

The relative Na density values are affected by the uncertainty of the atmospheric density, the statistic fluctuation of the signals, the saturation and the absorption of the Na layer. The dominant error is the former and is roughly of 10%.

3. Preliminary analysis.

Figure 3.1 shows the time series of the Na number density profiles collected during 7 hours measurement session. Each profile is obtained each 200sec. In this series, it is evident a time dependent perturbation in the Na layer, that it is likely originated by the interaction of the atmospheric wave activity with the Na atoms. The response of the Na layer to a quasi-monochromatic wave propagating in the atmosphere can be determined solving the continuity equation for the Na number density profile, with the assumptions that the diffusion and chemical effect are negligible and the unperturbed layer is horizontal homogeneous. This solution (Gardner and Shelton, 1985) makes possible to estimate the wave number of the propagating waves with a simple spectral analysis of spatial variations of Na profiles (Gardner and Voelz, 1987).

![Figure 3.1. Na number density profiles plotted versus time, during 7 hours measurement session. The time and altitude resolution are respectively 200sec and 300m.](image)

As an example, we have calculated the spatial spectra for the Na profiles, by means of standard FFT, in a time window of 10 minutes (Figure 3.2). According to Gardner and Voelz (1987) technique, both the Na profiles and their vertical wave number spectra can be inspected to identify a quasi-monochromatic gravity wave that might be present. The values of the vertical wavelength can be determined from the position of the
notch between two peaks in the spectrum; the value of the vertical phase velocity of the wave can be estimated looking at the motion of successive peaks in the Na profiles.

Figure 3.2. The spatial power spectra and average spectrum (bold line), calculated from the Na profiles in a period of 10 min. The dashed line indicates the noise level.

Although Gibson-Wilde et al., (1996) have well evidenced that there is a limit on the gravity wave information which can be extracted from Na LIDAR data, we get spectra with the signature of wavelike propagating perturbation in the measured Na profiles. In the mean spectrum, we can identify a wavenumber $k=0.28 \text{Km}^{-1}$ (corresponding to a vertical wavelength of 3.6 Km), with an apparent phase velocity of 1.7 Km/h, thus the wave period is about 2.1 h. The spectrum in Figure 3.2 also suggests the presence of a shorter $k=0.40 \text{Km}^{-1}$ wave (non linear interaction). Because this spectral signature is close to the noise level, the calculated parameter may contain substantial errors.

5. Conclusions and perspectives

In this work we report the status and the performances of a LIDAR system for mesospheric Na sounding. We show that our system, based on standard techniques, has the capabilities for detecting the Na number density profile with an accuracy that allows the study of the small scale variability of the mesospheric Na content.

The system is in routine operation and is now making observation during night. With an extended collection of measurements, we can start a finer data analysis.
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1 Introduction

A Titanium-doped sapphire (Ti:Al2O3) laser has a very wide tuning range from 700 nm to 1000 nm. Usually, Ti:sapphire pulse lasers are pumped by frequency doubled Nd:YAG lasers, and the tunable laser systems become complicated considerably because they need to prepare the oscillator-amplifier systems to get the large energy. A flashlamp pumped alexandrite laser is also a similar tunable solid state laser, however, its tuning range of the wavelength is very narrow (720-800 nm), and it needs to warm the laser rod. On the other hand, the flashlamp pumped Ti:sapphire laser with solid-state fluorescence conversion, cw-simmer and prepulse technique achieves the high efficient pulse oscillation.

We are developing the resonance scattering lidar system for measurement of mesospheric metallic atoms and ion such as K, Fe, Ca’ and so on. It is necessary for the resonance scattering observation to lock the laser wavelength at the resonance wavelength and to reduce the linewidth of the laser. Some methods of locking the laser wavelength and spectral narrowing have been proposed, such as putting a etalon into the cavity of the laser, injection seeding (Vasa et al., 1997) and so on. In these methods, we adopt the method of the injection seeding for locking and narrowing of the laser line. Injection seeding has the merit that the internal loss of the laser cavity is smaller than any other methods. So, we have developed the injection laser that consists of an external cavity laser diode (ECLD) (Duarte, 1995; Sun et al., 1995) and constructed the flashlamp pumped Ti:sapphire laser seeded by the ECLD. It is possible to lock the wavelength of the injection laser to the center of the resonance line by feedbacking the optogalvanic signal from potassium atoms (Green et al., 1976; Ikegami et al. 1995) to the ECLD.

2 InjectionSeeder Using ECLD

Figure 1 shows setup of the injection seeding laser system. It consists of two parts, namely an external cavity laser diode and a frequency tuning-locking system. This system can tune and lock to the resonance wavelength of the potassium.

The ECLD consists of a laser diode (SDL-5401-G1), a diffraction grating and a tuning mirror. The external cavity length is about 25 cm. The zero order diffraction beam of the grating is the output beam. The first order diffraction beam of the grating is incident on the tuning mirror. Then, this beam is reflected by the mirror back to the grating and produces another first order diffraction beam that is fed back to the LD. The wavelength tuning is realized by adjusting the tuning mirror angle instead of the grating angle. The mirror is adjusted by a piezoelectric device for fine tuning. The ECLD has the property of mode-hopping suppression that is suitable for the injection laser. But the disadvantages are higher coupling losses (also due to two diffractions) and increase in number of elements that must be properly aligned. The external cavity mode spacing is much smaller than the intrinsic cavity mode spacing, because the external cavity length is much longer than that of the LD cavity. But the ECLD doesn't oscillate with the external cavity mode spacing but with the LD mode spacing. Because our LD doesn't have anti-reflection coating on its facet. So, the wavelength tuning is realized by the tilt control of the tuning mirror, the temperature control of the LD and the current control of the LD. The temperature and the current controls of the LD are equal to adjusting the apparent cavity length of the LD by changing the refractive index of the active region.

A 11 nm tuning range (from 769 to 780 nm) was obtained from this ECLD with current of about 60 mA, and the output power (zero-order diffraction beam power) was about 6 mW. The linewidth of the ECLD that we measured with a scanning etalon (Free Spectral Range =3.8 pm) was about 0.3 pm(FWHM) at the resonance wavelength of the potassium (769.898 nm).

The frequency stabilization system consists of a lock-in amplifier, an oscillator and a hollow cathode lamp with potassium cahtode, as shown in Figure 1. The zero order diffraction beam that produced by the beam from the tuning mirror is guided into the hollow
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cathode lamp to stabilize the oscillation frequency of the ECLD. We use the optogalvanic signal as a reference signal for the laser stabilization. Optogalvanic effect can be described as change in the electrical properties of discharge caused by illuminating atoms or a molecules with radiation having a wavelength corresponding to an atomic or a molecular transition in the discharge. The 2 kHz rectangular current with small amplitude of 1 mA-p is added to the current of the LD to modulate the laser frequency, and the error signal from the lock-in amplifier is fed back to the LD. Figure 2 shows the wavelength stability of the injection laser system. The wavelength has been locked by this system during 45 to 60 minutes.

3 Seeded Ti:sapphire Laser

The experimental setup of the injection seeding is illustrated in Figure 3. It was based on a commercial flashlamp pumped Ti:sapphire laser (Elight Laser Systems, Ti:Flash series). The Ti:sapphire rod (8 x 150 mm; doped with 0.1 wt.% Ti) was pumped by three flashlamps driven by a 2 kW power supply. A multistep simmering circuit was used to reduce the discharge duration in the lamps and extend their lifetime. The resonator of a flashlamp pumped Ti:sapphire laser is constructed by an output coupler and a high reflectance mirror. The reflectance of the output coupler is 65%. The end reflector is a concave mirror with 10m radius of curvature whose reflectance is greater than 99% at 770 nm. A pin hole with 2.5 mm radius is inserted into the resonator, because the radius of the output beam of the ECLD is smaller than the radius of the Ti:sapphire rod. The pockels cell consists of a KD*P crystal with anti-reflection coatings. The output beam of the ECLD was passed through three Faraday isolators and was guided into the cavity of the Ti:sapphire laser using a polarizing prism. The isolation of each isolator is 20 dB. They were used to prevent the seeding laser from strong radiation of the Ti:sapphire laser.

The Fabry-Perot interference fringe pattern of the flashlamp pumped Ti:sapphire laser with injection seeding is obtained by the CCD camera. The free spectral range of the Fabry-Perot interferometer was 2.0 pm. The Ti:sapphire laser without injection seeding had broadband spectrum and no visible fringe pattern was obtained. The measured linewidth (FWHM) of the flashlamp pumped Ti:sapphire laser with injection seeding was 0.55 pm. The output power was about 35 mJ at 10 Hz, and the pulse width was about 50 ns.
4 Measurements of Mesospheric Potassium Layer

Table 1 shows the specification of the resonance scattering lidar system. The measurement has performed at the campus of Tokyo Metropolitan University (Japan). Final laser pulse energy was about 35 mJ and the repetition rate was 10 Hz at 769.89 nm of the resonance line of the potassium. The receiver has the diameter of 350 mm and the field of view of 1 mrad. The measured density profiles of potassium atoms on the night are plotted in Figure 4. Each profile is derived from the photon counting accumulated from 36,000 laser shots. The potassium layer at 80-100 km altitude is evident clearly and the peak density of the potassium atoms was 25 cm$^{-3}$ at 93 km.

5 Conclusion

The characteristics of the flashlamp pumped Ti:sapphire laser seeded with an external cavity laser diode has been presented. The linewidth (FWHM) of the ECLD is about 0.3 pm with an output power of 6 mW and the wavelength tuning range is 11 nm from 769 nm to 780 nm. It is demonstrated experimentally to lock the wavelength of the injection laser to the resonance peak by feedbacking the optogalvanic signal from potassium atoms to the ECLD. The linewidth (FWHM) of the flashlamp pumped Ti:sapphire laser seeded by the

Table 1. Specification of the potassium lidar

<table>
<thead>
<tr>
<th>Location</th>
</tr>
</thead>
<tbody>
<tr>
<td>Tokyo Metropolitan University</td>
</tr>
<tr>
<td>35N, 139E</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Transmitter</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laser type</td>
</tr>
<tr>
<td>Injection seeded flashlamp pumped Ti:sapphire laser</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>35mJ/pulse</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Repetition rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>10Hz</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Wavelength</th>
</tr>
</thead>
<tbody>
<tr>
<td>769.898nm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Linewidth</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.55pm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Pulse length</th>
</tr>
</thead>
<tbody>
<tr>
<td>50ns</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Beam divergence</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.5mrad</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Receiver</th>
</tr>
</thead>
<tbody>
<tr>
<td>Diameter</td>
</tr>
<tr>
<td>350mm</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Field of view</th>
</tr>
</thead>
<tbody>
<tr>
<td>1mrad</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Detector</th>
</tr>
</thead>
<tbody>
<tr>
<td>PMT</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Data Acquisition</th>
</tr>
</thead>
<tbody>
<tr>
<td>Type</td>
</tr>
<tr>
<td>Photon counting</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Range resolution</th>
</tr>
</thead>
<tbody>
<tr>
<td>200m</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Shot number</th>
</tr>
</thead>
<tbody>
<tr>
<td>18,000 (30min)</td>
</tr>
</tbody>
</table>
ECLD was about 0.55 pm and the output power was about 35 mJ consequently. We think that it is possible to increase this laser output power by improving the flashlamp pumped Ti:sapphire laser. It is achieved to measure potassium atom layers in the mesopause region by using the lidar system with the laser developed here. It is certified that the flashlamp pumped Ti:sapphire laser seeded by an external cavity laser diode is useful for resonance lidar applications.

This lidar system will applied for the mesospheric Fe(372nm), Ca(423nm) and Ca* (393nm) layer measurements and Fe Boltzmann factor lidar (374 and 372nm) for mesospheric temperature measurement (Gelbwachs, 1994) using second harmonic generator.
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Introduction

To measure temperatures in the mesopause region in the daytime with a lidar, an ultra-narrowband filter with a bandwidth between 1 and 100 GHz is needed to reject sky background and at the same time to pass the desired signal. That a circular birefringent, diachronic medium between crossed polarizers would work was demonstrated by Ohman [1956] before the laser was invented. Later in 1975, a Faraday filter with a magnetic field of 1500 G was constructed by Agnelli et al. [1975] for the observation of solar sodium D lines. Their filter gave a full width of ~ 15 GHz and a maximum transmission of 25%. During the late 80's, the interest in Faraday filters has been revived for the detection of narrowband laser radiation, unrelated to temperature measurements.

Briefly, a Faraday filter consists of a vapor cell in an axial magnetic field between two crossed polarizers. After passing through the first polarizer, light is linearly polarized and it can be considered as a linear superposition of two counter-rotating circularly polarized components. Under a strong axial magnetic field, the absorption line is Zeeman shifted by more than two Doppler line widths for each circular polarization in the opposite directions; near unity transmission occurs at the line-center when the vapor density is adjusted to give a $\pi/2$ Faraday rotation. Near the absorption peaks, now Zeeman shifted away from the line-center, the transmission drops sharply to roughly 0.25 because one or the other circularly polarized component is completely absorbed. Further away from the center, the transmission falls to zero because of two crossed polarizers.

We have developed and tested in the laboratory an ultra-narrow dispersive Faraday filter [Chen et al., 1993] resulting in a band-pass filter of 86% peak transmission and 1.9 GHz FWHM. Later, we have constructed a longer sodium cell (1 inch long) in an axial magnetic field of 1800 G and in an oven operated at a lower temperature of 168 °C. The cell windows in a cooler oven have less chance of being attacked by metal atoms in the cell, thereby prolonging the life of the Faraday filter, an absolutely necessary requirement for routine lidar operation. We have incorporated this Faraday filter into our lidar receiver for daytime operation on campaign basis since late 1995 [Chen et al., 1996]. Such a receiver is termed Faraday receiver (as opposed to the Regular receiver).

We have also constructed a potassium Faraday filter that may be used in other observatories with narrowband K lidar for daytime temperature measurements. In this paper, we discuss the figure of merits of both Na and K Faraday filters, the performance enhancement on narrowband lidar with a Na Faraday filter, permitting daytime operation, and the plan for integrating a K Faraday filter into a lidar receiver with a large aperture.

Characterization of Faraday Filters

The transmission function of a Faraday filter may be derived from quantum mechanical calculations [Chen et al., 1993]; its functional form depends on effective optical depth and applied external axial magnetic field. By choosing an axial magnetic field in an appropriate range and adjusting the oven temperature, one can "engineer" the Faraday filter to have a very narrow passband and respectable peak transmission at the same time. For lidar applications, Na D$_2$ line and K D$_1$ line are used. Although the line strength of the D$_2$ transition of an alkali atom is a factor of 2 stronger than that of the D$_1$ transition, due to competing oxygen absorption at the K D$_2$ transition frequency, the K D$_1$ transition at 770 nm is chosen for K lidar operation. Since the hyperfine splitting of the Na ground state (1.8 GHz) is much wider than that of the K ground state (0.46 GHz), a much higher magnetic field (~ 1800 G) is needed for the Na filter than for the K filter (~ 700 G) to achieve comparable peak transmission of ~ 85%. The larger splitting of the ground state and the higher magnetic filed result in a wider central passband width, defined as full width of half maximum transmission (FWHM), for the Na filter than the K filter.
The measured transmission functions of a Na D₂ and a K D₁ Faraday filter with near maximum peak transmission are shown in Figure 1(a) and 1(b) respectively. The characteristics of these filters is summarized in Table 1, where the values for the Na D₁ and K D₂ transitions were calculated the operational oven temperatures and magnetic fields. Both D₁ and D₂ transmission functions are required for the assessment of skylight background passing through the filters.

Table 1 Typical characteristics of Na and K filters

<table>
<thead>
<tr>
<th>Operation Temperature (°C)</th>
<th>Operation Magnetic Field (Gauss)</th>
<th>Maximum Transmission (%)</th>
<th>Passband Width (FWHM, GHz)</th>
<th>Equivalent Noise Bandwidth* (GHz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>NaD₁</td>
<td>189</td>
<td>1850</td>
<td>38</td>
<td>10.9</td>
</tr>
<tr>
<td>NaD₂</td>
<td>189</td>
<td>1850</td>
<td>86</td>
<td>1.9</td>
</tr>
<tr>
<td>KD₁</td>
<td>90</td>
<td>700</td>
<td>89</td>
<td>1.2</td>
</tr>
<tr>
<td>KD₂</td>
<td>90</td>
<td>700</td>
<td>56</td>
<td>1.1x2**</td>
</tr>
</tbody>
</table>

*The area of the product of Faraday filter transmission and Fraunhofer absorption
**The two obvious peaks of the Faraday filter transmission at KD₂ line

The broadband skylight background (45° from Zenith) with a typical spectral radiance of 8x10⁻⁷ Wcm⁻²sr⁻¹A⁻¹ for Na and 1.2x10⁻⁷ Wcm⁻²sr⁻¹A⁻¹ for K (before receiving telescope) is reduced by Fraunhofer absorption near the D₁ and D₂ resonance. with frequency-dependent transmission functions, T_H₁(v) and T_H₂(v), respectively for the D₁ and D₂ transition regions. For the Faraday receiver, the detected background is further reduced by the dispersive Faraday filter with the associated transmission functions T_F₁(v) and T_F₂(v). Ignoring the off-resonance contribution, an effective noise bandwidth, B_F and B_R respectively for Faraday and Regular receivers may be defined to compare the performances of respective receiving system as:

\[ B_F = \int [T_H(v)T_F(v) + T_H(v)T_F(v)]dv \] (la)

and

\[ B_R = \int [T_H(v) + T_H(v)]dv \] (lb)

The off-resonance transmission of the Faraday receiver depends on the quality of the crossed polarizers used; it is measured to be 2x10⁻⁵. In addition to the B_F given in Eq. (la) and listed in Table 1, the off resonance contribution to B_F for a 10 nm bandwidth determined by a commercial interference filter and Fraunhofer absorptions was estimated to be 0.17 GHz and 0.10, giving rise to total B_F of 1.3 GHz and 0.90 GHz for Na and K Faraday receivers. The corresponding values for the Regular receivers, B_R, are 8.6x10⁻² GHz and 5.1x10⁻² GHz, resulting in enhancement for sky background rejection by a factor of 6.6x10³ and 5.7x10³ for Na and K Faraday receivers, respectively. These enhancement factors made daytime temperature measurements possible.

Application to Sodium Temperature Lidar

Atmospheric temperatures in the mesopause region may be determined from the measured intensity ratio. R(z) = I_c(z) / I_a(z), by means of calibration curves, the calculated intensity ratio as a function of temperature, where I_c(z) and I_a(z) are, respectively, the Na resonance scattering photocount
profiles at the crossover ($v_c$) and the D$_2$ peak ($v_A$) frequencies between 80 and 110 km [She et al., 1992].

As discussed in a recent publication (Chen et al., 1996), in the daytime receiver, the collected light from the telescope is fiber-coupled after an interference filter into a light-tight box containing the Na Faraday filter and a photomultiplier (PMT). The effectiveness of the Faraday filter in rejecting skylight background may be appreciated by the high quality data obtained, shown in Figure 2. These are hourly photocount profiles taken at (a) high noon with the Faraday receiver for the two operating lidar frequencies, and (b) night with the Regular receiver. A mean detected background counts from sky background radiance, averaged photocounts between 120 and 155 km, at high noon with Faraday receiver is much lower than that detected at night with the Regular receiver.

The use of polarizers and fibers in addition to a Na vapor cell reduces the detected signal to 12%. Our receiver area is about 950 cm$^2$ and resolution bin length 75 m (0.5 μs). The transmitting laser has a repetition rate of 20 Hz with pulsed energy of 30 mJ at 589 nm (photon energy = 3.4x10$^{-19}$ J). The detection efficiency of our Regular receiver system is about 7.5% (15%, 70%, and 70% for PMT, optics and interference filter). With typical Na abundance of 2x10$^{13}$ m$^{-2}$, the Na signal should be ~125 counts/pulse, giving ~1000 counts/min-75m at the peak of the Na layer. Since the Faraday receiver is only 12% efficient, it should have 15 counts (per pulse) of signal and ~120 counts/min-75m at the Na peak. In practice, the measured signals as shown in Figure 2 are the sum of 24 files during one hour, which give about 50 counts/min-75m and 750 counts/min-75m averaged peak signals over the sodium layer, respectively for Faraday and Regular channels. A factor of (1.3-2) less than the rough estimation could be the fluctuation of the sodium density. The measured sky background of about 5 counts/min-75m for the Faraday channel is about a factor of 3 less than the estimated of 17 counts/min-75m with the effective noise bandwidth of 1.3 GHz, which could be the fluctuation of the sky background radiance.

The temperature profiles, shown in Figure 3, may be derived from the photocount profiles, shown in Figures 2. Also shown in Figure 3(b) is the temperature profile simultaneously measured by the Faraday receiver operated at night. They are seen to agree with each other within the error bars.
Future Prospects

To study the latitude dependence, daytime capability is required for lidar observatories at both equatorial and polar latitudes [She and von Zahn, 1998] as well. The existing narrowband lidars at Kulhundborn, Germany (54°N) and Arecibo, Puerto Rico (18°N) are based on mesopause potassium detection [von Zahn and Höfner, 1996]. These observatories employ receiving telescopes with much larger aperture, ~1m in diameter. Methods to adopt the K Faraday filter we constructed for 14” telescope are being investigated. A tighter focussing into the filter cell may be a way to accept photons from a wider field of view. Alternatively, a K Faraday filter with a larger optical aperture may be designed for an individual telescope for the global interrogation of daytime thermal and dynamical structure of the mesopause region.

It should be pointed out that our receiver aperture that produces photocount profiles shown in Fig. 2 is only 14 inches. For a telescope with larger aperture, the signal-to-background ratio will remain the same, but the signal and signal-to-noise will be much improved. The signal-to-background ratio shown in Fig. 2 is large enough, and the system should be capable of making simultaneous daytime temperature and line-of-sight wind measurements [White et al., 1996] in the mesopause region.
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This publication contains extended abstracts of papers presented at the Nineteenth International Laser Radar Conference, held at Annapolis, Maryland, July 6-10, 1998; 260 papers were presented in both oral and poster sessions. The topics of the conference sessions were Aerosol Clouds, Multiple Scattering; Tropospheric Profiling; Stratospheric/Mesospheric Profiling; Wind Profiling; New Lidar Technology and Techniques; Lidar Applications, Including Altimetry and Marine; Space and Future Lidar; and Lidar Commercialization/Eye Safety.

This conference reflects the breadth of research activities being conducted in the lidar field. These abstracts address subjects from lidar-based atmospheric investigations, development of new lasers and lidar system technology, and current and future space-based lidar systems.