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Abstract
A well-validated quasi-one-dimensional computational fluid dynamics (CFD) code for the analysis of the internal ballistics of two-stage light gas guns is modified to explicitly calculate the ablation of steel from the gun bore and the incorporation of the ablated wall material into the hydrogen working gas. The modified code is used to model 45 shots made with the NASA Ames 0.5" light gas gun over an extremely wide variety of gun operating conditions. Good agreement is found between the experimental and theoretical piston velocities (maximum errors of ±2% to ±6%) and maximum powder pressures (maximum errors of ±10% with good igniters). Overall, the agreement between the experimental and numerically calculated gun erosion values (within a factor of 2) was judged to be reasonably good, considering the complexity of the processes modelled. Experimental muzzle velocities agree very well (maximum errors of 0.5-0.7 km/sec) with theoretical muzzle velocities calculated with loading of the hydrogen gas with the ablated barrel wall material. Comparison of results for pump tube volumes of 100%, 60% and 40% of an initial benchmark value show that, at the higher muzzle velocities, operation at 40% pump tube volume produces much lower hydrogen loading and gun erosion and substantially lower maximum pressures in the gun. Large muzzle velocity gains (2.4-5.4 km/sec) are predicted upon driving the gun harder (that is, upon using higher powder loads and/or lower hydrogen fill pressures) when hydrogen loading is neglected; much smaller muzzle velocity gains (1.1-2.2 km/sec) are predicted when hydrogen loading is taken into account. These smaller predicted velocity gains agree well with those achieved in practice. CFD snapshots of the hydrogen mass fraction, density and pressure of the in-bore medium are presented for a very erosive shot.

I. Introduction
A representative two-stage light gas gun is shown (not to scale) in figure 1. The operation of such a gun starts with the burning of the powder in the powder chamber. The piston, typically an easily deformable plastic such as polyethylene, is accelerated in the pump tube to velocities of the order of 0.8 km/sec. The hydrogen in front of the piston is greatly compressed and heated by the piston, reaching pressures on the order of 7000 bar and temperatures that are ideally as high as 3000 K. At some point in the compression cycle, the diaphragm just behind the projectile breaks and the projectile starts to accelerate down the barrel. The highly compressed and heated hydrogen between the piston and the projectile can have a sound speed of ~4 km/sec and can accelerate the projectile to velocities of 7–8 km/sec. With very light projectiles and by driving the gun hard (that is, by using large powder loads and/or low hydrogen fill pressures), velocities up to 11 km/sec can be obtained. Further discussion of the two-stage light gas gun is given in reference 1.

Gun barrel erosion is a serious problem with two-stage light gas guns. Erosion can be caused by thermal, chemical and mechanical factors. Possible erosion modes include thermally induced softening, phase changes and melting of the barrel bore surface. The extreme temperature changes and pressures during gun firing can cause cracking and spalling of the bore surface. The mechanical sweeping action of the gas, as well as the motion of the projectile, can remove liquid or weakened solid material from the bore surface. Chemical factors are more important in conventional guns, where the gunpowder gas contains large quantities of carbon and nitrogen compounds, than in two-stage gas guns. Further discussion of gun erosion is given in references 1 and 2.

Excessive barrel erosion can lead to damage or destruction of the launch package. It can also lead to frequent barrel changes and excessive down-time, especially at higher launch velocities. Barrel erosion can also limit the maximum muzzle velocity by loading down the hydrogen working gas with heavy eroded barrel material (ref. 3). (For brevity, we will use the term “hydrogen loading” to refer to this effect in the remainder of this paper.) One way of attempting to mitigate this problem is to perform a series of CFD calculations at various gun operating conditions and then to make an optimization of the gun operating conditions. Optimizations can be performed on some or all of the following parameters: powder mass, piston mass, projectile mass,
initial hydrogen fill pressure, diaphragm rupture pressure, pump tube volume and contraction cone angle. Such CFD analyses were performed in references 4–8. The analyses can be used to attempt to maximize muzzle velocity, minimize the maximum projectile base pressure for a given muzzle velocity, reduce the maximum strength of the shock waves impacting on the projectile base, etc., as well as to reduce gun barrel erosion. Conditions judged from the calculations to be likely to result in reduced gun erosion can then be tested in actual gun firings. The guidance provided by the numerical CFD calculations greatly reduces the number of actual firings required to find the desired gun operating conditions. [This reduction can be as great as from tens of shots (when no CFD guidance is used) to as few as one or two shots.] This procedure was used in earlier work on the 1.5" and 0.5" guns at the NASA Ames Research Center (refs. 6–8). In these three studies muzzle velocity increases of 0.5–0.8 km/sec were achieved simultaneously with reductions in barrel erosion of 30–50%.

Gun barrel erosion was not explicitly calculated in the CFD calculations of references 4–8, but rough estimates could be made from the calculated values of hydrogen temperature, pressure, velocity and the duration of the erosive conditions. The present report presents an extension of previous work in which the barrel erosion is explicitly calculated and the resulting interaction of the eroded material and the hydrogen working gas is modelled. An equation-of-state is developed for the resulting hydrogen/steel mixture. Standard CFD methods are used to convect this mixture down the barrel. To obtain the erosion rate of the barrel wall, the unsteady heat conduction into the barrel wall is solved concurrently with the flow of the powder gas-piston-hydrogen media within the barrel. The temperature dependence of the conductivity and the specific heat and the phase changes in the gun steel are modelled. A latent heat of fusion is applied at the melting wall surface. Mass flux and heat flux at the wall surface are matched between the in-bore media and the steel parts of the solution. The effects of wall blowing on the skin friction and heat transfer are modelled.

In section II, we first very briefly review (and reference) the previously developed CFD light gas gun code. We then describe, in some detail, the additions made to the code to model wall erosion and the incorporation of the eroded wall material into the hydrogen working gas. Comparisons of the CFD results with analytical solutions are made. In section III, CFD results are compared with experimental piston velocity, powder pressure, muzzle velocity and gun erosion data. The experimental data were taken with three different pump tube volumes and include a number of very high velocity launches (up to 9.5 km/sec). The substantial loss of muzzle velocity due to the loading of the hydrogen working gas by the eroded wall material is clearly demonstrated by the experimental and numerical results. Agreement between the CFD calculations which included incorporation of the eroded wall material into the working gas and the experimental data was found to be very good. The results were much superior and of much broader applicability than those obtained in reference 8 using a simple heuristic correction factor to model the effect of hydrogen loading on muzzle velocity.

II. Numerical Method
A. Original code
The starting point for the CFD code presented herein is an earlier quasi-one-dimensional CFD code first described in reference 9. The code models the entire gun firing cycle from gunpowder ignition to the moment that the projectile exits the muzzle. The code is based on the Godunov method in one dimension and is third-order accurate in space and second-order accurate in time. The Riemann solver used is exact for shocks and uses a very accurate power law integration for expansion waves. Realistic equations-of-state are used for all media. The code includes modelling of friction and heat transfer for powder gas, hydrogen, the pump tube piston and the projectile. A simple nonequilibrium turbulence model is included for the gas flows, and the predictions of skin friction and heat transfer to the tube walls in the gas flows are modified accordingly. Gunpowder burn in the first-stage breech is modelled using standard ballistic techniques.

In reference 9, validation of the code is discussed in some detail. Part of the validation consisted of comparing CFD results with analytical solutions of
(a) Riemann's shock tube problem.
(b) A solid state plate slap problem.
(c) Flow through a convergent-divergent nozzle with a 300:1 pressure ratio.
(d) Gunpowder burn in a closed chamber.

Further validation of the code was obtained by comparing CFD predictions against experimental data from the Ames 0.5" and 1.5" two-stage light gas guns. The experimental data included
(a) Powder burn pressure histories.
(b) Pump tube pressure histories.
B. Code Modifications

Properties of gun steel—To perform the required calculations, it is necessary to obtain the thermal conductivity, specific heat and density of the barrel material (gun steel or carbon steel). Guns are frequently made of the steel alloys 4330 or 4340 (ref. 10). The chemistry of these steels is given in reference 11 and therein it is seen that this chemistry is very similar to the chemistries of alloys 4130 and 4140. Since it was not possible to find a complete set of properties for 4330 steel, properties for the other alloys are used to construct data curves for the gun barrels. The properties do not vary greatly amongst different carbon steel alloys, and hence, the errors produced by using property data from the different alloys are small. Thermal conductivity data for 4130, 4140, 4340 and “1.5% carbon steel” are taken from references 12–14. The temperature range of the data is 123–1473 K. Consensus thermal conductivity data are selected, favoring 4340 steel where the data are available (123–813 K). In lieu of specific data, the thermal conductivity was assumed to be constant from 1473 K up to the melting point.

Specific heat data for 4130 and 4140 steel over the temperature range 348–1048 K are taken from reference 12. Specific heat data for “low Ni” and “high Ni” carbon steels with chemistries close to those of 4330 and 4340 steel are taken from reference 15. The temperature range of these data is 348–1523 K. Again, consensus data are taken to construct the data curve. For want of specific data, the specific heat is assumed to be constant from 1523 K up to the melting point. The selected specific heat data contain the peaks corresponding to the various phase changes of steel as the temperature is increased. These specific heat data are integrated to provide a curve of internal energy versus temperature for use in the CFD code. The melting point of the steel is taken as 1723 K, from reference 10. The heat of fusion of the steel was taken as 2.8932 × 10^5 erg/g, from reference 16.

The thermal conductivity and specific heat data are used in the heat conduction calculations in the gun barrel. For these calculations, the density of the barrel is assumed to be constant at 7.80 g/cm^3. The large mass of unheated gun barrel material outside the very thin heated region will restrain the latter in the axial and circumferential directions. The barrel material will expand in the radial direction during heating. This expansion is ignored in the barrel heat conduction calculation in order to avoid calculating a complex stress state in the barrel material near the bore and having the cells move on account of this expansion. This large simplification of the calculations should produce only very minor errors in the erosion calculations.

For the equation-of-state calculations with fine steel droplets (or frozen droplets, i.e., dust) incorporated into the hydrogen working gas, some modifications of the material properties discussed above are used. First, thermal conductivity data are unnecessary, since the steel and the hydrogen are always assumed to be at the same temperature. The steel droplets may melt and/or freeze in the hydrogen-steel flow in the gun barrel and it would be very awkward to calculate the melting or freezing for every cell for every timestep. Hence, for the internal energy versus temperature curve for the steel droplets, the internal energy change due to melting or freezing is assumed to be uniformly distributed over the temperature interval 1700–1750 K, which includes the melting point of 1723 K. For lack of data, the specific heat of the liquid is taken to be equal to the specific heat value of the solid at the highest temperature for which the latter is available. Since the specific heat of the steel is of the order of 0.07 times that of the hydrogen gas, even at fairly heavy mass loadings of the hydrogen with steel, the errors produced by the aforementioned assumptions used to generate the curve of internal energy versus temperature for the steel droplets will introduce only very minor errors in the overall CFD calculations.

The density of the solid or liquid steel was permitted to vary for the droplets incorporated into the hydrogen gas. Density data for solid iron was taken from reference 17. The density of molten iron just above the melting point was taken from reference 18. From these data, a curve of density versus temperature for the steel of the gun barrel was constructed. (Note that the data are actually for iron; the differences between the densities of iron and the carbon steel gun steels are very small.) The abrupt density changes for the phase changes and melting were again taken to be spread out over the 50 K interval containing the temperature of the phase change. The linear expansion coefficient of molten steel was assumed to be the same as that of solid steel at the highest temperature for which such data are available. Since the volume occupied by the steel droplets, even at 50% mass loadings at maximum pressures, is of the order of 1% of the total volume, the smal errors in the density of the steel produced by the assumptions made above are unimportant.

For use in the equation-of-state of the hydrogen-steel mixture, the internal energies and densities of the steel
were taken to be functions of temperature only. The variations of these properties with pressure were examined and were found to reach maxima of about 1% for the maximum pressures in the gun. Since the fractions of total internal energy and fluid volume due to that steel are themselves small, the changes of the steel internal energy and density with pressure were ignored, thereby much simplifying the equation-of-state calculations which must be done at every cell at every timestep. The errors produced by these assumptions were estimated to be, at most, 0.1%.

**Equation-of-state of hydrogen-steel mixture**—The following equations are used for the hydrogen-steel mixture.

\[ e = m_1 e_1 + m_2 e_2 \]  

and

\[ \rho = \frac{1}{m_1 + m_2} \left( \frac{m_1}{\rho_1} + \frac{m_2}{\rho_2} \right) \]

where

- \( e \) = internal energy of mixture
- \( e_1 \) = internal energy of hydrogen
- \( e_2 \) = internal energy of steel
- \( \rho \) = density of mixture
- \( \rho_1 \) = density of hydrogen
- \( \rho_2 \) = density of steel
- \( m_1 \) = mass fraction of hydrogen
- \( m_2 \) = mass fraction of steel

If \( m_2 \) is less than 0.0001, we ignore the steel in the flow and simply use the usual tabulated equation-of-state (EOS), \( p = p(\rho, e) \) and \( T = T(\rho, e) \) for hydrogen, where \( p \) is the pressure and \( T \) is the temperature. This situation exists for the vast majority of the CFD solutions for the gun firing cycle, and since the two-phase EOS is rather costly in CPU time to employ, it is essential not to use it except when it is absolutely required.

If it is required to use the two-phase EOS, we proceed as follows. From the CFD update to the cell in question, we will know \( e, \rho, m_1 \) and \( m_2 \), but not \( e_1, e_2, \rho_1 \) and \( \rho_2 \). For the first iteration, we assume \( e_2 = e_1 / 15.1 \), based on an average value of the ratio of specific heats of hydrogen and steel and take \( \rho_2 = 6.90 \text{ g/cm}^3 \), the value for liquid steel at 1900 K. With these assumptions, we can then solve equations (1) and (2) for \( e_1 \) and \( \rho_1 \) and, using the normal EOS for hydrogen, determine \( p \) and \( T \). With an estimate for \( T \) now available, using the curves established as described in the previous section we can get better estimates for \( e_2 \) and \( \rho_2 \), and then, using equations (1) and (2) and the EOS for hydrogen alone, a new set of values for \( p \) and \( T \) can be calculated. Using well-known iterative procedures, the process is then repeated until the \( p \) and \( T \) values converge adequately.

The speed of sound \( c \) of the hydrogen-steel mixture is also required in the CFD solution. To calculate \( c \), one considers the motion of the hydrogen-steel mixture along an isentrope with variations of pressure and density. The simplest case is to ignore heat transfer between the hydrogen and the steel. In this case, it can be shown that the speed of sound for the mixture is given by

\[ c^2 = c_1^2 \frac{\rho_1^2}{\rho^2 m_1} \]

where \( c_1 \) is the speed of sound of the hydrogen gas alone, available from the normal EOS for hydrogen. The primary effect of the steel loading is to reduce the sound speed below the value for hydrogen alone by the factor \( \sqrt{m_1} \). If we allow the temperature of the hydrogen and steel to move together along the isentrope, we will get a slightly different expression for \( c \). To make this calculation we again use the assumption that the specific heat of steel is \( \frac{1}{15.1} \) (= K) times that of hydrogen. In this case, the sound speed for the mixture can be shown to be given by

\[ c^2 = \left[ c_1^2 + \frac{dp}{de_1} \right] \frac{\rho_1}{\rho_1^2 Q} q^2 \frac{1}{m_1} \]

where

\[ Q = -\frac{1}{1 + \frac{m_1}{K(1 - m_1)}} \]

The derivative in equation (4) is available from the normal EOS for hydrogen alone. The difference between the sound speeds from equations (3) and (4) is of the order of 1% for \( m_1 = 0.5 \) and 5% for \( m_1 = 0.1 \). The CFD solutions are remarkably insensitive to the exact value of \( c \) used, and representative gun solutions carried out with the two different ways of calculating \( c \) showed only very small differences. Our final choice was to use equation (4) for \( c \). The difference in the CPU times is negligible because most of the time is spent in the iteration procedure described earlier.
Heat conduction analysis in barrel— The basic heat conduction equation used to update the internal energies at the cell centers is given below.

\[
\Delta e_i = \left[ \left( k \frac{\partial T}{\partial y} \right)_{i+1/2} - \left( k \frac{\partial T}{\partial y} \right)_{i-1/2} \right] \frac{\Delta t}{\rho \Delta y_i}
\]

where

- \( y \) = radial distance away from the bore
- \( i \) = cell identifying index, increasing in the radial direction
- \( i - 1/2 \) = identifying indices of the inner and outer cell boundaries
- \( \Delta y_i \) = cell thickness in radial direction
- \( \Delta e_i \) = change in internal energy of the cell
- \( T \) = temperature
- \( k \) = thermal conductivity
- \( \rho \) = density
- \( \Delta t \) = timestep

The actual problem is axisymmetric, but a planar one-dimensional analysis is used for simplicity because the total thickness of the heat conduction zone analyzed is about 1/15th of the tube radius and the thickness within which significant gradients occur is 3 to 5 times smaller still. Thus, the errors produced by using the planar assumption should be quite small, of the order of 1–2% or less. The derivative terms give the conductive heat flux on the two boundaries of the cell. The format of equation (6) is used for all cells except the innermost cell, where the heat flux at the bore is given by calculations performed in the medium inside the bore of the gun. (These calculations will be described in the next section.)

The variations of the steel properties with temperature are taken into account by the variation of \( k \) with temperature and the shape of the curve \( e = e(T) \), constructed as described earlier. As described earlier, \( \rho \) is taken to be a constant within the gun barrel. Equation (6) is solved for each cell for each timestep of the solution.

The stability requirement for the timestep based on the heat conduction calculations in the barrel is taken from reference 19, but we use the notation of the present report and consider the cell with the smallest radial thickness. The result is

\[
\Delta t_{\text{max}} = \frac{(\Delta y_{\text{min}})^2 \rho C}{2k}
\]

where

- \( \Delta t_{\text{max}} \) = maximum permissible timestep
- \( \Delta y_{\text{min}} \) = thickness of cell of smallest radial thickness
- \( C \) = specific heat of steel

We use the smallest value of \( C \) in the temperature range of interest to calculate \( \Delta t_{\text{max}} \) in equation (7). The actual timestep chosen for each step is the smaller of the timestep calculated based on the CFD calculations for the media within the barrel and 0.75 times the value given in equation (7). The factor of 0.75 provides an extra margin of safety regarding stability of the heat conduction calculations.

We now give some key numerical values for the heat conduction analyses of the NASA Ames 0.5" light gas gun, for which theoretical and experimental results will be given at a later point. The overall gun length is 2019 cm. The grid was 200 cells in the axial direction and 16 cells in the radial direction. The cell length in the axial direction varied from 83 cm in the first-stage powder breech, where heat conduction effects were unimportant, to about 0.5 cm near the diaphragm, where heat transfer and barrel erosion were severe, then increasing to 15 cm at the muzzle. The pump tube and launch tube diameters are 6.45 and 1.27 cm, respectively. The thickness of the innermost cell is 0.00117 cm and, going outwards, each cell is 1.1 times as thick as the preceding cell. The total radial thickness of the zone in which the heat conduction is analyzed is 0.042 cm. In our calculations, the temperature rise of the outermost two or three cells is negligible, so using an adiabatic boundary condition at a depth of 0.042 cm into the barrel causes negligible errors. These numbers have proven to give high quality results for the Ames 0.5" gun. They would very likely have to be changed for guns of different sizes or with much different durations of the launch cycle.

The basic variable for the update of the cell center values using equation (6) is the internal energy, not the temperature. In an earlier version of the cell update routine, the two relations \( e = e(T) \) and \( T = T(e) \) were used successively. This caused small, but continuously accumulating, errors. Hence, we shifted to using \( e \) only in the update of the cell center values. The \( T = T(e) \) relation is used to calculate cell center temperatures, which are then used to calculate the temperatures and temperature gradients at the cell boundaries. These are necessary to compute the heat fluxes and are calculated using cubic interpolations to the cell center temperatures. After calculating the cell boundary heat fluxes, these temperatures are discarded and the relation \( e = e(T) \) is never used, except once at the very beginning of the run, to set the initial \( e \) values for all cells. The accumulating errors mentioned earlier do not
occur with the present analysis technique. The wall temperature is calculated using a quadratic extrapolation from the first three cell center temperatures. This temperature cannot be discarded, because it must be used to couple the steel heat conduction solution with the solution for the medium within the barrel. However, it is never used to make an \( e = e(T) \) calculation for the steel.

As heat continues to flow into the barrel from the bore, the barrel temperature will, in general, continue to rise. As long as the barrel surface temperature does not exceed the steel melting temperature, it is assumed that there is no loss of barrel material. On the other hand, when, at the end of a timestep, the barrel surface temperature is calculated to have exceeded the steel melting temperature, barrel material will have been lost during the timestep. The amount of the material lost is calculated, starting with the following equation.

\[
\rho \Delta y_1 (e_1 - e_{10}) + \rho \Delta y_M H_f = (Q_w - Q_{12}) \Delta t \quad (8)
\]

where

- \( \Delta y_1 \) = thickness of first cell adjacent to bore
- \( \Delta y_M \) = thickness of material lost due to melting
- \( e_{10} \) = internal energy of first cell at start of timestep
- \( e_1 \) = internal energy of first cell at end of timestep
- \( H_f \) = heat of fusion of steel
- \( Q_w \) = heat flux rate into first cell from medium within bore
- \( Q_{12} \) = heat flux rate out of first cell into second cell

Other variables are as described previously. Equation (8) has been derived using a control volume approach for the innermost steel cell in the barrel. The first term in equation (8) represents the increase in internal energy of the steel in the cell due to heating. The second term is the energy absorbed due to the melting off of a layer of steel of thickness \( \Delta y_M \). The term on the right-hand side of the equation represents the difference between the heat gained from the medium in the barrel bore and the heat lost by conduction to the second cell. At the end of the timestep, all terms in equation (8) are known except \( \Delta y_M \) and \( e_1 \). By calculating an average specific heat of the steel, \( C \), for the temperature range in question, and rearranging equation (8) to solve for \( \Delta y_M \), we get

\[
\Delta y_M = \frac{(Q_w - Q_{12}) \Delta t}{\rho H_f} - \frac{\Delta y_1 (T_1 - T_{10})}{H_f} \quad (9)
\]

where

- \( T_{10} \) = temperature of first cell at start of timestep
- \( T_1 \) = temperature of first cell at end of timestep

All terms in equation (9) are known except \( \Delta y_M \) and \( T_1 \). To solve for \( \Delta y_M \) and \( T_1 \), a second equation is needed. This is obtained by making a quadratic extrapolation of temperature from the cell temperatures \( T_1 \), \( T_2 \) and \( T_3 \) to the unknown (new) wall position and setting this temperature equal to the melting temperature, \( T_M \), \( T_1 \), \( T_2 \) and \( T_3 \) are the cell center temperatures after the timestep and the values of \( T_2 \) and \( T_3 \) are taken to be those after the usual internal cell conduction calculations and are therefore known. This second equation also, then, has the unknowns \( \Delta y_M \) and \( T_1 \), and the two equations are solved together by iteration to give the wall retreat, \( \Delta y_M \), during the timestep. After the calculation of \( \Delta y_M \), the cell gridding is displaced outwards by this amount. New \( e \) values at the cell centers are calculated using quadratic interpolations from the \( e \) values at the cell centers at the end of the conduction calculations for the timestep, but before the displacement of the grid.

The numerical solution technique was tested with a constant heat flux applied to the wall and constant steel properties. This ultimately yields a steady-state solution for which an analytical result is available. With a wall temperature of 1200 K, an initial barrel temperature of 300 K, \( \Delta y_1 = 0.000875 \) cm and the ratio of successive cell thicknesses increasing by 1.07 as one moves outwards into the barrel material, the numerical and analytical results were compared. The temperatures were found to have maximum errors of 1-2 K and the numerical wall retreat rate had an error of approximately 0.5%. Similar accuracies were found comparing analytical and numerical results for a simple conduction solution with constant bore surface temperature. The actual value of \( \Delta y_1 \) (0.00117 cm) and the ratio of successive cell thicknesses (1.10) used for our gun calculations are slightly larger than those quoted just above. This should result in errors perhaps two to three times larger than those just quoted. This was judged to be sufficiently accurate for our purposes and the slightly larger cell thicknesses afford a significant reduction in CPU time.

If the wall erosion rate is extremely high, it is possible that the calculated temperature, not only at the barrel wall surface but also at the center of the first steel cell, will exceed the melting point of the steel. Such a case cannot be handled by the current code. In the survey of CFD calculations to be presented in section III, this difficulty occurred for only a single case, when the gun was driven extremely hard and incorporation of the steel droplets into the hydrogen was artificially suppressed. A solution was
obtained in this case by reducing the CFL number from 0.70 to 0.35, at the cost of doubling the CPU time. If the reduction of the CFL number does not produce a solution in a reasonable CPU time, the only alternative may be to increase the minimum steel cell thicknesses, at the cost of reducing the accuracy of the solution.

**Barrel wall heat flux analysis in medium within bore—** This analysis is described in some detail in Appendix A and, hence, will only briefly be outlined here. The analysis starts by deriving the basic equations for the skin friction and wall heat flux without mass addition (ablation of steel) at the barrel bore surface. Then, the wall heat flux is corrected (reduced) to account for the mass flux at the wall. The correction requires the calculation of a boundary layer reference temperature, for which an equation is derived. The mass addition analysis just referred to was derived in the references assuming that the medium injected at the wall is the same as the free-stream medium. For our calculations, this is not the case. Hence, a further correction is added, based on an experimental database, to allow for the difference between the effective molecular weight of the medium injected at the wall and the free-stream medium. Finally, a last correction to the effective molecular weight of the free-stream medium is added, since the free stream is not, in general, pure hydrogen, but already contains some ablated steel. Further details can be found in Appendix A and the references.

**Nonequilibrium turbulence model—** A simple model (Appendix B) was developed which assumes that the nonequilibrium turbulence kinetic energy (TKE) relaxes towards the equilibrium value for the flow in question with an e-folding length which is multiple of the tube diameter. The basic model was presented previously, in Appendices A and B of reference 9, but has been slightly modified for the present version of the code. We take this opportunity to present the modified version of the nonequilibrium turbulence model, but present it in an appendix (Appendix B), since it is not the main topic of the present paper.

**Coupling between barrel wall heat conduction model and wall heat flux calculation in the media within the bore—** Three quantities must be exchanged between the two parts of the solution, the bore surface temperature and the bore surface heat and mass fluxes. The gridding in the axial direction is fixed for the heat conduction model within the barrel material but slides with the media zones for the in-bore media. The exchange of the three quantities is referred to if made using simple linear interpolations in the axial direction. However, when solutions first were obtained, they showed a violent oscillatory behavior with a period of two timesteps. The amplitude of the oscillations was, however, limited and the oscillations did not cause the solution to crash. The solutions for the wall heat conduction/wall heat and mass flux problem are only first order in time, although the CFD solution for the motion of the in-bore medium is second-order accurate in time and third-order accurate in space (ref. 9). What was needed to stabilize the wall erosion problem was, ideally, to change to a predictor-corrector method for the wall heat conduction/wall heat and mass flux problem. This would have required a fairly large amount of reprogramming, so that the following device was used instead. In calculating the reduction of the wall skin friction coefficient due to the wall mass flux, instead of simply using the single current value of the wall mass flux obtained from the parallel barrel heat conduction solution, an average of the current value and the value for the preceding timestep was used. In effect, the value from the preceding timestep is used as an estimate for the “corrector” value for the current timestep. This device was found to stabilize the solution for all cases run to date.

**Update of cell variables in the in-bore—** After the mass flux of steel from the barrel bore is calculated for a given cell in the in-bore medium for a given timestep, it is necessary to update the state variables of that cell. The steel is assumed to enter the in-bore medium as fine liquid droplets and to be instantly and completely mixed and equilibrated thermally and dynamically with the in-bore medium. The update is done by using the conservation of total mass, conservation of steel mass, conservation of momentum and conservation of energy equations. We start by calculating the increase in the steel mass of the cell, as follows.

\[
\Delta m = m_w A \Delta t
\]

where

- \(\Delta m\) = increase of steel mass in cell
- \(m_w\) = wall steel mass flux
- \(A\) = cell wall area
- \(\Delta t\) = timestep

The cell density change is given by

\[
\rho' = \rho + \frac{\Delta m}{V}
\]

where

- \(\rho'\) = cell density after update
- \(\rho\) = cell density before update
- \(V\) = cell volume

The change in the hydrogen mass fraction of the cell is given by
\[ m_1' = \frac{m_1}{1 + \frac{\Delta m}{\rho V}} \]  

(12)

where

\[ m_1' = \text{hydrogen mass fraction after update} \]
\[ m_1 = \text{hydrogen mass fraction before update} \]

The change in the velocity of the medium in the cell is given by

\[ u' = \frac{D u}{\rho'} \]  

(13)

where

\[ u' = \text{velocity of medium in cell after update} \]
\[ u = \text{velocity of medium in cell before update} \]

The change in the internal energy in the cell is given by

\[ e' = \frac{P}{\rho'} \left[ e + \frac{u^2}{2} \left( 1 - \frac{\rho}{\rho'} \right) \right] + \frac{\Delta m e}{\rho' V} \]  

(14)

where

\[ e' = \text{internal energy in cell after update} \]
\[ e = \text{internal energy in cell before update} \]
\[ e_1 = \text{internal energy of molten steel just above the melting point} \]

Equations (11)-(13) follow rather obviously from the corresponding conservation equations. Equation (14) is slightly more complicated, because \( e \) and \( e' \) are static internal energies and one must account for the change in kinetic energy during the update.

**Grid convergence**—The addition to the code of the capability to explicitly model gun erosion and the incorporation of the eroded barrel material into the working medium should have essentially no effect on the grid convergence of solutions. Grid convergence is very largely dependent upon the quality of the inviscid part of the solution for the in-bore media for the grids chosen. For this reason, no new grid convergence studies were made for the present version of the code. In reference 8, a grid refinement study was made for a version of the code without the ability to explicitly model erosion. Six griddings were studied, with the finest three grids being 14,14,52, 16,16,56 and 18,18,60. (The zones are gunpowder/gunpowder gas, polyethylene piston plastic and hydrogen working gas.) Taking the results for the finest grid as the standard, the differences in key pressures and velocities were 0.1–0.4% for the second finest grid and 0.6–1.0% for the third finest grid, except for the maximum contraction cone pressure, for which there were differences of 2.0% for the third finest grid. The gun survey of reference 8 was performed using the third finest gridding, for which the grid was judged to be adequately converged, to save CPU time. Further details of the grid refinement study can be found in reference 8. The original code was used to produce the gun optimization surveys of references 6 and 8. Almost all of the results for the present study were obtained with a gridding of 16,16,54, which is almost as fine as the second-finest gridding discussed above.

**Miscellaneous final notes regarding solution techniques**—The present algorithm does not model the deposition of steel from the hydrogen-steel mixture back onto the barrel bore surface. Thus, once ablated steel is incorporated into the hydrogen-steel mixture, it remains in the mixture indefinitely. Furthermore, there is no modelling of the incorporation of steel melted off the barrel wall into either the gunpowder/powder gas mixture or the plastic piston. For all solutions done to date, the barrel wall temperature in the gunpowder/powder gas zone remains far below the melting point, and thus the lack of the capability to incorporate melted steel from the barrel into the in-bore medium in this region produces no errors in the solution. Steel is lost from the bore surface in the region of the plastic piston in some of our solutions. However, the mass of the steel which might (perhaps) be incorporated into the plastic of the piston from this effect is so small compared to the piston mass (much less than 1%) that its effect on the solution would be negligible. On the other hand, it will be shown that the mass of steel which can be incorporated in to the hydrogen-steel cells can exceed 50% of the total mass in the cell, which obviously produces very large effects on the solution dynamics.

For most of the code modifications discussed above, no analytical solutions are available to check the accuracy of the code changes. Hence, for every code change made, the solution was checked to six-figure accuracy for one cell for one timestep using a hand calculator. A few errors were found this way and corrected. A representative solution has a gridding of 16,16,54 cells in the gunpowder/powder gas, piston plastic and hydrogen-steel zones, respectively, and runs at a CFL (Courant-Friedrichs-Lewy) number of 0.7. (Note that the outer two cells in each zone are "ghost" or boundary condition cells.) About 6000 steps are typically required until the projectile exits the muzzle. Such a solution requires about 8 minutes of single-processor CPU time on a Cray CM-90 machine. The code is rather inefficient and a full optimization effort could very likely make significant reductions in the time required to obtain a solution.
C. Gun and Conditions Modelled

Figure 1 shows a schematic sketch of one of the modelling configurations of the Ames 0.5" light gas gun. The numbers (in centimeters) are either the bore diameters or the distances from the blind end of the powder chamber. WG1–WG4 denote the whisker gauges used to measure piston velocity. In the calculations, the diaphragm is treated as a closed end boundary condition until the pressure at the diaphragm first exceeds the diaphragm rupture pressure; at that point the diaphragm is instantly removed. Table 1 shows the 45 shots which were modelled in this study. The variables listed in the table are

- Shot number
- Launch package mass
- Powder mass
- Piston mass (piston is polyethylene)
- Powder type (the numbers are IMR/DuPont powder types)
- Pump tube hydrogen fill pressure
- Break valve (diaphragm) rupture pressure
- Piston velocity (between whisker gauges 2 and 3)
- Projectile muzzle velocity
- Pump tube volume (nominal values)
- Contraction cone angle (full angles)

The contraction cone is the conical section which joins the pump tube and the launch tube. There are four blocks of data in table 1, separated by horizontal lines. We will refer to these blocks of data as block 1, block 2, etc. The shots of block 1 were made at Ames Research Center in 1966; the shots of the remaining three blocks were made in 1995 and 1996. The gun configuration shown in figure 1 is exactly that for the CFD modelling of the first block of data. For the block 3 and block 4 data, all axial dimensions to the right of WG1 were reduced by 607.22 and 911.86 cm, respectively. In addition, for data in blocks 2, 3 and 4 with the 8.1 degree cone angle, the axial dimension at the large end of the cone was shifted to accommodate this cone angle. Where there are no entries in table 1 (e.g., piston and projectile velocities), those data were not obtained during the shots. About 80% of the shots shown in table 1 were modelled twice, once with the ablated (melted) steel incorporated into the hydrogen working gas and a second time where the ablation of the steel was fully modelled, but the steel was assumed to disappear after ablation. This allowed us to isolate the effect of loading the hydrogen gas with the ablated steel.

III. Results

The numerical results discussed in sections IIIA, IIIB and IIID below are, in all cases, from solutions in which the ablated steel from the bore has been incorporated into the in-bore working medium. Only in section IIIC below, where muzzle velocities will be discussed, will we discuss numerical results from solutions obtained both with and without incorporation of the ablated steel into the in-bore working medium.

A. Piston Velocities, Maximum Powder Pressures

Figures 2 and 3 show the comparisons of the experimental and theoretical piston velocities and maximum powder pressures for the shots of block 1 in table 1. The estimated uncertainties for the experimental piston velocities and maximum powder pressures are ±0.2% and ±2.5%, respectively. The piston velocities are those measured and calculated between whisker gauges 2 and 3 (see fig. 1). (We will denote whisker gauges 1, 2, etc., by WG1, WG2, etc., and we will also use the notations U12, U23, etc., for the piston velocities measured between WG1 and WG2, WG2 and WG3, etc.) We note that the powder burn rate and the piston coefficients of friction have been "tuned" to reproduce the observed maximum powder pressure and $U_{23}$ for one selected shot. This is the shot 1979 and the data points from this shot are marked with an asterisk in figures 2 and 3. This tuning is necessary because (1) in our two-stage guns the powder burns at a rate very different from that quoted by the manufacturer and (2) there is no good theory to predict, a priori, good values for the piston friction coefficients. The "tuning" process is discussed further in reference 9. Once the tuning has been done for the single shot selected, the parameters tuned are left untouched for all other calculations with the powder in question. Figures 2 and 3 show the very good agreement between the experimental and theoretical piston velocities and maximum powder pressures for the wide range of gun operating conditions in question. In addition to the experimental piston velocities $U_{23}$, the velocities $U_{12}$ and $U_{34}$ were also obtained for data block 1. During the tuning of the powder burn rate and the piston friction coefficients, no account was taken of these two additional experimental piston velocities and therefore the comparison of the experimental and theoretical values of $U_{12}$ and $U_{34}$ furnishes another check on the quality of the CFD solution. For $U_{34}$, the comparison is as good as or better than that shown in figure 2. For $U_{12}$, the comparison is
<table>
<thead>
<tr>
<th>Data block #</th>
<th>Shot #</th>
<th>Masses (gms)</th>
<th>Powder type</th>
<th>Pressures (bar)</th>
<th>Velocities (m/sec)</th>
<th>Pump tube volume (percent)</th>
<th>Contraction cone angle (degrees)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1577</td>
<td>0.9473</td>
<td>Launch powder</td>
<td>4198</td>
<td>2.069</td>
<td>728.4</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>1676</td>
<td>0.9296</td>
<td>Piston</td>
<td>4198</td>
<td>1.552</td>
<td>747.9</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>1777</td>
<td>0.9115</td>
<td>Powder</td>
<td>4198</td>
<td>1.035</td>
<td>771.1</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>1878</td>
<td>0.9239</td>
<td>Piston</td>
<td>4198</td>
<td>0.690</td>
<td>767.4</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>1979</td>
<td>0.9122</td>
<td>Powder</td>
<td>4198</td>
<td>1.035</td>
<td>818.3</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2080</td>
<td>0.9407</td>
<td>Piston</td>
<td>4198</td>
<td>0.690</td>
<td>826.6</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2181</td>
<td>0.9475</td>
<td>Powder</td>
<td>4198</td>
<td>1.552</td>
<td>872.0</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2282</td>
<td>0.9873</td>
<td>Piston</td>
<td>4198</td>
<td>1.035</td>
<td>880.8</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2383</td>
<td>0.8897</td>
<td>Powder</td>
<td>4198</td>
<td>1.035</td>
<td>744.3</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2484</td>
<td>0.9413</td>
<td>Piston</td>
<td>4198</td>
<td>1.035</td>
<td>798.5</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2585</td>
<td>0.9649</td>
<td>Powder</td>
<td>4198</td>
<td>1.035</td>
<td>844.3</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2787</td>
<td>3.0906</td>
<td>Piston</td>
<td>4198</td>
<td>2.069</td>
<td>670.5</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2888</td>
<td>3.0851</td>
<td>Powder</td>
<td>4198</td>
<td>2.069</td>
<td>861.0</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>2989</td>
<td>0.8818</td>
<td>Piston</td>
<td>4198</td>
<td>1.035</td>
<td>877.8</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>3090</td>
<td>3.1699</td>
<td>Powder</td>
<td>4198</td>
<td>1.035</td>
<td>877.8</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>3191</td>
<td>0.9190</td>
<td>Piston</td>
<td>4198</td>
<td>1.035</td>
<td>880.8</td>
<td>100</td>
</tr>
<tr>
<td>1</td>
<td>3293</td>
<td>0.7011</td>
<td>Powder</td>
<td>4198</td>
<td>0.590</td>
<td>981.4</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>623</td>
<td>1.406</td>
<td>Launch powder</td>
<td>4895</td>
<td>2.069</td>
<td>767.8</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>624</td>
<td>1.187</td>
<td>Piston</td>
<td>4895</td>
<td>1.655</td>
<td>793.7</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>625</td>
<td>1.172</td>
<td>Powder</td>
<td>4895</td>
<td>1.324</td>
<td>788.2</td>
<td>100</td>
</tr>
<tr>
<td>2</td>
<td>626</td>
<td>1.27</td>
<td>Piston</td>
<td>4895</td>
<td>2.069</td>
<td>760.1</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>627</td>
<td>1.169</td>
<td>Launch powder</td>
<td>4895</td>
<td>2.173</td>
<td>815.6</td>
<td>100</td>
</tr>
<tr>
<td>3</td>
<td>628</td>
<td>1.266</td>
<td>Piston</td>
<td>4895</td>
<td>1.697</td>
<td>822.9</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>632</td>
<td>1.1711</td>
<td>Powder</td>
<td>4895</td>
<td>3.394</td>
<td>822.9</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>633</td>
<td>1.2484</td>
<td>Piston</td>
<td>4895</td>
<td>2.704</td>
<td>710.5</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>637</td>
<td>1.2799</td>
<td>Powder</td>
<td>4895</td>
<td>2.049</td>
<td>740.3</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>638</td>
<td>1.2174</td>
<td>Piston</td>
<td>4895</td>
<td>2.049</td>
<td>755.6</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>641</td>
<td>1.205</td>
<td>Powder</td>
<td>4895</td>
<td>2.049</td>
<td>754.3</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>645</td>
<td>1.439</td>
<td>Piston</td>
<td>4895</td>
<td>2.049</td>
<td>766.2</td>
<td>60</td>
</tr>
<tr>
<td>3</td>
<td>647</td>
<td>1.1596</td>
<td>Powder</td>
<td>4895</td>
<td>3.394</td>
<td>731.5</td>
<td>60</td>
</tr>
<tr>
<td>4</td>
<td>651</td>
<td>1.2136</td>
<td>Launch powder</td>
<td>4895</td>
<td>4.056</td>
<td>680.9</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>653</td>
<td>1.3073</td>
<td>Piston</td>
<td>4895</td>
<td>4.035</td>
<td>698.6</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>661</td>
<td>1.414</td>
<td>Powder</td>
<td>4895</td>
<td>3.980</td>
<td>701.6</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>664</td>
<td>1.1636</td>
<td>Piston</td>
<td>4895</td>
<td>3.980</td>
<td>664.4</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>669</td>
<td>1.329</td>
<td>Powder</td>
<td>4895</td>
<td>3.083</td>
<td>642.2</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>672</td>
<td>1.166</td>
<td>Piston</td>
<td>4895</td>
<td>3.980</td>
<td>659.3</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>675</td>
<td>1.2135</td>
<td>Powder</td>
<td>4895</td>
<td>3.359</td>
<td>656.8</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>676</td>
<td>1.1663</td>
<td>Piston</td>
<td>4895</td>
<td>3.980</td>
<td>656.8</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>679</td>
<td>1.2589</td>
<td>Powder</td>
<td>4895</td>
<td>3.083</td>
<td>696.8</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>682</td>
<td>1.1836</td>
<td>Piston</td>
<td>4895</td>
<td>3.897</td>
<td>687.0</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>683</td>
<td>1.3996</td>
<td>Powder</td>
<td>4895</td>
<td>3.083</td>
<td>690.0</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>684</td>
<td>1.1909</td>
<td>Piston</td>
<td>4895</td>
<td>3.911</td>
<td>688.8</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>686</td>
<td>1.3462</td>
<td>Powder</td>
<td>4895</td>
<td>2.601</td>
<td>664.7</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>687</td>
<td>1.3563</td>
<td>Piston</td>
<td>4895</td>
<td>3.083</td>
<td>747.6</td>
<td>40</td>
</tr>
<tr>
<td>4</td>
<td>2144</td>
<td>1.069</td>
<td>Powder</td>
<td>4895</td>
<td>2.601</td>
<td>747.6</td>
<td>40</td>
</tr>
</tbody>
</table>
slightly worse than that shown in figure 2, with the scatter of the data points being about 50% greater than that shown in figure 2, and the experimental velocities being about 1.4% higher with respect to the theoretical values than those shown in figure 2. Nevertheless, the overall agreement between the experimental and theoretical piston velocities and maximum powder pressures for the shots of data block 1 was judged to be very satisfactory.

The comparison between the experimental and theoretical piston velocities for data block 2 is not shown here, but the agreement was as good as or better than that for the shots of data block 1. Figure 4 shows the comparisons of the experimental and theoretical piston velocities \( U_{23} \) for the shots of data blocks 3 and 4. The agreement between the theoretical and experimental values is reasonably good, but clearly inferior to that shown in figure 2 for data block 1. The scatter for figure 4 is between twice (for data block 3) and three times (for data block 4) that shown in figure 2. To understand the increased scatter in the piston velocity data for data blocks 3 and 4, we have investigated powder pressure data taken during shots 619–687. The most important grouping of powder pressure data for this study was taken between shots 651 and 684 in data block 4. This group includes 7 shots which are in data block 4 as well as 16 other shots with very similar gun operating conditions. The characteristics of the powder pressure pulses from these 23 shots (i.e., maximum pressure versus full duration of the pressure pulse at half maximum pressure) are plotted in figure 5.

The estimated uncertainty for the durations of the pressure pulses is ±5%. It is very important to notice that, for all of the shots for which data are shown in figure 5, the critical gun operating parameters, powder mass, piston mass and pump tube hydrogen fill pressure vary by only 4.7%, 2% and 5%, respectively. Hence, these 23 shots were effectively made at nearly the same gun operating condition. The variation in maximum powder pressure should be only 5–10%, based on the variation of powder mass. Instead, the variation of the maximum powder pressure seen in figure 5 is about 58%. In addition, figure 5 shows a strong negative correlation between the maximum powder pressure and the duration of the pressure pulse defined by the full width at half maximum pressure. It is speculated that the latest series of piccolo tube igniters used to ignite the smokeless powder charges in the Ames 0.5" gun are extremely variable, much more so than those used previously. (Piccolo tube igniters are described in ref. 20.) This new series of igniters was used from shot 619 onwards. After the shots, the igniters were found to be in highly variable conditions. Some of the piccolo tubes were found virtually undamaged after use, others were found to be totally destroyed. Hence, it is believed that the ignition processes of the main smokeless powder charges in these shots were likely to have been highly variable. This is the most likely explanation for the large variations in the maximum powder pressures (for nearly identical shots) seen in figure 5. We are presently searching for a source of higher quality igniters.

We now perform statistical analyses of the variations of the piston velocities and maximum powder pressures (wherever data are available) for data blocks 1 to 4. We define \( r \) as the ratio of the experimental value to the corresponding CFD numerical value, as follows.

\[
r = \frac{U_{23,ex}}{U_{23,nu}} \text{ or } \frac{P_{\text{max},ex}}{P_{\text{max},nu}}
\]

where

\[
P_{\text{max}} = \text{maximum powder pressure}
\]

\( \text{ex (subscript) denotes experimental value} \)

\( \text{nu (subscript) denotes numerical (CFD) value} \)

\( r_{\text{bar}} \) is the average value of \( r \) and three statistical measures of the variability of \( r \) are defined as follows.

\[
\Delta r_{\text{max}} = r_{\text{max}} - 1
\]

\[
\Delta r_{\text{min}} = r_{\text{min}} - 1
\]

\[
\Delta r_{\text{rms}} = \sqrt{\frac{r^2 - \bar{r}^2}{N}}
\]

where

\[
r_{\text{max}} = \text{maximum value of } r
\]

\[
r_{\text{min}} = \text{minimum value of } r
\]

\[
r^2 = \text{mean square value of } r
\]

\[
\bar{r} = \text{mean value of } r
\]

\[
N = \text{number of points in data set}
\]

Table 2 shows the resulting statistical values. For the piston velocities, the data points for data block 1 are shown in figure 2 and those for data blocks 3 and 4 are shown in figure 4. (The data points for data block 2 are not shown.) For the maximum powder pressures, the data points for block 1 are those shown in figure 3 and those for selected shots of data block 4 (and other similar shots) are those shown in figure 5. Pressure data of sufficient quality for analysis were not available for data blocks 2 and 3. The various \( \Delta r \) values for the pressure variations are 2.2 to 3.1 times greater for data block 4 than for data block 1. This is in reasonably good agreement with the corresponding ratios of 3.1 to 3.5 for the corresponding piston velocity data. Thus, the increased scatter of the pressure data observed in figure 5 compared to that shown in figure 3 corresponds roughly to the increased scatter of...
velocities shown in figure 4 was judged to be reasonably satisfactory, though clearly inferior to that shown in figure 2, likely due to the increased variations in the piccolo tube igniter used.

The shots used for the "tuning" of the powder burn rate and the piston friction coefficients for the 4895 powder were shots 672 and 676 in data block 4. The data from these shots are marked in figures 4 and 5. During the tuning operation, the correct piston velocity (see fig. 4) and maximum powder pressure (see fig. 5) were obtained, but the full width of the pressure pulse at half the maximum pressure was about 11% greater than that measured experimentally (see fig. 5). It was not possible to tune three parameters (piston velocity, maximum powder pressure and width of powder pressure pulse) by varying only two quantities—powder burn rate and piston friction coefficients.

We note that it very likely would be possible, in principle, to reduce the scatter in the piston velocities for data blocks 3 and 4 (see fig. 4) to the much lower amount of scatter seen in figure 2 for data block 1 by tuning the powder burn rates and the piston friction coefficients for each shot for which data are shown in figure 4. Tuning for every shot should be able to account for the variation in the powder burn rates due to the igniter variations referred to previously. Since it requires 6 to 10 CFD runs to tune to each different experimental condition, this could require of the order of 200 CFD tuning runs for the data shown in figure 4 and this was judged not to be feasible or worthwhile in the present research effort.

The agreement between the experimental and theoretical piston velocities and maximum powder pressures shown in figures 2 and 3 was judged to be very good and representative of what can be achieved with our CFD code and consistent ignition of the gunpowder. The agreement of the experimental and numerical piston velocities shown in figure 4 was judged to be reasonably

<table>
<thead>
<tr>
<th>Data blocks</th>
<th>Statistics of piston velocities</th>
<th>Statistics of maximum powder pressures</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\Delta r_{rms}$</td>
<td>$\Delta r_{max}$</td>
</tr>
<tr>
<td>Block 1</td>
<td>0.0101</td>
<td>0.0277</td>
</tr>
<tr>
<td>Block 2</td>
<td>0.0064</td>
<td>0.0061</td>
</tr>
<tr>
<td>Block 3</td>
<td>0.0230</td>
<td>0.0344</td>
</tr>
<tr>
<td>Block 4*</td>
<td>0.0356</td>
<td>0.0463</td>
</tr>
</tbody>
</table>

*For the powder pressure data, selected shots in data block 4 and shots with very similar gun operating parameters are included.

**B. Gun Erosion**

**Erosion in the hydrogen/steel zone**—Before discussing the comparison of the experimental and numerical gun erosion values, one must be aware of the difficulties inherent in making the experimental gun erosion measurements. These measurements involve inserting a telescoping gauge into the eroded gun barrel to the desired depth, positioning it parallel to the gun axis and at the maximum diameter, locking it, withdrawing it and then measuring the distance between the heads of the gauge with a micrometer. Typically, the diameter increase between shots is very small, of the order of 0.0025 cm, and is the difference between two measurements. Also, even if any actual given measurement were perfect, the eroded barrel shapes are highly irregular and a large number of different measurements could easily be obtained due to slight changes in the depth and the angle of the heads of the gauge. In short, the scatter of the barrel erosion measurements is often found to be rather large. The problem is obviously the worst for erosion measurements for a single shot. If a number of shots are made in succession at identical or nearly identical gun operating conditions, the total erosion can be measured with a much lower percentage error than for a single shot; the average erosion per shot is found by dividing by the total number of shots.

We note that no tuning whatsoever has been done on the method used to calculate the gun erosion. The only tuning performed in the present analysis is that described in section IIIA regarding the gunpowder burn rate and the piston coefficients of friction.

For the block 1 data (table 1), the original measurements of the barrel diameter have been lost, but the launch package diameters are available and are observed to increase steadily as the barrel erodes. From these projectile diameters, we were able to calculate the gun
erosion for 12 of the block 1 shots shown in table 1. The projectile is placed in the barrel at approximately 4 calibers depth beyond the break valve; hence, we will compare the experimental erosion values with those predicted by the CFD calculations at this location. The comparison of these experimental and numerical gun erosion values is shown in figure 6. (The estimated uncertainties for the experimental erosion values are ±0.002 calibers/shot, as shown in the figure.) The trend line of the experimental measurements is within 10–20% of the predicted value. Eight of the twelve individual experimental values are within ±40% of the predicted values and all but one of the experimental values are within a factor of 2 of the predicted values. Given that these are erosion values for single shots subject to the considerable uncertainties shown for the reasons described above, we consider this agreement very satisfactory.

For the leftmost data point, note that the numerical erosion value is actually within the uncertainty band of the experimental value, which is ±0.002 calibers/shot. It is also important to realize that, for the erosion model developed herein, if the barrel wall temperature does not exceed the melting point, the barrel erosion will be exactly zero. In reference 21 and the references quoted therein, it is pointed out that solid barrel material can be removed due to erosion mechanisms other than melting. Hence, the experimental erosion value for this data point could really be as high as 0.002 calibers and be due to mechanisms not modelled in the present CFD code. It does appear, however, that the postulated melting mechanism for the bore erosion gives, overall, reasonably good predictions of the experimental erosion values shown in figure 6.

In data block 3, four shots (shots 635–638) were taken with nearly identical gun operating conditions. For each of these four shots, barrel diameters were measured at four different depths into the barrel. From these data, we obtained the average erosion values (per shot) at the four different depths into the barrel. Greater accuracy would be expected for these experimental gun erosion values than for those values based on single shots (such as those shown in figure 6). Figure 7 shows the resulting comparison between experimental and numerical gun erosion values. (The error bars show the estimated uncertainties of ±0.0004 calibers/shot in the experimental erosion measurements.) The abscissa in the figure is the depth into the barrel, in calibers, from the diaphragm station (see fig. 1). The numerical gun erosion values are those calculated for shot 637, which are essentially identical to those calculated for shot 638. The agreement is excellent. All of the experimental values are within 20% of the numerical values. The numerical erosion values fall within the uncertainty bands of the experimental data.

None of the erosion data shown in figures 6 or 7 was taken deeper than about 16 calibers into the barrel. A new barrel was installed in the gun just before shot 650 and was used for all shots until shot 687, plus two additional shots, shots 2143 and 2144. Thus, this barrel, at the end of its life, had been subject to the total erosion for these 40 shots. The shots on this barrel included the 15 shots of data block 4 in table 1, plus 25 other shots at gun operating conditions very similar to selected shots in data block 4. This barrel was then removed and cut up into eight sections, allowing measurements to be made throughout the barrel. These measurements are shown as the solid line in figure 8. Note that near the barrel cuts at ~120, ~155 and ~215 calibers the barrel diameter curve shows what appears to be irregularities in shape. It is believed that these are not, in fact, real irregularities in the shape of the barrel, but rather reflect the errors inherent in measuring the barrel diameter. From these apparent variations in barrel diameter, the errors in the barrel diameter measurements are estimated to be ±0.0006 calibers. From the CFD simulations made for the 15 shots of data block 4, it was determined that only 8 shots would produce any erosion. These are shots 669, 675, 679, 683, 685, 686, 687 and 2144. For all other shots, the barrel wall temperature at all points between the diaphragm and the muzzle always remains below the melting point, and hence, no erosion is predicted. The erosion values for these eight shots were added together and used to calculate the numerically determined barrel diameter curve shown in figure 8.

To obtain the experimental barrel diameter curve in figure 8, it was necessary to make an estimate of the amount of material removed during the barrel honing operations. In a series of 40 shots made on a single barrel, the barrel must be honed a number of times to keep it sufficiently smooth that good launches can be obtained. Thus, during the series, barrel material is lost due to true erosion during the shots and, also, due to honing. We have no way of directly determining the amount of material removed during honing. An estimate can be made, however, as follows. It is seen from figure 8 that the experimental barrel diameter between 130 and 220 calibers into the barrel is essentially constant, within the accuracy of the barrel measurements. Also, in this depth range, the numerically predicted barrel erosion is seen to be essentially zero. However, material has been removed in this region due to honing. To generate the experimental barrel diameter curve shown in figure 8, the amount of material removed by honing in the range of 130–220 calibers into the barrel has been assumed to apply throughout the barrel. This technique cannot, of
course, provide any information on possible variations of the amount of material removed by honing with axial position.

The apparent barrel erosion near the muzzle was judged to most likely be an artifact of the honing, as follows. Several of the most erosive CFD solutions were allowed to run considerably beyond the time at which the projectile exits the muzzle. In no cases was the barrel wall temperature in the region near the muzzle predicted to rise anywhere near the melting point. Hence, the numerical erosion predictions in the region near the muzzle would always be zero. We believe that the apparent erosion near the muzzle is most likely due to an increased amount of material removed there during honing. Near the muzzle and the diaphragm ends of the barrel, the hone can tilt more severely than in the central regions of the barrel. Further, it is likely that the hone spends more time near the two ends of the barrel than in the central regions of the barrel. This effect could also be responsible for the relatively high apparent experimental barrel erosion seen in figure 8 for the first 15 calibers (and, in particular, for the first 4 calibers) of depth into the barrel.

For depths into the barrel between 5 and 50 calibers, we see that the experimental values are within a factor of 2 of the numerical predictions. For depths from 50 to 100 calibers into the barrel, the CFD results overpredict the erosion by factors increasing from ~2 at 50 calibers depth to ~3–4 at 100 calibers depth. This difference is not explainable by any reasonable variation in the amount of material removed by honing, and very likely represents a true deficiency in the current modelling techniques. For example, if material melted off the barrel wall, say, at 0–15 calibers into the barrel is redeposited on the wall in the region 50–100 calibers into the barrel, this would reduce the actual erosion in the latter region to below that which could be predicted by the current theory. This is, of course, the effect seen in this region in figure 8. (The current theory, as noted earlier, cannot model redeposition of steel from the hydrogen-steel mixture but, rather, by the piston friction against the wall of the contraction cone and, possibly, by the direct retreat of the steel wall due to the very high pressures in the contraction cone (see sec. IIIC). In this section, we will make a comparison of experimental and numerical values for erosion of one of the contraction cone sections by the piston. (We will make no attempt to calculate the direct retreat of the contraction cone wall due to the high pressures.) We consider the contraction cone section listed in table 1 with the 8.1 degree angle. For this contraction cone section, we made a plastic cast of the conical section bore, removed it and measured its diameters at a number of different axial locations. By comparing these diameters with those given on the original machinist’s drawing of the contraction cone section, we determined the total wall retreat for the section at a number of different axial locations.

The contraction cones are used for much longer time periods than the barrels. In fact, for the entire life of the Ames 0.5” gun, back to 1964, it appears that only two contraction cones have been used, one with a nominal angle of 12.5 degrees and the other with an angle of 8.1 degrees. About 460 shots on the 0.5” gun are logged in the Ames log books. For some of the shots, the contraction cone used is identified; for others, it is not. We considered all shots where we know that the contraction cone in question was used and (for want of better information) one-half of the shots for which the contraction cone section is not identified. All of the shots except for 33 were done with the full (100%) pump tube volume. The 33 shots made with 60% and 40% pump tube volumes are those shown in table 1 in data blocks 3 and 4 and other shots made under very similar conditions. In reference 22, experimental erosion data at 4 calibers depth into the barrel is given for the Ames 0.5” gun for gun configurations with 100%, 60% and 40% pump tube volume. The erosion for 60% pump tube volume is roughly half that for 100% pump tube volume. The erosion for 40% pump tube volume is 4–10 times less than that for 100% pump tube volume. Based on these numbers, we have ignored the erosion in the contraction cone for the shots with 40% pump tube volume and considered the erosion for the shots made with 60% pump tube volume to be equivalent to the erosion of half that number of shots at full pump tube volume.

Most of the shots on the 8.1 degree contraction cone section were made with the full pump tube volume, piston masses of about 900 g and hydrogen fill pressures of 2.07 bar. A wide range of powder masses, from 60 to 275 g, was used. A number of CFD runs for these conditions with various powder masses were made. A diaphragm rupture pressure of 690 bar and a projectile mass of 1.27 g, which are representative for a large number of shots.
number of the tests in question, were used in these calculations. It was found that the piston produced no contraction cone erosion for powder masses of 140 g or less. Hence, to estimate the numerically determined contraction cone erosion, we limited ourselves to the estimated 118 shots made with powder masses greater than 140 g. The average powder mass for these shots was 195 g. Hence, we calculate the contraction cone erosion for a shot with the full pump tube volume, a piston mass of 900 g, a projectile mass of 1.27 g, a diaphragm rupture pressure of 690 bar, a hydrogen fill pressure of 2.07 bar and a powder mass of 195 g. The contraction cone wall retreat calculated this way (for a single shot) is then compared with the experimental value deduced from the diameter measurements of the eroded contraction cone section. The total wall retreat measured experimentally is divided by our estimated number of erosive shots (118) to provide an experimental value of the average wall retreat per shot.

The comparison of the experimental and numerically determined wall retreat for the 8.1 degree contraction cone is shown in figure 9. The format of figure 9 differs from that of figures 6–8 in that calibers are not used since we are dealing with a conical section. Rather, the absolute wall retreat in centimeters is used for the ordinate. Stating the uncertainties in the experimental erosion values of figure 9 requires some care. If the assumed number of shots on the contraction cone section was exactly correct, the only uncertainty in the experimental erosion values would be due to the measurement error, which is estimated to be ±0.00002 cm, or about the size of the symbols. On the other hand, if the assumed number of shots on the contraction cone section was in error by, say, 30%, the experimental erosion values of figure 9 would also be in error by this percentage. It seems probable that the uncertainties in the experimental erosion values in figure 9 due to the uncertainty in the number of shots on the contraction cone are less than 30%, but this is not certain.

In figure 9, the abscissa is the distance from the blind end of the powder chamber (see fig. 1). The locations of the start of the contraction cone and the diaphragm are marked in the figure. Two aspects of figure 9 show rather good agreement between the experimental and numerical results: these are the maximum amount of wall retreat and the axial location of the start of wall retreat. Wall retreat is predicted and observed experimentally to start near the beginning of the contraction cone. This might be expected, since at this point the bearing pressure on the piston surface will increase rather abruptly, due to jamming into the conical section.

The obvious difference between the experimental and numerical results shown in figure 9 is that the numerically predicted erosion drops to zero at ~1617 cm and remains zero until 1634 cm, whereas the experimentally observed erosion actually peaks between 1617 and 1635 cm. This disagreement is almost certainly due to the deep hollow cone machined into the front of the plastic piston (see, e.g., ref. 9), which cannot be modelled by our quasi-one-dimensional CFD code. For the numerically predicted erosion curve shown in figure 9, the front of the (one-dimensional) cone comes to a halt at ~1617 cm and, thus, cannot produce erosion farther down the contraction cone section. Because the hydrogen gas velocities are much lower in the contraction cone than in the barrel, the convective heat transfer from the hydrogen gas is correspondingly lower, and the hydrogen gas does not begin to produce erosion in the contraction cone until very close to the diaphragm location at 1636 cm. Thus, the numerically predicted erosion remains zero between 1617 and 1634 cm. On the other hand, the experimental reality is that the hollow cone in the piston collapses as the piston enters the contraction cone section, which allows the most forward parts of the piston plastic to project much farther into the contraction cone than the 1617 cm numerically predicted limit seen in figure 8. For some of the higher energy shots, the piston plastic ends up nearly filling the contraction cone section and even, in extreme cases, extends well into the launch tube.

The basic mechanism and magnitude of the erosion of the contraction cone by the piston appears to be reasonably well predicted by the present model. Yet, there are appreciable differences in the axial distribution of the contraction section erosion due to the inability of the present quasi-one-dimensional formulation to model the strongly two-dimensional flow at the forward end of the deforming piston.

C. Muzzle Velocity

General—Figures 10–13 show plots of experimental versus numerically predicted muzzle velocity values for the four data blocks of table 1. The uncertainties in the experimental muzzle velocities are estimated to be ±0.3%. Most of the experimental muzzle velocities have been plotted versus two different numerically predicted (CFD) muzzle velocities. For the circle data points, the theoretical muzzle velocity was calculated with the complete CFD solution, allowing for the loading of the hydrogen gas with the steel ablated from the barrel wall. For the cross data points, the CFD solution has the full frictional and heat transfer losses from the hydrogen to the barrel wall, including the heat losses necessary to ablate the steel from the wall. However, the steel, after
being ablated (melted) off the wall, was assumed to disappear. Thus, the difference between the circle and the cross data points represents the effect of the loading down of the hydrogen by the steel ablated from the barrel wall. For a total of seven low velocity data points in data blocks 3 and 4, no calculations were made without hydrogen loading, because it was judged that, for these points, there would be no barrel erosion. For two very high velocity shots (one in each of data blocks 1 and 4), there are no actual experimental muzzle velocity data, due to either projectile breakup or instrumentation failure. For these cases the “experimental muzzle velocity” shown in the figure was estimated by scaling from the next lower velocity data point or group of data points. In each of the four plots, the heavy solid line is the line of perfect agreement between experiment and theory. Note that the ranges of the coordinates for figures 10-13 vary from figure to figure.

The comparisons made in figures 10-13 cover a very wide range of gun operating parameters, as listed below.

- **Powder masses**: 150–275 g
- **Powder types**: IMR/DuPont 4198, 4895
- **Piston masses**: 710–1115 g
- **Projectile masses**: 0.88–3.17 g
- **Hydrogen load pressures**: 0.69–4.06 bar
- **Diaphragm rupture pressures**: 0.29–1.38 kbar
- **Pump tube volumes**: 100%, 60% and 40% of initial benchmark value
- **Experimental projectile muzzle velocities**: 4.97–9.46 km/sec

Over this wide range of gun operating parameters, the agreement between the experimental muzzle velocities and the numerically predicted velocities calculated including loading of the hydrogen by the ablated steel was very good. Overall, about two-thirds of the muzzle velocities agreed within 0.5 km/sec and the worst disagreements were about 0.7 km/sec. For the data of blocks 2-4, projectiles (typically spheres) were launched with four-piece sabots. The four-piece sabots are more subject to drive gas blow-by and a consequent loss of muzzle velocity. (Reference 23 gives evidence of muzzle velocity shortfalls for the Ames 0.28" gun of 0.3 km/sec up to 0.8–1.0 km/sec—the latter for poorly made projectiles.) The shots of data block 1 were made with solid polycarbonate slugs, which are less subject to blow-by. For this data block, the agreement of the muzzle velocities is even better, with two-thirds of the muzzle velocities agreeing within 0.35 km/sec, the remaining one-third of the data points having disagreements up to 0.5 km/sec and a single data point having an error of 0.7 km/sec.

Previous modelling of the Ames 0.5" gun (ref. 8) had been performed using an earlier version of the present code which did not allow for loading of the hydrogen gas with the ablated barrel material. Using that version of the code, a muzzle velocity was obtained without loading of the hydrogen. Then, from the measured increase in barrel diameter, an estimate was made of the amount of erosion for the shot in question. Finally, a heuristic correction was applied to reduce the calculated muzzle velocity to allow for loading of the hydrogen. This past procedure, although better than applying no correction at all for hydrogen loading, had a number of substantial limitations. First, it was based on a very restricted data base—five shots on the Ames 0.5" gun. Second, it required an actual measurement of the erosion for the shot in question to be made, thus it did not permit true a priori predictions to be made. Third, the muzzle velocity errors were considerably larger than those of the present technique. For the four high velocity shots of figure 11 of reference 8, the errors were 0.8, 0.6, 0.95 and 0.8 km/sec. The current procedure, in which a direct calculation is made of the barrel erosion and the loading of the hydrogen gas with ablated barrel material, is much superior in all respects. It should be applicable to any size gun, makes a priori predictions and has yielded considerably more accurate predictions of muzzle velocity. It has yielded excellent muzzle velocity predictions even for the very severe gun operating conditions producing the experimental muzzle velocities of 8.0–9.5 km/sec shown in table 1 and figures 10–13.

If we look at the differences between the experimental muzzle velocities and the numerically predicted muzzle velocities calculated without loading of the hydrogen (cross data points in figs. 10–13), there are large disagreements at the higher velocities. In data blocks 2–4, there are disagreements of 1 km/sec at experimental muzzle velocities of 6.9–7.2 km/sec, increasing up to nearly 2 km/sec at the highest experimental muzzle velocities for each data block. For data block 1, the maximum disagreements are even larger, reaching 3–4 km/sec at experimental muzzle velocities of 9.0–9.5 km/sec. Clearly, the higher muzzle velocities cannot be properly predicted without taking into account the loading of the hydrogen by the ablated barrel wall material.

Except for the three data points for the heavy (>-3 g) projectiles in data block 1, it is clear that for each of figures 10–13, there is reasonably well-defined muzzle velocity at which the loading of the hydrogen with ablated barrel material starts rather abruptly. Below this muzzle velocity, little or no barrel ablation/erosion is predicted. We will now proceed to study this effect further and, also,
to investigate the effect of pump volume on the ablation of barrel wall material. We first consider each shot from table 1, where, from figures 10–13, there are two numerically predicted muzzle velocities, one without hydrogen loading and one with hydrogen loading; we then form the ratio of these two velocities. (We will denote this ratio of velocities by \( R_v \).) This provides a measure of the amount of hydrogen loading with ablated barrel wall material for each shot in point. If \( R_v \) is unity, there is no loading of the hydrogen. (Note that \( R_v \) is not linear in the amount of hydrogen loading.) We will then plot \( R_v \) versus the experimental normalized muzzle velocity. The normalized muzzle velocity is used to attempt to remove the effect of variation of projectile mass for the shots of table 1 and figures 10–13. We define the normalized muzzle velocity, \( u_{m,n} \), as follows.

\[
R_v = \frac{u_{m, t}}{u_{m, n}}
\]

where

\[
u_{m, t} = \text{true muzzle velocity}
\]
\[m_{\text{proj}} = \text{projectile mass}
\]
\[u_{m, n} = \frac{u_{m, t}}{m_{\text{proj}} / 1.27}^5\]

(19)

The method works reasonably well for projectile masses in table 1 between 0.70 and 1.44 g. It did not work well for the three shots in data block 1 with the very heavy (~3 g) projectiles. Hence, we will omit these three shots in the comparisons we are about to make.

Figure 14 shows a plot of \( R_v \) versus the normalized experimental muzzle velocity. The data for data blocks 1 and 2, with 100% pump tube volume, were found to collapse very well together and are considered as a single data grouping in the figure (cross data points). The data for data blocks 3 and 4 with, respectively, 60% and 40% pump tube volume, are shown in the figure by the circle and square data points. Trend lines, which are simple linear fits, are shown for each of the three data groupings. For each data grouping, there is a considerable amount of variation around the trend line. This is very likely because each muzzle velocity (for a given pump tube volume) can be achieved using many different combinations of powder mass, hydrogen fill pressure and diaphragm rupture pressure. Different combinations of gun operating parameters will produce different amounts of hydrogen loading. Nevertheless, figure 14 shows a well-defined trend for a reduction in hydrogen loading (and, hence, wall ablation/erosion) as the pump tube volume is reduced from 100% to 60% to 40%. For each pump tube volume, the one or two data points in figure 14 at the lowest normalized muzzle velocities show essentially no hydrogen loading (\( R_v < 1.01 \)). From these data points, we can estimate the normalized muzzle velocity at the onset of hydrogen loading for the three different pump tube volumes. These velocities are 6.25, 6.45 and 6.70 km/sec for pump tube volumes of 100%, 60% and 40%, respectively, showing the advantage of reduced pump tube volume.

As a more specific example of the strong reduction of hydrogen loading with decreased pump tube volume, we consider normalized muzzle velocities between 7.5 and 8.0 km/sec. From figure 14, we see that, in this muzzle velocity range, \( R_v \) decreases from 1.31–1.42 at 100% pump tube volume to 1.18–1.25 at 60% pump tube volume to 1.15–1.22 at 40% pump tube volume.

Reference 24 shows experimentally observed reductions in gun erosion with decreasing pump tube volume for the Ames 0.5" gun for the same normalized muzzle velocity range. The great reduction in gun erosion seen in reference 24 as the pump tube volume is decreased from 100% to 60% to 40% corresponds well with the trends in \( R_v \) versus pump tube volume shown in figure 14.

To obtain normalized muzzle velocities of 7.5–8.0 km/sec, the gun must be driven much harder in the 100% pump tube volume configuration than in the 40% pump tube volume configuration, due to the much more severe weighing down of the hydrogen working gas with ablated wall material. To study this further, for each one of the shots represented in figure 14, we have taken the calculated maximum pressures in the contraction cone and at the projectile base and plotted them against the experimental normalized muzzle velocity. These results are shown in figures 15 and 16. For the maximum pressures in the contraction cone (fig. 15), the results for data blocks 1 and 2 again collapsed together very well and are shown as one data grouping in the figure. For the maximum pressure at the projectile base (fig. 16), the results for data blocks 1 and 2 did not collapse together and, hence, all four data blocks are shown separately in the figure. Again, for all data groupings in figures 15 and 16, simple linear trend lines have been fit. In figure 15, due to the data scatter, little difference can be seen between the results for 60% and 40% pump tube volume. However, it is clear that the maximum pressures in the contraction cone for the 100% pump tube volume range from 1.5 to 1.6 times those for the smaller pump volumes for the lower muzzle velocities up to 1.8 to 1.9 times those for the smaller pump volumes for the higher muzzle velocities. For the 7.5–8.0 km/sec normalized muzzle velocity range, for the 100% pump tube volume configuration, maximum contraction cone pressures of 24,000–31,000 bar are required, whereas for the lower
pump tube volume configurations, these pressures are reduced to 13,000–16,500 bar. This gives another indication that the gun must be driven considerably harder in the 100% pump tube volume configuration than in the 40% or 60% pump tube volume configurations to achieve the same muzzle velocities. For the maximum pressures at the projectile base (fig. 16), the differences between the results for the different pump tube volumes are considerably smaller, the maximum pressures generally being about 500 bar higher for the 100% pump tube volume configuration than for the configurations with lower pump tube volumes. This means that the projectile will undergo maximum base pressures 10–20% higher with the larger pump tube volume. Part of the reduction in the maximum base pressures on switching from data block 1 (100% pump tube volume) to data blocks 3 and 4 may, however, be due to the reduction in the diaphragm rupture pressure from 0.69–1.38 to 0.29–0.31 kbar (see table 1). This is illustrated by the fact that the maximum projectile base pressures are about 500 bar lower for data block 2 at 100% pump tube volume and 0.29 kbar diaphragm rupture pressure than for data block 1 at 100% pump tube volume and 0.69–1.38 kbar diaphragm rupture pressure.

Summing up, it is clear that the gun must be driven much harder in the 100% pump tube volume configuration than in the 40% pump tube volume configuration to achieve high muzzle velocities. This is clear from the much higher hydrogen loading, gun erosion and maximum contraction cone pressures which occur for the larger pump tube volume configuration. In addition, there are also somewhat (10–20%) higher maximum projectile base pressures for the 100% pump tube volume configuration.

It is possible that further reductions in hydrogen loading, gun erosion, and maximum pressures in the contraction cone and at the projectile base (for one and the same normalized muzzle velocity) could be obtained by further reductions of pump tube volume. To date, this has not been tested at Ames, either numerically or experimentally. The reduction in pump tube volume cannot be continued indefinitely to produce improved gun performance, since, eventually, there will be insufficient compression to heat the hydrogen sufficiently to achieve the sound speeds needed for high velocity launches. From the work presented here, the optimum pump tube volume for the Ames 0.5" gun is no greater than 40% of the original value and could even be less than this value.

**Maximum muzzle velocities**—In 1970, reference 25 published a plot of muzzle velocities versus normalized launch mass [\(= (\text{launch mass})/\text{(barrel diameter)}^3\)] for a large number of launchers in a number of different research establishments. In this same plot, a limiting curve of muzzle velocity versus normalized launch mass is shown. We will focus on the high velocity portion of this curve, between launch velocities of 7 and 11.5 km/sec. Although this limiting curve was published nearly 30 years ago, it has proven very difficult to surpass using a reusable launcher launching controlled-shape projectiles. Based on the discussion in the previous subsection, it seems that a major factor creating this limiting line (where it is shown in ref. 25) is the loading down of the hydrogen working gas with the ablated barrel wall material. The fastest experimental muzzle velocity shown in figure 10 is still about 1 km/sec below the limiting line of reference 25. The extremely high velocity shot shown in figure 10 (where the projectile did not survive the launch and the experimental muzzle velocity is therefore only an estimate) approaches the limiting line.

To study this further, we have taken muzzle velocity and maximum pressure data from figures 10–13, 15 and 16. For each data block, we have considered two shots. First, we have considered the highest muzzle velocity shot for which hydrogen loading was predicted to be very minor. The second shot for each data block was the maximum velocity shot for which actual muzzle velocity data were obtained. For these maximum velocity shots, loading of the hydrogen was always predicted to be very substantial. For each one of these pairs of shots, we have noted in table 3 the two experimental muzzle velocities \(U_{\text{exp}}\) and the difference between them \((\Delta U_{\text{exp}})\), and the numerically predicted muzzle velocities without loading of the hydrogen \((U_{\text{nu, nh}})\) and the difference between them \((\Delta U_{\text{nu, nh}})\). Also shown in the table are the calculated maximum pressures in the contraction cone \((p_{\text{max, cc}})\) and at the projectile base \((p_{\text{max, pb}})\) for the shots with loading of the hydrogen gas with ablated barrel wall material. We will concentrate on data block 1 because it contains the highest muzzle velocities. The striking point about the velocities shown in table 3 for data block 1 is the very large (5.44 km/sec) increase in muzzle velocity predicted as one changes from the low \(H_2\) loading condition to the high \(H_2\) loading condition if the loading of the hydrogen is ignored. For the high \(H_2\) loading condition, a muzzle velocity of ~13 km/sec is predicted. Note also the very large increases in maximum contraction cone and projectile base pressures predicted as one moves from the low \(H_2\) loading condition to the high \(H_2\) loading condition. The former increases from 6,600 to 30,000 bar and the latter from 2,000 to 5,000 bar. (These numbers are calculated for the shots with loading of the hydrogen.)

Thus, the high \(H_2\) loading condition is much more violent than the low \(H_2\) loading condition. In spite of this, the muzzle velocity increase actually achieved (2.21 km/sec) is very much smaller than that predicted when the loading of the hydrogen is ignored (5.44 km/sec). Similar results
Table 3. Data for very high muzzle velocity shots

<table>
<thead>
<tr>
<th>Data block #</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
</tr>
</thead>
<tbody>
<tr>
<td>( u_{n, nh} ) (km/sec)</td>
<td>Low H(_2) loading</td>
<td>7.49</td>
<td>6.71</td>
<td>7.31</td>
</tr>
<tr>
<td>( u_{n, nh} ) (km/sec)</td>
<td>High H(_2) loading</td>
<td>12.94</td>
<td>9.29</td>
<td>9.84</td>
</tr>
<tr>
<td>( \Delta u_{n, nh} ) (km/sec)</td>
<td></td>
<td>5.44</td>
<td>2.58</td>
<td>2.53</td>
</tr>
<tr>
<td>( u_{exp} ) (km/sec)</td>
<td>Low H(_2) loading</td>
<td>7.25</td>
<td>6.25</td>
<td>6.50</td>
</tr>
<tr>
<td>( u_{exp} ) (km/sec)</td>
<td>High H(_2) loading</td>
<td>9.46</td>
<td>7.30</td>
<td>8.06</td>
</tr>
<tr>
<td>( \Delta u_{exp} ) (km/sec)</td>
<td></td>
<td>2.21</td>
<td>1.05</td>
<td>1.56</td>
</tr>
<tr>
<td>( P_{max, cc} ) (bar)</td>
<td>Low H(_2) loading</td>
<td>6,580</td>
<td>6,530</td>
<td>6,490</td>
</tr>
<tr>
<td>( P_{max, cc} ) (bar)</td>
<td>High H(_2) loading</td>
<td>30,340</td>
<td>13,010</td>
<td>17,430</td>
</tr>
<tr>
<td>( P_{max, pb} ) (bar)</td>
<td>Low H(_2) loading</td>
<td>2,050</td>
<td>1,160</td>
<td>1,450</td>
</tr>
<tr>
<td>( P_{max, pb} ) (bar)</td>
<td>High H(_2) loading</td>
<td>5,050</td>
<td>2,260</td>
<td>3,390</td>
</tr>
</tbody>
</table>

at somewhat lower maximum muzzle velocities were noted in data blocks 2-4. In these cases, the muzzle velocity increases actually achieved (1.05-1.56 km/sec) were also much smaller than those predicted when the loading of the hydrogen is ignored (2.37-2.58 km/sec). Thus, loading of the hydrogen with the ablated wall material appears to be very effective in limiting the maximum attainable muzzle velocities and likely explains, at least in part, why it is very difficult to surpass the limit curve of reference 25 using reusable launchers launching controlled-shape projectiles.

D. CFD Snapshots

To understand, in a little more depth, the loading of the hydrogen with the ablated barrel wall material, we have taken CFD snapshots within the barrel of the progress of one of the more erosive shots. We have chosen shot 687, the most erosive shot of data block 4 for which actual muzzle velocity was obtained. Profiles of hydrogen mass fraction, density, and pressure are plotted at nine different times. These are shown in figures 17-19. The location of the (ruptured) diaphragm is indicated in the figures and the muzzle is located off the figures to the right at 1107.58 cm. For each time shown, the projectile base is located at the right end of the curve. This location is somewhat obscure for the earlier times in figure 17 due to overlapping of the curves, but is more apparent in figures 18 and 19.

In figure 17, we see that a large amount of the loading of the hydrogen with ablated wall material takes place between the first and the last time step shown. We note that the maximum hydrogen loading for this shot is very large. For the heaviest hydrogen loading for the last timestep shown, the working fluid is 75% steel and only 25% hydrogen. Even heavier maximum hydrogen loadings would be expected for the most erosive shots in data block 1. In figure 18, we can see the large “humps” in density due to the loading of the hydrogen with steel, particularly for the last five timesteps shown. If we consider the last timestep shown, the total mass of the working medium between the diaphragm and the projectile can be estimated to be ~9 gm. If we draw a line excluding the steel “hump” from this curve, we can estimate that about 40% of the mass of the working medium, or ~3.6 gm, is ablated steel from the barrel. This mass of ablated steel is very significant when compared to the projectile mass of 1.36 gm. A great deal of the energy in the hydrogen gas must go into accelerating the ablated steel; this same portion of the hydrogen energy is therefore unavailable to accelerate the projectile. Figure 19, particularly for the last five timesteps, shows the severe drop in the driving pressure as one traverses the working medium region with the heavy loading with ablated steel. The pressure gradients in these regions are used to accelerate (largely) the ablated steel and result in a large drop in the pressure available at the projectile base.

During the last five timesteps, the projectile base pressure drops from 2000 to 270 bar as the projectile moves from 818 to 1009 cm. As the projectile moves from 818 to 892 cm, it accelerates from 6.02 to 7.18 km/sec; after traversing another 117 cm, it has gained only another 0.3 km/sec, due to the precipitous drop in base pressure. It is recognized that, in this portion of the launch cycle of a gun, there is a rather rapid drop in projectile base pressure even in the absence of ablation of barrel material and the consequent loading up of the hydrogen with same. However, this pressure drop is very much increased when the
hydrogen is loaded up with ablated barrel wall material. In the CFD modelling of shot 687, the calculated muzzle velocity was 10.01 km/sec with no hydrogen loading; this was reduced to 8.20 km/sec when hydrogen loading was taken into account. Thus, a loss of muzzle velocity of ~1.8 km/sec was predicted due to hydrogen loading. The experimental muzzle velocity was 8.08 km/sec, in good agreement with the CFD value when hydrogen loading is taken into account.

IV. Summary and Conclusions

A well-validated quasi-one-dimensional CFD code for the analysis of the internal ballistics of two-stage light gas guns was modified to explicitly calculate the ablation of steel from the gun bore and the incorporation of the ablated wall material into the hydrogen working gas. The modifications were the construction of an equation-of-state for the hydrogen-steel mixture, the heat conduction analysis in the steel, the calculation of the heat flux from the in-bore media to the wall and the coupling of the solutions in the steel and the in-bore media.

The modified code was used to model 45 shots made with the NASA Ames 0.5" light gas gun under an extremely wide variety of gun configurations and operating conditions. The 45 shots were divided into four data blocks: for the first two data blocks, the pump tube volume was the original standard value, and for data blocks 3 and 4, the pump tube volume was reduced to ~60% and ~40% of the original value, respectively. Agreement between the experimental and numerically predicted piston velocities was excellent for data blocks 1 and 2. The experimental values ranged from about 1% below to about 3% above the predictions. For the same shots, the agreement of the maximum powder pressures was very good. The experimental values ranged from about 11% below to 8% above the predictions. The agreement for the piston velocities for data blocks 3 and 4 was reasonably good, but showed more variation than the piston velocities for data blocks 1 and 2. The experimental values ranged from about 7% below to about 5% above the predictions. This greater piston velocity variation for data blocks 3 and 4 was most likely due to wide variations in the performance of the igniters for the powder charge of the gun for these data blocks. The maximum powder pressure variations for data block 4 were found to be very large, up to ±30%, due, most likely, to the variations in igniter performance.

For a wide variety of gun operating conditions in data block 1, experimental and numerical gun erosion values at 4 calibers depth in the barrel were compared. The trend line of the experimental measurements was within 10–20% of the numerically predicted line, eight of the twelve individual experimental values were within ±40% of the predicted values and all but one of the experimental values are within a factor of 2 of the predicted values.

For conditions of data block 3, experimental measurements of gun erosion were made at depths of 4, 8, 12 and 16 calibers into the barrel for four shots under nearly identical operating conditions. These experimental measurements were compared with CFD calculations and excellent agreement was obtained, with all of the experimental values being within 20% of the CFD values. For the conditions of data block 4, experimental measurements of gun erosion were made throughout the gun barrel after a series of 40 shots. For depths into the barrel between 5 and 50 calibers, the experimental values were within a factor of 2 of the numerical predictions. For depths from 50 to 100 calibers into the barrel, the CFD results overpredict the erosion by factors increasing from ~2 at 50 calibers depth to 3–4 at 100 calibers depth. Overall, the agreement between the experimental and numerical gun erosion values was judged to be reasonably good, considering the complexity of the processes modelled and that the CFD erosion calculations were not "tuned" in any way to improve agreement with the experimental results.

Gun erosion due to frictional heating of the steel wall by the plastic piston was also modelled and good agreement was obtained between the experimental and numerical values for the maximum amount of material eroded. Experimental muzzle velocities were compared with numerically predicted muzzle velocities calculated with and without loading of the hydrogen gas with the ablated barrel wall material. These comparisons were made over the following very wide range of gun operating parameters.

- Powder masses: 150–275 g
- Powder types: IMR/DuPont 4198, 4895
- Piston masses: 710–1115 g
- Projectile masses: 0.88–3.17 g
- Hydrogen load pressures: 0.69–4.06 bar
- Diaphragm rupture pressures: 0.29–1.38 kbar
- Pump tube volumes: 100%, 60% and 40% of initial benchmark value
- Projectile muzzle velocities: 4.97–9.46 km/sec

The agreement between the experimental muzzle velocities and the numerically predicted velocities calculated including loading of the hydrogen by the ablated steel was very good. Overall, about two-thirds of the
muzzle velocities agreed within 0.5 km/sec and the worst disagreements were about 0.7 km/sec. The current procedure, in which a direct calculation is made of the barrel erosion and the loading of the hydrogen gas with ablated barrel material, is much superior to the earlier procedure (ref. 8) used at Ames where a calculation was first made without hydrogen loading and then a heuristic correction factor, based on experimental gun erosion data, was applied to allow for hydrogen loading. At the higher velocities, there are large disagreements between the experimental muzzle velocities and the numerically predicted muzzle velocities calculated without loading of the hydrogen. These disagreements range from 1 to 2 km/sec in data blocks 2–4 up to 3 to 4 km/sec in data block 1. Clearly, the higher muzzle velocities cannot be properly predicted without taking into account the loading of the hydrogen by the ablated barrel wall material.

Comparison of results for the 100%, 60% and 40% pump tube volumes shows that, at the higher muzzle velocities, operation at 40% pump tube volume provides superior performance, with much lower hydrogen loading, ~4 times less gun erosion (ref. 24), ~40% lower maximum pressures in the gun contraction cone and 10–20% lower maximum pressures at the projectile base.

Large muzzle velocity gains were predicted upon driving the gun harder when hydrogen loading is not taken into account; much smaller muzzle velocity gains were predicted when hydrogen loading is taken into account and were achieved in practice. Thus, loading of the hydrogen with the ablated wall material appears to be very effective in limiting the maximum attainable muzzle velocities and likely explains, at least in part, why it is very difficult, when launching a controlled-shape projectile, to surpass a muzzle velocity limit curve published nearly 30 years ago (ref. 25). CFD snapshots of the hydrogen mass fraction, density and pressure of the in-bore medium were presented for a very erosive shot. These snapshots showed a very heavy maximum loading of the hydrogen with the ablated barrel material. This leads to large pressure drops in the region of heavy hydrogen loading and consequent large drops in projectile base pressure.
Appendix A

Gun Bore Wall Heat Flux Analysis

The calculation of the skin friction and the heat flux at the barrel bore starts with the following equations, slightly modified from those of Appendix A of reference 9, for the case without erosion of barrel material.

\[ \tau_{wo} = \frac{1}{2} C_{f0} \rho_\infty |u_\infty| u_\infty \]  
\[ q_{wo} = \frac{1}{2} C_{f0} \rho_\infty |u_\infty| \left[ \left( \frac{e_\infty + p}{\rho_\infty} \right) \left( 1 - \frac{T_w}{T_\infty} \right) + \frac{u_\infty^2}{2} \right] \]  

where

- \( \tau_{wo} \) = skin friction at the bore surface
- \( C_{f0} \) = skin friction coefficient at the bore surface
- \( \rho_\infty \) = density of medium within the bore
- \( u_\infty \) = velocity of medium within the bore
- \( q_{wo} \) = heat flux at bore surface
- \( e_\infty \) = internal energy of medium within the bore
- \( p \) = pressure of medium within bore
- \( T_w \) = bore surface temperature
- \( T_\infty \) = temperature of medium within the bore

The derivation of equations (A1) and (A2) is standard and is given in Appendix A of reference 9; hence, we will not repeat it here. For the case of the heat transfer from the plastic piston material to the barrel bore, we use the following equation, taken from Appendix C of reference 9.

\[ q_{wo} = \frac{1}{2} \tau_{wo} u_\infty \]  

For the case of erosion of the barrel surface due to heating by the hydrogen gas, we will have a reduction of \( C_{f0} \) to \( C_f \) due to the wall blowing effect of the molten steel being lost. We calculate this reduction using the equation of figure 8 of reference 26, which can easily be transformed to yield the following equation.

\[ \frac{C_f}{C_{f0}} = \frac{1}{1 + 3.83 \frac{m_w}{\rho_\infty |u_\infty| u_\infty^3} \left( \frac{\rho_\infty}{\rho^*} \right)^{-2} \left( 2 - \frac{C_{f0}}{C_f} \right)^{25^3}} \]  

where

- \( C_{f0} \) = skin friction coefficient without mass addition
- \( C_f \) = skin friction coefficient with mass addition

We evaluate the reference temperature by starting with equation (25) of reference 26, as follows.

\[ T^* = 0.5(T_w + T_\infty) + 0.2(T_{ro} - T_\infty) \]

\[ + 0.1 \frac{m_w}{\rho^* u_\infty C_{ho^*}} \left( T_w - T_\infty \right) \]

where

- \( T^* \) = reference temperature
- \( T_w \) = wall temperature
- \( T_\infty \) = free-stream static temperature
- \( T_{ro} \) = free-stream recovery temperature
- \( C_{ho^*} \) is given by

\[ C_{ho^*} = \frac{q_{wo}}{\rho^* u_\infty C_p (T_{ro} - T_w)} \]

Since \( \rho^* \) appears only to the 0.5 power in equation (A4) and the last term of equation (A5) is generally a fairly small correction, we will use a number of approximations in evaluating the latter term; these make the analysis much more tractable. The approximations include assuming \( h = C_p T \) in several places, where \( h \) is the enthalpy, assuming proportionality between \( h \) and \( T \) in several places and assuming \( h_{ro} = h_\infty + 0.5(u_\infty)^2 \). \( (h_{ro} \) is the free-stream recovery enthalpy.) With these assumptions, equations (A5) and (A6) can be modified to yield

\[ h^* = 0.5h_\infty \left( \frac{T_w}{T_\infty} + 1 \right) + 0.1u_\infty^2 + 2h_\infty \left( \frac{T_w}{T_\infty} - 1 \right) \]

and

\[ z = \frac{0.1m_w}{q_{wo}} \left[ h_\infty \left( 1 - \frac{T_w}{T_\infty} \right) + \frac{u_\infty^2}{2} \right] \]

where

- \( h_\infty \) = enthalpy of free-stream medium at free-stream temperature
- \( h^* \) = enthalpy of free-stream medium at reference temperature
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We limit $z$ as follows.

$$0 \leq z \leq 0.5 \quad (A9)$$

The lower limit is imposed because $z$ should never be negative, since it expresses a proportionality between the heat flux and the driving (total) temperature difference. The upper limit is imposed because if $z$ exceeds 0.5, then, for low velocity flows, $T^*$ could be outside the range between $T_\infty$ and $T_w$, which is impossible. After calculating $h^*$ from $h_\infty$ using equations (A7) and (A8), we make the further approximation

$$\frac{\rho^*}{\rho_\infty} = \frac{h_\infty}{h^*} \quad (A10)$$

and take the value of $\rho^*/\rho_\infty$ from equation (A10) and insert it in equation (A4) to allow one to calculate $C_f$ (with wall mass flux).

Equation (A4), from reference 26, was derived for mass addition of the same medium which is in the free-stream flow. We make a correction for injection of “foreign medium” (usually “foreign gas”) as follows. The term $m_w$ in equations (A4) and (A8) is multiplied by the factor

$$\left( \frac{\bar{m}_c}{\bar{m}_w} \right)^{67}$$

where

- $\bar{m}_c$ = effective molecular weight of free-stream gas (or medium)
- $\bar{m}_w$ = molecular weight of gas or medium injected at the wall

to correct for the molecular weight difference between the free-stream medium and the medium injected at the wall. This correction procedure was derived in reference 27, using the analyses and data given in references 28 and 29. We take the basic values for the molecular weights of hydrogen and steel to be 2.0 and 55.85, respectively. (We use this procedure even though it is recognized that the steel enters the in-bore medium as liquid droplets, not as a gas.) If there is already steel incorporated into the hydrogen working gas in the gun tube bore, we take the effective molecular weight of the medium within the bore to be $2/m_1$, where $m_1$ is the mass fraction of hydrogen in the medium within the bore. Thus, in general, we take

$$\bar{m}_c = \frac{2}{m_1} \quad (A11)$$
Appendix B

Nonequilibrium Turbulence Model

A simple model was developed which assumes that the nonequilibrium turbulence kinetic energy (TKE) relaxes towards the equilibrium value (TKE\textsubscript{eq}) for the flow in question with an e-folding length (L\textsubscript{e}) which is a multiple of the tube diameter. (The e-folding length is the length over which the difference between the nonequilibrium and equilibrium TKE will relax to 1/e times its original value in a steady, constant area flow.) Hinze (ref. 30) presents an extensive discussion of the fully developed low speed turbulent pipe flow measurements of Laufer (ref. 31). We estimate L\textsubscript{e} using (1) Laufer's graphs (presented in Hinze) of the TKE production distribution across the pipe radius, (2) Laufer's graphs (also presented in Hinze) of the TKE production distribution across the pipe radius and (3) Schlichting's (ref. 32) values for the ratio of maximum to mean velocity for low speed, fully developed pipe flow. From these data for Re\textsubscript{D} = 5 \times 10^5, we estimate L\textsubscript{e} = 3.27 \times \text{(pipe diameter)}\textsuperscript{-}. The Reynolds number for the data of references 30 and 31 is within our range, but towards the low end of it. However, turbulent pipe flow does not appear to change very rapidly with Re over the Re range of interest (at least over the range 3 \times 10^5 to 3 \times 10^6 reported in reference 33). Hence, we use the value of L\textsubscript{e} given above as a rough estimate in our CFD model. The relaxation term in our model thus becomes

\[ d(TKE) = \frac{\Delta x}{L_D} (TKE - TKE_{eq}) \]  \hspace{1cm} (B1)

where \( d(TKE) \) is the change in TKE which takes place when the flow moves a distance \( \Delta x \), and we use

\[ TKE_{eq} = 0.00929u^2 \]  \hspace{1cm} (B2)

where \( u \) is the mean flow velocity in the tube, which is also taken from the data of Laufer (ref. 31) for Re\textsubscript{D} = 5 \times 10^5. For simplicity in the equations, we have dropped the subscript “neq” from TKE\textsubscript{neq}; i.e., “TKE” in the present equations denotes TKE\textsubscript{neq}. For one timestep \( \Delta t \), the distance that the flow moves is simply \( u\Delta t \). Since the tube changes diameter, in the gun model, L\textsubscript{e} is not fixed, but is taken to equal to R\textsubscript{L} D, where R\textsubscript{L} = 3.27 as discussed above and D is the local tube diameter. Inserting these two results into equation (B1) yields the following equation for the relaxation term of the TKE equation.

\[ d(TKE) = \frac{u\Delta t}{R\textsubscript{L}} \left( TKE_{eq} - TKE \right) \]  \hspace{1cm} (B3)

A difficulty with equation (B3) is that, as it stands, there will be no TKE relaxation if the velocity, \( u \), goes to zero. Since the TKE will obviously relax due to the turbulent motion itself, even if \( u = 0 \), we have modified equation (B3) by replacing \( u \) with

\[ \beta = \max \left( u, \frac{1}{2} \left( \frac{u^2 + TKE}{0.00929} \right) \right) \]  \hspace{1cm} (B4)

Thus, our final form of the relaxation term of the TKE equation is

\[ d(TKE) = \frac{\beta\Delta t}{R\textsubscript{L}} \left( TKE_{eq} - TKE \right) \]  \hspace{1cm} (B5)

To calculate the changes of TKE within any cell over a timestep, equation (B5) is used, along with the usual terms taking account of the convection of TKE across the cell boundaries of cells.

With the nonequilibrium TKE values known, the skin friction coefficient, \( C_f \), at the bore surface of the gun is corrected as follows. The correction is applied only in the transition and turbulent flow regimes, with Re\textsubscript{D} > 1828. First, we calculate

\[ \zeta = \max \left( \frac{TKE}{TKE_{eq}} \right) \]  \hspace{1cm} (B6)

Then, the skin friction coefficient is corrected using \( \zeta \) as follows.

\[ C_{f,turb,corr} = C_{f,lam} + (C_{f,turb,un} + C_{f,lam})\zeta^5 \]  \hspace{1cm} (B7)

where

- \( C_{f,turb,corr} \) = corrected turbulent skin friction coefficient
- \( C_{f,lam} \) = laminar skin friction coefficient
- \( C_{f,turb,un} \) = uncorrected turbulent skin friction coefficient

\( \zeta \) is required to be greater than or equal to unity so that \( C_{f,turb,corr} \) must be greater than or equal to \( C_{f,turb,un} \) and never less than the latter value.
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Figure 1. Schematic sketch of Ames 0.5" two-stage light gas gun. Numbers (in centimeters) are bore diameters or distances from the blind end of the powder chamber. WG1–4 denote whisker gauges for measurement of piston velocity.
Figure 2. Experimental and numerical piston velocities for Ames 0.5" gun for data block 1.

Figure 3. Experimental and numerical maximum powder pressures for Ames 0.5" gun for data block 1.
Figure 4. Experimental and numerical piston velocities for Ames 0.5" gun for data blocks 3 and 4.

- Ames 0.5" gun
- Piston velocities between whisker gauges 2 and 3

- ○ Data block 3
- ● Data block 4

* denotes data from shots for which gun parameters were tuned

Figure 5. Characteristics of powder pressure pulses for selected shots in data block 4 and for very similar shots.

- Ames 0.5" gun
- Powder - IMR 4198
- Powder mass - 172-180 gm
- Piston mass - 712-726 gm
- Hydrogen fill pressure - 3.90 - 4.09 bar
- Pump tube volume - 40% of original value

- Data is from selected shots in data block 4 or from very similar shots

- ● Experimental points
- ○ CFD results
- - Trend of experimental data

* denotes data from shots for which gun parameters were tuned
Figure 6. Experimental and numerical gun erosion values for Ames 0.5" gun for data block 1.

Figure 7. Experimental and numerical gun erosion values for Ames 0.5" gun for four shots in data block 3.
Ames 0.5" gun

The experimental data is the barrel diameter after shots 650-687, 2143, 2144 (40 shots). These shots were either in data block 4 or were made at very similar gun operating conditions.

The numerical barrel diameter curve was calculated using the numerical erosion values for shots 669, 675, 679, 683, 685, 686, 687 and 2144, added together.

---

Figure 8. Experimental and numerical gun erosion values for Ames 0.5" gun for 40 shots in data block 4 or under similar gun operating conditions.

---

Figure 9. Experimental and numerical erosion for 8.1 degree contraction cone for Ames 0.5" gun. See text for discussion of gun operating conditions.
Figure 10. Experimental and numerical muzzle velocities for Ames 0.5" gun for data block 1.

Figure 11. Experimental and numerical muzzle velocities for Ames 0.5" gun for data block 2.
Figure 12. Experimental and numerical muzzle velocities for Ames 0.5" gun for data block 3.

Figure 13. Experimental and numerical muzzle velocities for Ames 0.5" gun for data block 4.
Figure 14. Ratios of CFD projectile velocities without and with hydrogen loading plotted versus normalized muzzle velocity.

Figure 15. Calculated maximum pressures in contraction cone versus normalized experimental muzzle velocities.
Figure 16. Calculated maximum pressures at projectile base versus normalized experimental muzzle velocities.

Figure 17. Calculated hydrogen mass fractions for shot 687.
Figure 18. Calculated densities for shot 687.

Figure 19. Calculated pressures for shot 687.
## Abstract

A well-validated quasi-one-dimensional computational fluid dynamics (CFD) code for the analysis of the internal ballistics of two-stage light gas guns is modified to explicitly calculate the ablation of steel from the gun bore and the incorporation of the ablated wall material into the hydrogen working gas. The modified code is used to model 45 shots made with the NASA Ames 0.5" light gas gun over an extremely wide variety of gun operating conditions. Good agreement is found between the experimental and theoretical piston velocities (maximum errors of ±2% to ±6%) and maximum powder pressures (maximum errors of ±10% with good igniters). Overall, the agreement between the experimental and numerically calculated gun erosion values (within a factor of 2) was judged to be reasonably good, considering the complexity of the processes modelled. Experimental muzzle velocities agree very well (maximum errors of 0.5–0.7 km/sec) with theoretical muzzle velocities calculated with loading of the hydrogen gas with the ablated barrel wall material. Comparison of results for pump tube volumes of 100%, 60% and 40% of an initial benchmark value show that, at the higher muzzle velocities, operation at 40% pump tube volume produces much lower hydrogen loading and gun erosion and substantially lower maximum pressures in the gun. Large muzzle velocity gains (2.4–5.4 km/sec) are predicted upon driving the gun harder (that is, upon using higher powder loads and/or lower hydrogen fill pressures) when hydrogen loading is neglected; much smaller muzzle velocity gains (1.1–2.2 km/sec) are predicted when hydrogen loading is taken into account. These smaller predicted velocity gains agree well with those achieved in practice. CFD snapshots of the hydrogen mass fraction, density and pressure of the in-bore medium are presented for a very erosive shot.